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Abstract

Multi-dimensional medical data are rapidly collected to enhance healthcare. With the

recent advance in artificial intelligence, deep learning techniques have been widely

applied to medical images, constituting a significant proportion of medical data.

The techniques of automated medical image analysis have the potential to benefit

general clinical procedures, e.g., disease screening, malignancy diagnosis, patient risk

prediction, and surgical planning. Although preliminary success takes place, the

robustness of these approaches requires to be cautiously validated and sufficiently

guaranteed before their application to real-world clinical problems.

In this thesis, we propose different approaches to improve the robustness of deep

learning algorithms for automated medical image analysis. (i) In terms of network

architecture, we leverage the advantages of both 2D and 3D networks, and propose an

alternative 2.5D approach for 3D organ segmentation. (ii) To improve data efficiency

and utilize large-scale unlabeled medical data, we propose a unified framework for

semi-supervised medical image segmentation and domain adaptation. (iii) For the

safety-critical applications, we design a unified approach for failure detection and

anomaly segmentation. (iv) We study the problem of Federated Learning, which

enables collaborative learning and preserves data privacy, and improve the robustness

of the algorithm in the non-i.i.d setting. (v) We incorporate multi-phase information

for more accurate pancreatic tumor detection. (vi) Finally, we show our discovery

for potential pancreatic cancer screening on non-contrast CT scans which outperform

expert radiologists.
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Chapter 1

Introduction

1.1 Background and Motivation

The recent breakthrough of deep learning has led to tremendous progress in the field

of computer vision [1] and natural language processing [2], and has become one of the

key techniques of general artificial intelligence (AI). The advance of deep learning also

provides opportunities for intelligent healthcare systems. Meanwhile, the healthcare

system is experiencing rapid growth in imaging data that are collected to enhance

patient care [3]. As a result, deep learning for automated medical image analysis has

become a heated topic recently.

During the past years, deep learning has been explored in various aspects throughout

the clinical workflow, e.g., screening for disease [4], diagnosis of malignancy [5],

prognosis prediction [6], and pathology [7]. However, obstacles remain before we can

achieve satisfying outcomes in real-world scenario [3]. This is partly because of the

drawbacks of the current deep learning algorithms. Most deep learning approaches

require a large amount of labeled data to train on, but the annotation of medical

images is expensive and requires expertise. On the other hand, medical images differ

from natural images in various aspects. Medical images are sometimes in 3D formats

and have multiple phases or modalities. In addition, the necessity of prior medical

knowledge are often neglected in the design of deep learning algorithms. Moreover,
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healthcare is a safety-critical field where the cost of mistakes could be expensive. These

challenges motivate us to design and establish robust AI systems for the purpose of

medical image analysis.

To begin with, we argue that a robust automated medical image analysis system

should acquire the following functionalities.

• Effectiveness. The system should achieve good performance, in the measure

of human expertise. Some recent works have achieved similar performance or

already outperformed radiologists in certain tasks, while the performance are

still unacceptable in many other tasks.

• Generalizability. The system should generalize well to outside data that come

from other hospitals and institutions. This requires the system to be robust to

domain change, e.g., difference imaging machines, reconstruction protocols, and

population.

• Alarm mechanism. The system should be capable of reporting to humans that

certain cases are not suitable for itself. Successful examples should include input-

level alarm, such as image quality assessment and out-of-distribution detection,

and output-level alarm, such as failure detection.

Given the drawbacks of deep learning algorithms that they require large-scale datasets

to train on and are not easily explainable, these requirements of robustness are

challenging.

In this thesis, we provide directions and approaches toward a robust medical image

analysis system that has the potential to satisfy real-world clinical needs. Here are

some examples.

• The utilization of unlabeled data. Due to the expense of annotation for medical

data, semi-supervised or unsupervised approaches that leverage large-scale
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unlabeled data have the potential to relieve the annotation burden and increase

the generalizability of deep learning models.

• Efficient representation learning. The architecture of the deep networks should

be suitable for medical images, which differs from natural images, thus inducing

efficient and effective representation learning.

• Quality assessment. Both input-level and output-level quality assessment al-

gorithms should be integrated. Since deep networks tend to behave unpre-

dictably when encountering out-of-distribution (OOD) data, e.g., producing

high-confidence errors, the mechanism of OOD detection and failure prediction

should be developed.

• Federated learning (FL). FL enables collaborative training of multiple institutions

without sharing data, which has the potential of boosting generalizability if the

model sees multi-site data points.

• The ability to integrate multi-modal information. For precision medicine, clini-

cians use multi-modal information for diagnosis purposes, such as multi-modal

imaging data, medical records, and other test results. A robust AI system should

also utilize all available information.

Our approaches are proposed based on the discussed motivations and aim to make

efforts toward the listed research directions above.

1.2 Contribution

Firstly, we focus on improving the robustness of network architecture for medical image

segmentation, which is a fundamental task and is the prerequisite of medical image

analysis systems. Different from the semantic segmentation task in 2D natural images,

medical image segmentation often works on 3D images, such as CT scans and MRI
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scans. Previous state-of-the-art approaches either train 2D networks [8], [9] on the slices

of 3D medical images or directly train 3D networks [10], [11] on the volumes. However,

the former fails to incorporate 3D context into the network training, and the latter

is less computationally efficient and suffers from the problem of lacking pre-trained

models. We propose an alternative approach. We first train three 2D networks with

three different slicing directions, corresponding to the radiologists’ reformatted views,

i.e., coronal, sagittal, and axial view. Then we use a light-weighted 3D network, which

takes the input of the original 3D image and the three 2D prediction maps as input,

to produce more accurate segmentation results. We validate this approach on NIH

pancreas segmentation dataset [12] and the JHU multi-organ dataset. The superior

results demonstrate that our method outperforms 2D state-of-the-art approaches and

has less computation burden than 3D networks. This approach explores an accurate

yet efficient way for medical image segmentation, and is capable of stabilizing and

accelerating the training process of vanilla 3D networks, thus improving the robustness

in terms of network architecture.

Secondly, we propose to improve the data efficiency and domain robustness. As

mentioned in Section 1.1, deep learning algorithms usually require a large amount of

labeled data to train on. Unlike the computer vision tasks on natural images, the

annotation of medical images is commonly expensive and requires expertise. As a

result, semi-supervised or unsupervised methods which utilize unlabeled data are

valuable to be explored on medical image analysis tasks. The ability to utilize large-

scale unlabeled data could benefit the model by boosting the general performance

in the same domain [13], and also improve the robustness when adapted to other

domains [14]. We propose uncertainty-aware multi-view co-training, a framework

that is capable of utilizing unlabeled 3D medical images for semi-supervised medical

image segmentation and domain adaptation. This work is motivated by the success of

co-training on 2D images [15]. In order to effectively extend co-training to 3D medical
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images, we generate multiple views in co-training by the permutation or rotation of the

volume. Our framework can boost the pancreas segmentation on the NIH dataset by

12% with only 10% data labeled and the rest unlabeled. Directly applying our method

to unsupervised domain adaptation tasks, we outperform standard self-training and

adversarial training methods.

Thirdly, we design a new alarm system to enhance the safety of AI applications.

Medical image analysis is a safety-critical scenario for the application of deep learning.

Recent research shows that deep networks tend to produce high-confidence errors [16]

and are unpredictable when encountering out-of-distribution data as the input [17]. So

the ability of failure detection and anomaly detection is crucial for a reliable medical

AI system. We hereby propose a new approach that is capable of detecting failures

and out-of-distribution data at the same time. We name our approach Synthesize then

Compare (SynthCP), which contains a synthesis module and a comparison module.

The image synthesis module generates a synthesized image from a segmentation layout

map implemented by a conditional generative adversarial network (cGAN) [18], and

the comparison module computes the difference between the synthesized image and

the input image to predict failures and anomalous objects. This method outperforms

probability-based failure detection methods and Bayesian methods on three datasets,

which include pancreatic tumor segmentation. Our method sheds light on the potential

of self-alarm AI systems with improved reliability and safety than regular deep learning

algorithms.

Fourthly, we focus on the task of Federated Learning(FL). Medical data is often

privacy sensitive, but deep learning models usually require versatile data sources to

generalize well to unseen domains. FL [19] is suitable for collaborative training of

machine learning models without sharing data between the participants, providing

us opportunities to improve model robustness. The most common technique of FL is

Federated Averaging (FedAvg) [19], where the server collects locally trained models
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from the clients, averages to obtain a global model, and sends it back to the clients in

an iterative fashion. The averaging weights are set to be proportional to the number

of data on each client. However, since the data distribution of the clients remains

unknown to the server, this prior could hardly be optimal and could lead to unsatisfying

results. We propose a data-driven approach, named Auto-FedAvg, to dynamically

adjust the averaging weights for better performance and model generalizability. We

design an efficient communication algorithm between the server and the clients to

iteratively update the global aggregation parameters and local model parameters. Our

approach is validated on two multi-institutional medical image analysis tasks, i.e.,

COVID-19 lesion segmentation in chest CT and pancreas segmentation in abdominal

CT, and outperforms the state-of-the-art methods in FL.

Fifthly, We focus on the task of the early detection of pancreatic tumors in CT

scans. Previous work has presented approaches for pancreatic tumor segmentation

in single-phase contrast-enhanced CT scans [20]. We propose to automated align

and segment pancreatic tumors in the arterial and venous phase simultaneously.

The major challenge of the goal is that the two phases are usually not aligned due

to the inevitable movement of the patient during imaging, and the tumors have

heterogeneous appearances across phases. One straightforward strategy is to first align

the phases in image space via image registration techniques [21], which we name Early

Align. In the alternative, we propose to automatically align and segment pancreatic

tumors in the feature space, named Late Align, or gradually align in multiple levels

of the deep network, named Late Align. We discover that a simple ensemble of the

three alignment strategies can significantly boost the performance of this task. We

validate our approach on two PDAC datasets and outperform single-phase algorithms,

illustrating our superiority of integrating dual-phase information.

Finally, we reveal our discovery that deep networks can detect pancreatic tumors

in non-contrast CT scans (NCCT), a cheaper and safer substituent of the regular
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contrast-enhanced CT scans (CECT), which is commonly used for the diagnosis

purpose of radiologists. In order to obtain training labels for NCCT, we transfer

the segmentation annotations of the radiologists from CECT to NCCT via image

registration. We then design an anatomy-aware hybrid transformer to jointly segment

the tumor mass and classify the type of abnormality. We collect a large-scale dataset,

which contains the images of 1627 patients: 558 PDACs, 474 nonPDACs (including nine

subtypes), and 595 normal, confirmed by pathological reports. Our approach achieves

a sensitivity of 95.2% and specificity of 95.8% in the test set which contains 306 cases

and significantly outperforms the performance of 11 radiologists who participated in

the reader study.

1.3 Thesis Outline

This thesis is organized as follows:

In Chapter 2, we focus on the network architecture. We propose a new framework

for 3D medical image segmentation, which leverages the benefits of 2D and 3D deep

networks.

In Chapter 3, we focus on improving data efficiency. We extend co-training

framework to three dimensional data for semi-supervised medical image segmentation

and domain adaptation.

In Chapter 4, we integrate an alarm system into semantic segmentation applications

to detect failures and out-of-distributional data.

In Chapter 5, we improve the federated learning framework for multi-institutional

medical image analysis.

In Chapter 6, we improve the existing pancreatic tumor detection algorithm with

multi-phase alignment.

In Chapter 7, we propose to detect pancreatic tumors in non-contrast CT scans, a
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safer and cheaper constituent of the widely-used contrast-enhanced CT scans.

In Chapter 8, we conclude this thesis and provide insights on future work.
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Chapter 2

Bridging the Gap Between 2D and
3D Organ Segmentation with
Volumetric Fusion Net

In this chapter, we adopt 3D Convolutional Neural Networks to segment volumetric

medical images. Although deep neural networks have been proven to be very effective

on many 2D vision tasks, it is still challenging to apply them to 3D tasks due to

the limited amount of annotated 3D data and limited computational resources. We

propose a novel 3D-based coarse-to-fine framework to effectively and efficiently

tackle these challenges. The proposed 3D-based framework outperforms the 2D

counterpart to a large margin since it can leverage the rich spatial information along

all three axes. We conduct experiments on two datasets which include healthy and

pathological pancreases respectively, and achieve the current state-of-the-art in terms

of Dice-Sørensen Coefficient (DSC). On the NIH pancreas segmentation dataset, we

outperform the previous best by an average of over 2%, and the worst case is improved

by 7% to reach almost 70%, which indicates the reliability of our framework in clinical

applications.
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2.1 Introduction

With the increasing requirement of fine-scaled medical care, computer-assisted diagno-

sis (CAD) has attracted more and more attention in the past decade. An important

prerequisite of CAD is an intelligent system to process and analyze medical data, such

as CT and MRI scans. In the area of medical imaging analysis, organ segmentation is

a traditional and fundamental topic [22]. Researchers often designed a specific system

for each organ to capture its properties. In comparison to large organs (e.g., the liver,

the kidneys, the stomach, etc.), small organs such as the pancreas are more difficult

to segment, which is partly caused by their highly variable geometric properties [12].

In recent years, with the arrival of the deep learning era [23], powerful models

such as convolutional neural networks [24] have been transferred from natural image

segmentation to organ segmentation. But there is a difference. Organ segmentation

requires dealing with volumetric data, and two types of solutions have been pro-

posed. The first one trains 2D networks from three orthogonal planes and fusing the

segmentation results [12][9][8], and the second one suggests training a 3D network

directly [25][26][27]. But 3D networks are more computationally expensive yet less

stable when trained from scratch, and it is difficult to find a pre-trained model for

medical purposes. In the scenario of limited training data, fine-tuning a pre-trained

2D network [24] is a safer choice [28].

This paper presents an alternative framework, which trains 2D segmentation models

and uses a light-weighted 3D network, named Volumetric Fusion Net (VFN), in

order to fuse 2D segmentation at a late stage. A similar idea is studied before based

on either the EM algorithm [29] or pre-defined operations in a 2D scenario [30], but

we propose instead to construct generalized linear operations (convolution) and allow

them to be learned from training data. Because it is built on top of reasonable 2D

segmentation results, VFN is relatively shallow and does not use fully-connected layers
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(which contribute a large fraction of network parameters) to improve its discriminative

ability. In the training process, we first optimize 2D segmentation networks on different

viewpoints individually (this strategy was studied in [31][32][8]), and then use the

validation set to train VFN. When the amount of training data is limited, we suggest

a cross-cross-augmentation strategy to enable reusing the data to train both 2D

segmentation and 3D fusion networks.

We first apply our system to a public dataset for pancreas segmentation [12]. Based

on the state-of-the-art 2D segmentation approaches [9][8], VFN produces a consistent

accuracy gain and outperforms other fusion methods, including majority voting and

statistical fusion [29]. In comparison to 3D networks such as [27], our framework

achieves comparable segmentation accuracy using fewer computational resources, e.g.,

using 10% parameters and being 3× faster at the testing stage (it only adds 10%

computation beyond the 2D baselines). We also generalize our framework to other

small organs such as the adrenal glands and the duodenum, and verify its favorable

performance.

2.2 Our Approach

2.2.1 Framework: Fusing 2D Segmentation into a 3D Volume

We denote an input CT volume by X. This is a W×H×L volume, where W , H and L

are the numbers of voxels along the coronal, sagittal and axial directions, respectively.

The i-th voxel of X, xi, is the intensity (Hounsfield Unit, HU) at the corresponding

position, i = (1, 1, 1) , . . . , (W, H, L). The ground-truth segmentation of an organ is

denoted by Y⋆, which has the same dimensionality as X. If the i-th voxel belongs to

the target organ, we set y⋆
i = 1, otherwise y⋆

i = 0. The goal of organ segmentation is

to design a function g(·), so that Y = g(X), with all yi ∈ {0, 1}, is close to Y⋆. We

measure the similarity between Y and Y⋆ by the Dice-Sørensen coefficient (DSC):
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DSC(Y, Y⋆) = 2×|Y∩Y⋆|
|Y|+|Y⋆| , where Y⋆ = {i | y⋆

i = 1} and Y = {i | yi = 1} are the sets of

foreground voxels.

There are, in general, two ways to design g(·). The first one trains a 3D model

to deal with volumetric data directly [25][26], and the second one works by cutting

the 3D volume into slices, and using 2D networks for segmentation. Both 2D and

3D approaches have their advantages and disadvantages. We appreciate the ability

of 3D networks to take volumetric cues into consideration (radiologists also exploit

3D information to make decisions), but, as shown in Section 2.3.2, 3D networks are

sometimes less stable, arguably because we need to train all weights from scratch, while

the 2D networks can be initialized with pre-trained models from the computer vision

literature [24]. On the other hand, processing volumetric data (e.g., 3D convolution)

often requires heavier computation in both training and testing (e.g., requiring 3×

testing time, see Table 2.1).

In mathematical terms, let XA
l , l = 1, 2, . . . , L be a 2D slice (of W × H) along

the axial view, and YA
l = sA

(︂
XA

l

)︂
be the segmentation score map for XA

l . sA(·) can

be a 2D segmentation network such as FCN [24], or a multi-stage system such as a

coarse-to-fine framework [8]. Stacking all YA
l ’s yields a 3D volume YA = sA(X). This

slicing-and-stacking process can be performed along each axis independently. Due

to the large image variation in different views, we train three segmentation models,

denoted by sC(·), sS(·) and sA(·), respectively. Finally, a fusion function f [·] integrates

them into the final prediction:

Y = f
[︂
X, YC, YS, YA

]︂
= f

[︂
X, sC(X) , sS(X) , sA(X)

]︂
. (2.1)

Note that we allow the image X to be incorporated. This is related to the idea known

as auto-contexts [33] in computer vision. As we shall see in experiments, adding X

improves the quality of fusion considerably. Our goal is to equip f [·] with partial

abilities of 3D networks, e.g., learning simple, local 3D patterns.
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2.2.2 Volumetric Fusion Net

The VFN approach is built upon the 2D segmentation volumes from three orthogonal

(coronal, sagittal and axial) planes. Powered by state-of-the-art deep networks, these

results are generally accurate (e.g., an average DSC of over 82% [8] on the NIH

pancreas segmentation dataset [12]). But, as shown in Figure 2.2, some local errors

still occur because 2 out of 3 views fail to detect the target. Our assumption is that

these errors can be recovered by learning and exploiting the 3D image patterns in its

surrounding region.

Regarding other choices, majority voting obviously cannot take image patterns

into consideration. The STAPLE algorithm [29], while being effective in multi-atlas

registration, does not have a strong ability of fitting image patterns from training

data. We shall see in experiments that STAPLE is unable to improve segmentation

accuracy over majority voting.

Motivated by the need to learn local patterns, we equip VFN with a small input

region (643) and a shallow structure, so that each neuron has a small receptive field

(the largest region seen by an output neuron is 503). In comparison, in the 3D

network VNet [26], these numbers are 1283 and 5513, respectively. This brings twofold

benefits. First, we can sample more patches from the training data, and the number

of parameters is much less, and so the risk of over-fitting is alleviated. Second, VFN

is more computationally efficient than 3D networks, e.g., adding 2D segmentation, it

needs only half the testing time of [27].

The architecture of VFN is shown in Figure 2.1. It has three down-sampling

stages and three up-sampling stages. Each down-sampling stage is composed of two

3× 3× 3 convolutional layers and a 2× 2× 2 max-pooling layer with a stride of 2,

and each up-sampling stage is implemented by a single 4× 4× 4 deconvolutional layer

with a stride of 2. Following other 3D networks [26][27], we also build a few residual
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Figure 2.1. The network structure of VFN (best viewed in color). We only display one
down-sampling and one up-sampling stages, but there are 3 of each. Each down-sampling
stage shrinks the spatial resolution by 1/2 and doubles the number of channels. We build 3
highway connections (2 are shown). We perform batch normalization and ReLU activation
after each convolutional and deconvolutional layer.

connections [1] between hidden layers of the same scale. For our problem, this enables

the network to preserve a large fraction of 2D network predictions (which are generally

of good quality) and focus on refining them (note that if all weights in convolution

are identical, then VFN is approximately equivalent to majority voting). Experiments

show that these highway connections lead to faster convergence and higher accuracy.

A final convolution of a 1× 1× 1 kernel reduces the number of channels to 1.

The input layer of VFN consists of 4 channels, 1 for the original image and 3

for 2D segmentations from different viewpoints. The input values in each channel

are normalized into [0, 1]. By this we provide equally-weighted information from the

original image and 2D multi-view segmentation results, so that VFN can fuse them

at an early stage and learn from data automatically. We verify in experiments that

image information is important – training a VFN without this input channel shrinks

the average accuracy gain by half.

2.2.3 Training and Testing VFN

We train VFN from scratch, i.e., all weights in convolution are initialized as random

white noises. Note that setting all weights as 1 mimics majority voting, and we find
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that both ways of initialization lead to similar testing performance. All 64× 64× 64

volumes are sampled from the region-of-interest (ROI) of each training case, defined as

the bounding box covering all foreground voxels padded by 32 pixels in each dimension.

We introduce data augmentation by performing random 90◦-rotation and flip in 3D

space (each cube has 24 variants). We use a Dice loss to avoid background bias (a

voxel is more likely to be predicted as background, due to the majority of background

voxels in training). We train VFN for 30,000 iterations with a mini-batch size of 16.

We start with a learning rate of 0.01, and divide it by 10 after 20,000 and 25,000

iterations, respectively. The entire training process requires approximately 6 hours

in a Titan-X-Pascal GPU. In the testing process, we use a sliding window with a

stride of 32 in the ROI region (the minimal 3D box covering all foreground voxels of

multi-plane 2D segmentation fused by majority voting). For an average pancreas in

the NIH dataset [12], testing VFN takes around 5 seconds.

An important issue in optimizing VFN is to construct the training data. Note

that we cannot reuse the data used for training segmentation networks to train VFN,

because this will result in the input channels contain very accurate segmentation, which

limits VFN from learning meaningful local patterns and generalizing to the testing

scenarios. So, we further split the training set into two subsets, one for training the 2D

segmentation networks and the other for training VFN with the testing segmentation

results.

However, under most circumstances, the amount of training data is limited. For

example, in the NIH pancreas segmentation dataset, each fold in cross-validation has

only 60 training cases. Partitioning it into two subsets harms the accuracy of both 2D

segmentation and fusion. To avoid this, we suggest a cross-cross-augmentation

(CCA) strategy, described as follows. Suppose we split data into K folds for cross-

validation, and the k1-th fold is left for testing. For all k2 ≠ k1, we train 2D

segmentation models on the folds in {1, 2, . . . , K} \ {k1, k2}, and test on the k2-th
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fold to generate training data for the VFN. In this way, all data are used for training

both the segmentation model and the VFN. The price is that a total of K (K − 1) /2

extra segmentation models need to be trained, which is more costly than training K

models in a standard cross-validation. In practice, this strategy improves the average

segmentation accuracy by ∼ 1% in each fold. Note that we perform CCA only on

the NIH dataset due to the limited amount of data – in our own dataset, we perform

standard training/testing split, requiring < 10% extra training time and ignorable

extra testing time.

2.3 Experiments

2.3.1 The NIH Pancreas Segmentation Dataset

We first evaluate our approach on the NIH pancreas segmentation dataset [12] contain-

ing 82 abdominal CT volumes. The width and height of each volume are both 512, and

the number of slices along the axial axis varies from 181 to 466. We split the dataset

into 4 folds of approximately the same size, and apply cross-cross-augmentation (see

Section 2.2.3) to improve segmentation accuracy.

Results are summarized in Table 2.1. We use two recent 2D segmentation ap-

proaches as our baseline, and compare VFN with two other fusion approaches, namely

majority voting and non-local STAPLE (NLS) [29]. The latter was verified more

effective than its former local version. We measure segmentation accuracy using

DSC and report the average accuracy over 82 cases. Based on [8], VFN improves

majority voting significantly by an average of 1.69%. The improvement over 82 cases is

consistent (the student’s t-test reports a p-value of 6.9× 10−7), although the standard

deviation over 82 cases is relatively large – this is mainly caused by the difference in

difficulties from case to case. Figure 2.2 shows an example on which VFN produces a

significant accuracy gain. VFN does not improve [9] significantly, arguably because [9]
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Approach Average Min 1/4-
Q Med 3/4-

Q Max Time
(m)

Roth et al. [12] 71.42±
10.11 23.99 − − − 86.29 6–8

Roth et al. [34] 78.01±8.20 34.11 − − − 88.65 2–3

Roth et al. [35] 81.27±6.27 50.69 − − − 88.96 2–3

Cai et al. [36] 82.4± 6.7 60.0 − − − 90.1 N/A

Zhu et al. [27] 84.59±4.86 69.62 − − − 91.45 4.1

Zhou et al. [8] 82.50±6.14 56.33 81.63 84.11 86.28 89.98 0.9

[8] + NLS 82.25±6.57 56.86 81.54 83.96 86.14 89.94 1.1

[8] + VFN 84.06±
5.63 62.93 81.98 85.69 87.62 91.28 1.0

Yu et al. [9] 84.48±5.03 62.23 82.50 85.66 87.82 91.17 1.3

[9] + NLS 84.47±5.03 62.22 82.42 85.59 87.78 91.17 1.5

[9] + VFN 84.63±
5.07 61.58 82.42 85.84 88.37 91.57 1.4

Table 2.1. Comparison of segmentation accuracy (DSC, %) and testing time (in minutes)
between our approach and the state-of-the-arts on the NIH dataset [12]. Both [8] and [9]
are reimplemented by ourselves, and the default fusion is majority voting.
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𝑋-axis Pred. 𝑌-axis Pred.

Majority Voting VFN w/ Image

𝑍-axis Pred.

VFN w/o Image

Majority Voting

Majority Voting

VFN w/ Image

VFN w/ Image

NIH dataset (pancreas): Case #09, +𝟔.𝟕𝟒% Our dataset (adrenal glands)

71.46%

70.45%

78.20%

64.58%

73.89%

26.03%

50.66%

48.89%

72.35%

72.17%

Case #0018
+𝟐𝟐. 𝟖𝟔%

𝑋-axis: 34.27%
𝑌-axis: 22.25%
𝑍-axis: 38.13%

Case #0022
+𝟐𝟏. 𝟔𝟗%

𝑋-axis: 65.95%
𝑌-axis: 63.61%
𝑍-axis: 67.08%

Figure 2.2. Two typical examples, each with the original image, segmentation results
from three viewpoints, and different fusion results. In each label map, red, green and
yellow indicate ground-truth, prediction and overlap, respectively (best viewed in color).

has almost reached the human-level agreement (we invited a radiologist to segment

this dataset individually, and she achieves an average accuracy of ∼ 86%). Note that

the other approaches without CCA used both the training and validation folds for

training, and so all numbers are comparable in Table 2.1.

Due to our analysis in Section 2.2.2, NLS does not produce any accuracy gain

over either [8] and [9]. NLS is effective in multi-atlas registration, where the labels

come from different images and the annotation is relatively accurate [29]. But in our

problem, segmentation results from 2D networks can be noisy, thus recovering these

errors requires learning local image patterns from training data, which is what VFN

does to outperform NLS.

To reveal the importance of image information, we train a VFN without the image

channel in the input layer. Based on [8], this version produces approximately half

of the improvement (1.69%) by the full model. We show an example in Figure 2.2,

in which the right part of the pancreas is missing in both sagittal and axial planes,

but the high confidence in the coronal plane and the continuity of image intensities

suggest its presence in the final segmentation.
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Approach adrenal g. duodenum gallbladder pancreas

Zhu et al. [27] 36.74±
25.14

68.80±
14.38

42.01±
29.47 85.25±6.04

Zhou et al. [8] 66.09±
18.19

71.65±
13.15 90.39±5.30 84.52±6.23

[8] + VFN 69.24±
17.42

72.77±
12.80

91.40±
5.19

86.39±
6.20

Yu et al. [9] 71.40±
12.87 77.48±8.70 91.81±4.90 87.22±5.90

[9] + VFN 72.09±
13.61

77.77±
8.46

92.15±
5.05

88.06±
5.33

Table 2.2. Comparison of segmentation accuracy (DSC, %) on our multi-organ dataset.
The baseline for [8] and [9] is majority voting. The numbers of [9] are different from those
in their original paper, because we are using a different dataset.

2.3.2 Our Multi-Organ Dataset

The radiologists in our team collected a dataset with 300 high-resolution CT scans.

These scans were performed on some potential renal donors. Four experts in abdominal

anatomy annotated 11 abdominal organs, taking 3–4 hours for each scan, and all

annotations were verified by an experienced board certified Abdominal Radiologist.

Except for the pancreas, we choose several challenging targets, including the adrenal

glands, the duodenum, and the gallbladder (easy cases such as the liver and the kidneys

are not considered). We use 150 cases for training 2D segmentation models, 100 cases

for training VFN, and test on the remaining 50 cases. The data split is random but

identical for different organs.

Results are shown in Table 2.2. Again, our approach consistently improves 2D

segmentation, which demonstrates the transferability of our methodology. In pancreas,

based on [9], we obtain a p-value of 2.7× 10−5 over 50 testing cases. In adrenal glands,

although the average accuracy gains are not large, the improvement is significant in

some badly segmented cases, e.g., Figure 2.2 shows two examples with more than 20%

accuracy boosts. Refining bad segmentations makes our segmentation results more
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reliable. By contrast, the 3D network [27] produces unstable performance ([27] was

designed for pancreas segmentation, thus works reasonably well in pancreas), which is

mainly caused by the limited training data especially for small organs such as adrenal

glands and gallbladder.

Therefore, we conclude that 2D segmentation followed by 3D fusion is currently a

very promising idea to bridge the gap between 2D and 3D segmentation approaches,

particularly if there is limited training data.

2.4 Conclusions

In this paper, we discuss an important topic in medical imaging analysis, namely

bridging the gap between 2D and 3D organ segmentation approaches. We propose

to train more stable 2D segmentation networks, and then use a light-weighted 3D

fusion module to fuse their results. In this way, we enjoy the benefits of exploiting

3D information to improve segmentation, as well as avoiding the risk of over-fitting

caused by tuning 3D models (which have 10× more parameters) on a limited amount

of training data. We verify the effectiveness of our approach on two datasets, one of

which contains several challenging organs.

Based on our work, a promising direction is to train the segmentation and fusion

modules in a joint manner, so that the 2D networks can incorporate 3D information in

the training process by learning from the back-propagated gradients of VFN. Another

issue involves training VFN more efficiently, e.g., using hard example mining. These

topics are left for future research.
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Chapter 3

Uncertainty-aware multi-view
co-training for semi-supervised
medical image segmentation and
domain adaptation

Although having achieved great success in medical image segmentation, deep learning-

based approaches usually require large amounts of well-annotated data, which can be

extremely expensive in the field of medical image analysis. Unlabeled data, on the other

hand, is much easier to acquire. Semi-supervised learning and unsupervised domain

adaptation both take the advantage of unlabeled data, and they are closely related to

each other. In this paper, we propose uncertainty-aware multi-view co-training

(UMCT), a unified framework that addresses these two tasks for volumetric medical

image segmentation. Our framework is capable of efficiently utilizing unlabeled data for

better performance. We firstly rotate and permute the 3D volumes into multiple views

and train a 3D deep network on each view. We then apply co-training by enforcing

multi-view consistency on unlabeled data, where an uncertainty estimation of each view

is utilized to achieve accurate labeling. Experiments on the NIH pancreas segmentation

dataset and a multi-organ segmentation dataset show state-of-the-art performance

of the proposed framework on semi-supervised medical image segmentation. Under

unsupervised domain adaptation settings, we validate the effectiveness of this work by
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7 7 . 0 8 %

7 7 . 3 8 %

DSC  63.19%
between views

Train with limited labeled data Our approach

DSC 85.16%
between views

Predictions 
(aligned to the same view)

Co-training 
with unlabeled 
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Figure 3.1. An example of our approach for pancreas segmentation (best viewed in color).
With limited training data, two 3D networks which are trained on axial and coronal view,
respectively, both perform poorly as measured by DSC scores (in dark blue) with ground
truth annotations. We observe that the DSC between the two views (in green) is also low,
indicating large view differences. With our co-training approach, we minimize the difference
between the two predictions on unlabeled data, resulting in significant improvement on
each view.

adapting our multi-organ segmentation model to two pathological organs from the

Medical Segmentation Decathlon Datasets. Additionally, we show that our UMCT-DA

model can even effectively handle the challenging situation where labeled source data

is inaccessible, demonstrating strong potentials for real-world applications.

3.1 Introduction

Deep learning has achieved great successes in various computer vision tasks, such

as 2D image recognition [1], [23], [37]–[39] and semantic segmentation [24], [40]–[42].

However, deep networks usually rely on large-scale labeled datasets for training. When

it comes to medical volumetric data, human labeling can be extremely costly and often

requires expert domain knowledge. Medical image segmentation (i.e. the labeling

tissues and organs in CTs and MRIs) plays a critical role in biomedical image analysis

and surgical planning. Deep learning-based approaches have been widely adopted for

this task and have led to state-of-the-art performance [9], [26], [43], [44]. However,

24



acquiring well-annotated segmentation labels in medical images requires both high-

level expertise of radiologists and careful manual labeling of object masks or surface

boundaries.

In this paper, we aim to design an approach that can utilize large-scale unlabeled

data to improve volumetric medical image segmentation, and is applicable to the

scenarios of both semi-supervised learning (SSL) and unsupervised domain adaptation

(UDA). SSL and UDA share a common setting by assuming the availability of a

labeled training set (denoted as S), as well as an unlabeled one (denoted as U). The

difference between the two tasks is that for S and U we assume the same distribution

in SSL while a larger domain shift is assumed in the UDA setting. Despite such

differences, approaches in these two tasks are often closely related. SSL approaches

such as self-training [45]–[47], co-training [15], [48] and GAN based methods [49], [50]

have been widely applied to UDA [14], [51]–[56], and vice versa.

Inspired by the success of co-training [15] and its application to single 2D images [57],

we further extend this idea to 3D volumetric data. Typical co-training requires at

least two views (i.e. sources) of the data, of which either should be sufficient to

train a classifier on. Co-training minimizes the disagreement by assigning pseudo

labels between each view on unlabeled data. [15] further proved that co-training

has PAC-like guarantees on semi-supervised learning with an additional assumption

that the two views are conditionally independent given the category. Since most

computer vision tasks have only one source of data, encouraging view differences is

a crucial factor for successful co-training. For example, deep co-training [57] trains

multiple deep networks to act as different views by utilizing adversarial examples [58]

to address this issue. Another aspect of co-training to emphasize is view confidence

estimation. In multi-view settings, with growing differences between each view, the

quality of each prediction becomes less and less guaranteed and might result in bad

pseudo labels that can be harmful if used in the training process. Co-training could
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benefit from trusting reliable predictions and degrading the unreliable ones. However,

distinguishing reliable and unreliable predictions is challenging for unlabeled data due

to lack of ground-truth.

To address the above two important issues, we propose an uncertainty-aware multi-

view co-training (UMCT) framework, shown in Fig. 3.2. We introduce view differences

by exploring multiple viewpoints of 3D data through spatial transformations, such as

rotation and permutation. The permutation here is defined as the rearrangements

of the coordinate system, such as transpose and flip, and “view” is defined as the

transformed input data after permutation. Hence, our multi-view approach naturally

applies to analyzing 3D data and can be integrated with the proposed co-training

framework. Fig. 3.1 gives an example of the intuition of our approach in two-view

scenario. On unlabeled data, we propose to maximize the similarity of the predictions

between the two views, resulting in improved segmentation performance on each view.

Another key component is the view confidence estimation. We propose to estimate

the uncertainty of predictions in each view with Bayesian deep networks by adding

dropout in the architectures [59]. A confidence score is computed based on epistemic

uncertainty [60], which can act as a weight for each prediction. After propagation

through this uncertainty-weighted label fusion module (ULF), a set of more accurate

pseudo labels can be obtained for each view, which is used as supervision signal for

unlabeled data.

UMCT was previously published as a conference paper [61], in which we verified

its effectiveness under standard semi-supervised settings on individual organs. In this

paper, we extensively validate our approach on more challenging tasks, e.g. multi-organ

segmentation. Moreover, we apply our approach to the task of unsupervised domain

adaptation, with a labeled source domain and unlabeled target domain. In medical

image analysis, this is considered as an important task since we should prefer a model

or an approach that has the capability to generalize across datasets from different data
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Figure 3.2. Overall framework of uncertainty-aware multi-view co-training (UMCT),
best viewed in color. UMCT can be applied to either the semi-supervised learning (SSL)
task or the unsupervised domain adaptation (UDA) task, both of which include an unlabeled
and a labeled subset of data. The overall pipeline is described as follows. The n multi-
view inputs of X are first generated through different transforms T, like rotations and
permutations, before being fed into n deep networks with asymmetrical 3D kernels. A
confidence score c is computed for each view by uncertainty estimation and acts as the
weights to compute the pseudo labels Ŷ of other views (Eq. 3.6) after inverse transform
T−1 of the predictions. The pseudo labels Ŷ for unlabeled data and ground truth Y for
labeled data are used as supervisions during training.

sources (e.g. types of machines, acquisition protocols, and characteristics of patients).

In addition to the original experiments on NIH pancreas dataset [12], we validate

our approach on a multi-organ dataset used in [62] with 8 labeled abdominal organs

under semi-supervised settings. We then utilize our co-training approach to adapt

the multi-organ model to the Medical Image Decathlon (MSD) [63]) pathological liver

and pancreas datasets. We even push our approach one step further by assuming

that we only have the source model in the absence of source data. With very

simple modifications, our final model UMCT-DA illustrates strong potential on this

challenging scenario.
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3.2 Related Work

Semi-supervised learning aims at learning models with limited labeled data and

a large proportion of unlabeled data [15], [48], [64], [65]. Emerging semi-supervised

approaches have been successfully applied to image recognition using deep neural

networks [13], [66]–[71]. These algorithms mostly rely on additional regularization

terms to train the networks to be resistant to some specific noise. A recent approach [57]

extended the co-training strategy to 2D deep networks and multiple views, using

adversarial examples to encourage view differences to boost performance.

Semi-supervised medical image analysis. [72] mentioned that current semi-

supervised medical analysis methods fall into 3 types - self-training (teacher-student

models), co-training (with hand-crafted features) and graph-based approaches (mostly

applications of graph-cut based optimization). [47] introduced a deep network based

self-training framework with conditional random field (CRF) based iterative refine-

ments for medical image segmentation. [73] trained three 2D networks from three

planar slices of the 3D data and fused them in each self-training iteration to get a

stronger student model. [74] extended the self-ensemble approach π model [13] with

90-degree rotations making the network rotation-invariant. Generative adversarial

network (GAN) based approaches are also popular recently for medical imaging [75]–

[77]. Moreover, mixed supervisions [78], [79] combining dense label masks and weak

labels like bounding boxes, slice- or image-level labels, etc., is another field of study

to alleviate labeling efforts and is related to semi-supervised medical image analysis.

Uncertainty Estimation. Traditional approaches include particle filtering and

CRFs [80], [81]. For deep learning, uncertainty is more often measured with Bayesian

deep networks [59], [60], [82]. In our work, we emphasize the importance of uncertainty

estimation in semi-supervised learning, since most of the training data here is not

annotated. We propose to estimate the confidence of each view in our co-training
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framework via Bayesian uncertainty estimation.

2D/3D hybrid networks. 2D networks and 3D networks both have advantages

and limitations. The former benefits from 2D pre-trained weights and well-studied

architectures on natural images, while the latter better explores 3D information

utilizing 3D convolution kernels. [83], [84] either uses 2D probability maps or 2D

feature maps for building 3D models. [85] proposed a 3D architecture which can be

initialized by 2D pre-trained models. Moreover, [8], [86] illustrates the effectiveness

of multi-view training on 2D slices, even by simply averaging multi-planar results,

indicating complementary latent information exists in the biases of 2D networks. This

inspired us to train 3D multi-view networks with 2D initializations jointly using an

additional loss function for multi-view networks which encourages each network to

learn from one another.

Unsupervised Domain Adaptation. Contrary to semi-supervised learning,

domain adaptation problems often contain two datasets that have different distribution.

Under unsupervised domain adaptation (UDA) settings, networks are trained from a

labeled source domain and an unlabeled target domain. Traditional approaches [87]–

[90] align domains with statistical constraints. Recent works [14], [52]–[56], [91],

[92] utilizes adversarial training and self-training to adapt feature training between

source domain and target domain. In the field of medical image analysis, [93]–[95]

have investigated this topic with existing approaches, i.e. adversarial training and

self-training.

3.3 Problem Definitions

Before we describe our proposed approach, we firstly discuss the definition and

relationships of the three problems, i.e. semi-supervised learning (SSL), unsupervised

domain adaptation (UDA) and UDA without data from source domain. Table 3.1
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lists the comparison among the three problems.

Semi-supervised learning. Under standard semi-supervised learning (SSL) settings,

we denote S and U as the labeled and unlabeled dataset, respectively. Let D = S ∪ U

be the whole available dataset. We denote each labeled data pair as (X, Y) ∈ S and

unlabeled data as X ∈ U . We aim to improve performance on a specific task with

unlabeled data. When we consider volumetric medical image segmentation, X is a

three-dimensional tensor and the ground truth Y is a densely-labeled voxel-wise 3D

segmentation mask.

Unsupervised domain adaptation (UDA) assumes a labeled source domain dataset

S and an unlabeled target domain dataset T , where distributions of data are different

but tasks are identical. Our goal is to achieve relatively high performance of a specific

task on the target domain. In medical image analysis, domain gaps can result from

differences in imaging modalities (e.g. CT / MRI / PET), qualities or imaging

protocols (e.g. various machine types and doses of radiation), types of patients (e.g.

healthy or with disease), and combinations thereof. The difference between UDA and

SSL only lies in data distributions, so SSL approaches can also be applied to solve

UDA problems. In our paper, we illustrate that our proposed approach can effectively

handle both problems.

UDA without data from source domain was barely investigated in the literature

but is an important challenge to be addressed in the field of medical imaging. Here

we assume an available pre-trained model from the source domain and unlabeled data

from target domain. Differently from UDA, data from source domain is absent.

In our work, we aim to propose a unified approach that is capable of solving the

three tasks described above.
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settings dataset 1 dataset 2 same
domain?

pre-trained
model?

SSL labeled unlabeled yes -
UDA labeled unlabeled no -
UDA w/o S N/A unlabeled no on dataset 1

Table 3.1. The relationship among the three settings i.e. semi-supervised learning (SSL),
unsupervised domain adaptation (UDA) and UDA without source domain (UDA w/o S).

3.4 Uncertainty-aware Multi-view Co-training

In this section, we introduce our framework of uncertainty-aware multi-view co-training

(UMCT) for semi-supervised segmentation and domain adaptation. UMCT is designed

to effectively utilize unlabeled data, which is firstly targeted at semi-supervised

segmentation of volumetric medical images. In the following sections, we will explain

how they are achieved in our 3D framework: a general mathematical formulation of the

approach is shown in Sec 3.4.1; then we demonstrate how to encourage view differences

in Sec 3.4.2, and how to compute the confidence of each view by uncertainty estimation

in Sec 3.4.3, which are the two factors to boost the performance of co-training. Last

but not least, the UMCT-DA model is introduced in Sec 3.4.4 for unsupervised domain

adaptation.

3.4.1 Overall Framework

We first consider the task of semi-supervised segmentation for 3D data. Recall that

S and U are the labeled and unlabeled set, respectively. Each labeled data pair is

denoted as (X, Y) ∈ S and unlabeled data as X ∈ U . The ground truth Y is a

voxel-wise segmentation label map which has the same shape as X.

Suppose for each input X, we can generate N different views of 3D data by applying

a transformation Ti (rotation or permutation), resulting in multi-view inputs Ti(X),

i = 1, ..., N . Such operations will introduce a data-level view difference. N models

fi(·), i = 1, ..., N are then trained over each view of data respectively. For (X, Y) ∈ S,
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a supervised loss function Lsup is optimized to measure the similarity between the

prediction of each view pi(X) = T −1
i ◦ fi ◦ Ti(X) and Y:

Lsup(X, Y) =
N∑︂

i=1
L(pi(X), Y), (3.1)

where L is a standard loss function for segmentation tasks and {pi(X)}N
i=1 are the

corresponding voxel-wise prediction score maps after inverse rotation or permutation.

For unlabeled data, we make a co-training assumption under a semi-supervised

setting. The co-training strategy assumes the predictions on each view should reach a

consensus. So the prediction of each model can act as a pseudo label to supervise other

views in order to learn from unlabeled data. However, since the prediction of each view

is expected to be diverse after encouraging the view differences, the quality of each

view’s prediction needs to be measured before generating trustworthy pseudo labels.

This is accomplished via uncertainty-weighted label fusion module (ULF) introduced

in Sec 3.4.3. With ULF, the co-training loss for unlabeled data can be formulated as:

Lcot(X, Yiˆ ) =
N∑︂
i

L(pi(X), Yiˆ ), (3.2)

where

Yiˆ = Uf1,..fn(p1(X), .., pi−1(X), pi+1(X), .., pn(X)) (3.3)

is the pseudo label for the ith view, Uf1,..fn is the ULF computational function, which

we will further explain in Sec 3.4.3.

Overall, the combined loss function is:

∑︂
(X,Y)∈S

Lsup(X, Y) + λcot

∑︂
X∈U
Lcot(X, Yiˆ ). (3.4)

where λcot is a tunable weight coefficient.

3.4.2 Encouraging View Differences

A successful co-training requires the “views” to be different in order to learn comple-

mentary information in the training procedure. In our framework, several techniques
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Algorithm 1: Uncertainty-aware Multi-view Co-training
Input:
Labeled dataset S & Unlabeled dataset U
uncertainty-weighted label fusion module (ULF) Uf1,..fn(·)
Output:
Model of each view f1, ..fn

1: while stopping criterion not met do
2: Sample batch bl = (xl, yl) ∈ S and batch bu = (xu) ∈ U
3: Generate multi-view inputs Ti(xl) and Ti(xu), i ∈ {1, .., N}
4: for i in all views do
5: Compute predictions for each view and apply inverse rotation or permutation

pi(xl)← T −1
i ◦ fi ◦ Ti(xl)

pi(xu)← T −1
i ◦ fi ◦ Ti(xu)

6: for i in all views do
7: Compute pseudo labels for xu with ULF

yî ← Uf1,..fn(p1(xu), .., pi−1(xu), pi+1(xu), .., pn(xu))
8: Lsup = 1

|bl|
∑︁

(xl,yl)∈bl
[∑︁N

i L(pi(xl), yl)]
9: Lcot = 1

|bu|
∑︁

(xu)∈bu
[∑︁N

i L(pi(xu), yî)]
10: L = Lsup + λcotLcot

11: Compute gradient of loss function L and update network parameters {θi} by
back propagation

12: return f1, ..fn

are proposed to encourage view differences, both at the data level and the feature

level of the neural networks.

3D multi-view generation. As stated above, in order to generate multi-view data,

we transpose X into multiple views by rotations or permutations1 T. For three-view

co-training, these can correspond to the coronal, sagittal and axial views in medical

imaging, which matches the multi-planar reformatted views that radiologists typically

use to analyze the image. Such operation is a natural way to introduce data-level

view difference.

Asymmetric 3D kernels and 2D initialization. The co-training assumption

encourages models to make similar predictions on both S and U , which potentially

can lead to collapsed neural networks mentioned in [57], a phenomenon that results in
1A permutation rearranges the dimensions of an array in a specific order.
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a sudden and significant drop in validation accuracy during training of co-training

algorithms. In our multi-view settings, this could also happen when the models from

different views only learn the permutation or rotation of the kernels, resulting in

exactly the same learned feature representation despite the view-point difference. To

address this problem, we further encourage view difference at the feature level by

designing a task-specific model. We propose to use asymmetric 3D models initialized

with 2D pre-trained weights as the backbone network of each view to encourage

diverse features for each view learning. In practice, we modify the symmetric 3D

convolutional kernels n× n× n into n× n× 1 for each branch after the permutation

to avoid learning symmetrical representations among views. This structure also makes

the model convenient to be initialized with 2D pre-trained weights but fine-tuned in a

3D fashion.

3.4.3 Compute Reliable Psuedo Labels for Unlabeled Data
with Uncertainty Estimation

Encouraging view difference means enlarging the variance of each view’s prediction

var(pi(X)). This raises the question of which view we should trust most on unlabeled

data during co-training. Bad predictions from one view may hurt the training procedure

of other views through pseudo-label assignments. Meanwhile, encouraging to trust a

good prediction as a “strong” label from co-training will boost the performance, and

lead to improved performance of overall semi-supervised learning. Instead of assigning

a pseudo-label for each view directly from the predictions of other views, we propose

an adaptive approach, namely uncertainty-weighted label fusion module (ULF), to fuse

the outputs of different views. ULF is built up of all the views, takes the predictions

of each view as input, and then outputs a set of pseudo labels for each view.

Motivated by uncertainty measurements in Bayesian deep networks, we measure the

uncertainty of each view branch for each training sample after turning our model into a
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Bayesian deep network by adding dropout layers. Between the two types of uncertainty

candidates – aleatoric and epistemic uncertainties, we choose to compute the epistemic

uncertainty that is driven by the lack of training data [60]. Such measurement fits the

semi-supervised learning goal: to improve the model’s generalizability by exploring

unlabeled data. Suppose y is the output of a Bayesian deep network, then the epistemic

uncertainty can be estimated as:

Ue(y) ≈ 1
K

K∑︂
k=1

yk̂
2 − ( 1

K

K∑︂
k=1

yk̂)2, (3.5)

where {ŷk}K
k=1 are a set of sampled outputs. These sampled outputs are obtained by

feeding the same input volume into the sub-network defined by K different random

dropout configurations [60]. The voxel-wise epistemic uncertainty is estimated as the

statistical variance of the K predictions. More details are available in Sec 3.4.5.

With a transformation function h(·), we can transform the uncertainty score into

a confidence score c(y) = h(Ue(y)). In practice, we simply define h(Ue(y)) = 1/Ue(y).

After normalization over all views, the confidence score will act as the weight for each

prediction to assign as a pseudo label for other views. The pseudo label Yiˆ assigned

for a single view i can be formulated as

Yiˆ =
∑︁N

j ̸=i c(pj(X))pj(X)∑︁N
j ̸=i c(pj(X))

. (3.6)

Thus the pseudo label Yiˆ for view i is computed from predictions from all the

other views.

3.4.4 UMCT-DA model for unsupervised domain adaptation

Standard unsupervised domain adaptation (UDA)

We extensively validate our approach on unsupervised domain adaptation setting,

where the labeled source domain S and the unlabeled target domain T are available

for training. The task is shared between the two domains and the ultimate goal is to
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achieve good performance on the target domain test data. Despite the domain shift

in labeled and unlabeled data, the overall settings of semi-supervised learning (SSL)

and unsupervised domain adaptation (UDA) are the same. Hence, we can directly

apply our UMCT to solve this problem. The optimization objective can be modified

as the follows :

LUDA =
∑︂

(X,Y)∈S
Lsup(X, Y) + λcot

∑︂
X∈T
Lcot(X). (3.7)

where S is the labeled source domain and T is the unlabeled target domain.

UDA without source domain data

Standard UDA methods usually require the existence of source domain data to

allow joint training while doing adaptation to the target domain. Here we consider

a more challenging setting where source domain data is unavailable and only deep

network model (denoted as MS) pre-trained on source domain is available. In our

co-training framework, when source data is unavailable, we can still finetune MS with

Lcot by iteratively refining pseudo labels. The objective function for UDA without

source domain data, namely UMCT-DA, can be formulated as:

LUDA =
∑︂

X∈T
λcotLcot(X). (3.8)

3.4.5 Implementation Details

Network Structure. In practice, we build an encoder-decoder network based on

ResNet-18 [1], and modify it into a 3D version. For the encoder part, the first 7× 7

convolution layer is extended to 7× 7× 3 kernels for low-level 3D feature extraction

similar to [85]. All other 3× 3 convolution layers are simply changed into 3× 3× 1

that can be trained as a 3D convolution layer. In the decoder part, we adopt 3 skip

connections from the encoder followed by 3D convolutions to give low-level cues for

more accurate boundary prediction needed in segmentation tasks.
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Uncertainty-weighted Label Fusion. In terms of view confidence estimation, we

modify the network into a Bayesian deep network by adding dropouts. We sample

K = 10 outputs for each view and compute voxel-wise epistemic uncertainty. Since

we are using Dice loss [26], a common loss function for medical image segmentation

which is computed on the image level, an image-wise uncertainty estimation is most

suitable. We thus sum over the whole volume to estimate the uncertainty for each

view. We then simply use the reciprocal for the confidence transformation function

h= 1
c to compute the confidence score. The resulting pseudo label assigned for each

view is a weighted average of all predictions of multiple views based on the normalized

confidence score.

Loss Function. We extend the Dice loss [26] for multi-class targets as our training

objective function:

LDice = 1
D

D∑︂
d=0

(1− 2∑︁N
i=1 yd

i ŷd
i∑︁N

i=1(yd
i )2 +∑︁N

i=1(ŷd
i )2

), (3.9)

Data Pre-Processing. All the training and testing data are firstly re-sampled to

an isotropic volume resolution of 1.0 mm for each axis. Data intensities are normalized

to have zero mean and unit variance. We adopt patch-based training, and sample

training patches of size 963 with 1:1 ratio between foreground and background.

Training. Our training algorithm is shown in Algorithm 1. We firstly train the

views separately on the labeled data and then conduct our co-training by fine-tuning

the weights. The stochastic gradient descent (SGD) optimizer is used in both stages.

In the view-wise training stage, a constant learning rate policy at 7×10−3, momentum

at 0.9 and weight decay of 4× 10−5 for 20k iterations is used. In the co-training stage,

we adopt a constant learning rate policy at 1× 10−3 and train for 5k iterations. The

parameter λcot = 0.2 resulted in the best performance which we report here. The

batch size is 20 in co-training, among which 4 images are labeled and 16 are unlabeled,

maintaining a ratio of labeled and unlabeled to be 1:4. Our framework is implemented

37



Method Backbone 10% lab 20% lab
Supervised 3D ResNet-18 66.75 75.79
DMPCT [73] 2D ResNet-101 63.45 66.75
DCT [57] (2v) 3D ResNet-18 71.43 77.54
TCSE [74] 3D ResNet-18 73.87 76.46
Ours (2 views) 3D ResNet-18 75.63 79.77
Ours (3 views) 3D ResNet-18 77.55 80.14
Ours (6 views) 3D ResNet-18 77.87 80.35
Ours (ensemble) 3D ResNet-18 78.77 81.18

Table 3.2. Comparison to other semi-supervised approaches on NIH dataset (DSC, %).
Note that we use the same backbone network as [74] [57]. Here, “2v” means two views.
For our approach, we report the average of all single views’ DSC score for a fair comparison
(2 views to 6 views), as well as multi-view ensemble results. “10% lab” and “20% lab”
mean the percentage of labeled data used for training.

in PyTorch. For 3D ResNet-18 on NIH dataset, the whole co-training procedure takes

∼24 hours on one single NVIDIA Titan RTX GPU with 24 GB memory. In our

implementation, training occupies ∼15GB GPU memory in total.

Testing. In the testing phase, there are two choices to finalize the output results:

either to choose one single view prediction or to ensemble the predictions of the multi-

view outputs with majority voting. We will report both results in subsequent sections

for fair comparisons with the baselines since the multiple view networks can be thought

of being similar to the ensemble of several single view models. The experimental

results show that our model improves the performance in both settings (single view

and multi-view ensemble) over all the other approaches. We use sliding-window testing

and re-sample our testing results back to the original image resolution to obtain the

final results. Testing time for each case ranges from 1 minute to 5 minutes depending

on the size of the input volume.
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3.5 Experiments

In this section, we first evaluate our framework under semi-supervised settings on the

NIH pancreas segmentation dataset [12] with cases from a healthy patient population

(e.g. kidney donors2); and an multi-organ segmentation dataset [62] with eight

abdominal organs [96] with conditions mostly unrelated to the organs of interest (e.g.

colorectal cancer or ventral hernia3). We will provide detailed experiments, including

ablation studies, on the former dataset. Note that the volumes come from different

patients in each dataset and were separated at the patient-level for the different

training, validation and testing splits. Next, we validate the capability of our approach

on the task of unsupervised domain adaptation, which is critical but under-investigated

in the field of medical image analysis. The multi-organ segmentation dataset serves as

source data. The targets of adaptation include two pathological organ datasets i.e.

pancreas and liver datasets in the Medical Segmentation Decathlon (MSD) [63], which

both can include tumors in their respective organs. More strictly, we also evaluate our

approach under the situation where source data is inaccessible (UDA without source

data).

3.5.1 NIH Pancreas Segmentation Dataset

The NIH pancreas segmentation dataset contains 82 abdominal CT volumes. The

width and height of each volume are 512, while the axial view slice number can vary

from 181 to 466. Under semi-supervised settings, the dataset is randomly split into

20 testing cases and 62 training cases. We report the results of 10% labeled training

cases (6 labeled and 56 unlabeled), 20% labeled training cases (12 labeled and 50

unlabeled) and 100% labeled training cases.
2https://wiki.cancerimagingarchive.net/display/Public/Pancreas-CT
3https://www.synapse.org/#!Synapse:syn3193805/wiki/217789
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Figure 3.3. 2D visualizations for one example of NIH pancreas segmentation dataset
10% labeled data setting. The first row is the supervised baseline and the second row is
the prediction after our 3-view co-training. DSC scores are largely improved. Best viewed
in color.

3.5.1.1 Results

In Table 3.2, we first report the average of all single views’ DSC score for a fair

comparison (2 views to 6 views, last 2-4 rows), which can be viewed as the average

performance of one single view model. Then we report the multi-view ensemble results

(6 view ensemble, last row), where we align the multi-view prediction maps to the

same view (axial) and average the prediction maps at each pixel to make a final

prediction. For 2-view co-training, we use the axial and coronal views. For 3-view co-

training, we use the axial, coronal and sagittal view. For 6-view co-training, we use the

axial, coronal and sagittal view as well as the horizontal flip version of the three views

(3×2 = 6). The first row is the supervised training results, using only labeled data and

trained on the axial view. The segmentation accuracy is evaluated by Dice-Sørensen

coefficient (DSC). A large margin improvement over the fully supervised baselines in

terms of single view performance can be observed, proving that our approach effectively

leverages the unlabeled data. A Wilcoxon signed-rank test comparing to the supervised
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baseline’s results (20% labeling) shows significant improvements of our approach with

a p-value of 0.0022. Fig. 3.3 shows 3 cases in 2D and 3D with ITK-SNAP [97]. In

addition, our model is compared with the state-of-the-art semi-supervised approach of

deep co-training [57] and recent semi-supervised medical segmentation approaches. In

particular, we compare to [74] who extended the π model [13] with transformation

consistent constraints; and [73] who extended the self-training procedure by iteratively

updating pseudo labels on unlabeled data using a fusion of three 2D networks trained

on cross-sectional views. The results reported in Table 3.2 are based on our careful

re-implementations in order to allow a fair comparison.

The implementations of [57] and [74] are operated on the axial view of our single

view branch with the same backbone structure (our customized 3D ResNet-18 model).

Our co-training approach achieve about 4% gain in the 10% labeled and 90% unlabeled

settings. We also find that improvements of other approaches are small in the 20%

settings (only 1% compared to the baseline), while ours still is capable to achieve a

reasonable performance gain with the growing number of labeled data. For [73] with

a 2D approach, their experiment is conducted on 50 labeled cases. We modify their

backbone network (FCN [24]) into DeepLab v2 [40], in order to fit our stricter settings

(6 and 12 labeled cases). This modification leads to an improvement of 3% in 100%

fully supervised training (from 73% to 76%). Their approach outputs the result after

using an ensemble with majority voting of three slice-wise 2D models obtained from

their semi-supervised training approach..

Since the main difference in two-view learning between our approach and [57] is

the way of encouraging view differences, the results illustrate the effectiveness of our

multi-view analysis combined with asymmetric feature learning on 3D co-training.

With more views, our uncertainty-weighted label fusion can further improve co-training

performance. We will report ablation studies later in this section.
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3.5.1.2 Analysis and ablation studies

Data utilization efficiency

We perform a study on data utilization efficiency of our approach compared to the

baseline fully-supervised network (3D ResNet-18). Fig. 3.4 shows the performance

change according to labeled data proportion on NIH pancreas segmentation. From the

plot, one can see that when labeled data is over 80%, simple supervised training (with

3D ResNet-18) suffices. Note that our approach with 20% labeled data (DSC 80.35%)

performs better than 60% supervised training (DSC 78.95%). At such a performance,

our approach can save ∼ 70% of the labeling efforts.
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Figure 3.4. Performance plot of our semi-supervised approach over the fully-supervised
baseline on different labeled data ratio.

Effect of backbone structure

Our backbone selection (2D-initialized, heavily asymmetric 3D architecture) will

introduce 2D biases in the training phase while benefiting from such 2D pre-trained

models. We have claimed that we can utilize the complementary information from

3-view networks while exploring the unlabeled data with UMCT. We give an abla-

tion study on the network structure, which contains a V-Net [26], a common 3D

segmentation network with all symmetrical kernels in all dimensions. Such network

also shares a similar amount of parameters with our customized 3D ResNet-18, see
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Table 3.3. The results of V-Net show that our multi-view co-training can be generally

and successfully applied to 3D networks. Although the results of fully supervised parts

are similar, our ResNet-18 outperforms V-Net by more than 1%, illustrating that our

asymmetric design, encouraging view differences, brings advantages over traditional

3D deep networks.

Backbone Params MACs 10% Sup Ours
V-Net 9.44M 41.40G 66.97 76.89
3D ResNet-18 11.79M 17.08G 66.76 77.55
3D ResNet-50 27.09M 23.03G 67.96 78.74

Table 3.3. Ablation studies on backbone structures (3 views UMCT). “Params” is short
for parameters and “MACs” is short for multiply–accumulate operations. “10% Sup”
means supervised training with 10% labeled data. A Wilcoxon signed-rank test reveals
significant improvements (p << 0.01) of our 3D ResNets over V-Net in the last column,
illustrating our asymmetrical design is beneficial for our co-training method.

Uncertainty-weighted label fusion (ULF)

ULF acts as an important role in pruning out bad predictions and keeping good

ones as supervision to train other views. Table 3.4 gives the single view results in

multiple views experiments. The performance becomes better with more views. For

two views, ULF is not applicable since we can only obtain one view prediction as a

pseudo label for the other view. For three views and six views, ULF helps boost the

performance, illustrating the effectiveness of our proposed approach for view confidence

estimation.

Views DSC(%)
2 views 75.63
3 views 76.49
3 views + ULF 77.55
6 views 76.94
6 views + ULF 77.87

Table 3.4. On uncertainty-weighted label fusion (ULF) with difference views in training
(10% labeled data, 3D ResNet-18).
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Experiment setups spleen l.kidney gallbladder esophagus liver stomach pancreas duodenum
Supervised (upper bound) 94.20 93.90 71.89 66.74 94.78 88.60 81.46 71.29
10% lab 88.46 90.88 42.77 52.41 91.33 76.50 69.63 52.52
10% lab+90% unlab (ours) 91.14 92.35 58.29 57.61 92.23 79.67 73.86 57.50
20% lab 92.77 92.29 63.60 61.84 93.95 82.56 75.60 60.26
20% lab+80% unlab (ours) 92.80 92.99 66.29 65.01 93.93 83.67 77.91 63.34

Table 3.5. Experimental results for semi-supervised learning on a multi-organ dataset
under four fold cross-validation. “lab” is short for “labeled” and “unlab” is short for
“unlabeled”. Supervised results (first row) uses 100% labeled training data in the training
set, which is the upper bound but requires 100% annotation. 10% lab means we only
use 10% training data with annotation for supervised training. 10%lab + 90% unlab
(ours) means we use 10% labeled data and 90% unlabeled data for our co-training method.
Results are reported via 4-fold cross-validation. Numbers in bold indicate significant
improvement over supervised counterparts by Wilcoxon signed rank tests (p << 0.01).

3.5.2 Multi-organ Segmentation Dataset

Next, we validate our approach on multi-organ datasets. The dataset we use is a

multi-organ re-annotated version from [62], combining two public datasets - The

Cancer Image Archive (TCIA) Pancreas-CT data set [12] and Beyond the Cranial

Vault (BTCV) Abdomen data set [96]. We perform 4-fold cross validation on 90 cases

in total. In each fold, we then randomly split the training cases into our labeled set S

and unlabeled set U . We train our models on different labeled data ratio 10%, 20%,

which approximately corresponds to (7,81), (13,75) of (labeled, unlabeled) data pairs

and validate on ∼22 cases in each fold. Results are shown in Table 3.5 and an example

is shown in Fig 5.1.

Our approach improves consistently over almost every organ under every labeled-

unlabeled ratio of data. The results illustrate the ability of our approach to handle

the situation of complex multi-organ settings.

3.5.3 Unsupervised domain adaptation from multi-organ seg-
mentation to MSD Dataset

We aim to unsupervisedly adapt a model trained on TCIA multi-organ dataset

to pancreas and liver cases in Medical Decathlon Challenge [63] that can exhibit
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Figure 3.5. An example of semi-supervised multi-organ segmentation.

tumors. The target domains contain a shift from the source domain because of the

differences in (i) image quality and contrast, and (ii) textures due to the existence of

pancreatic/hepatic tumors.

MSD pancreas dataset contains 282 CT scans in portal venous phase, all of which

are pathological cases with pancreas and tumor annotation. We randomly split the

whole dataset into 200 cases for training (without label) and 81 cases for validation.

Since the source domain (multi-organ dataset) only contains healthy pancreas, we aim

at segmenting the whole pancreas region (combining pancreas and tumor together).

For MSD liver dataset, we aim at segmenting the whole liver region as well, with a

random split of 100 training cases (unlabeled) and 31 cases for validation. 118 out of

131 cases contains hepatic tumor.

Table 3.6 shows the results of unsupervised domain adaptation experiments. The

first row is the segmentation performance (in terms of DSC) on pancreas and liver of
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Figure 3.6. 2D and 3D visualizations for unsupervised domain adaptation of pancreas
(left) and liver segmentation (right).

the original multi-organ validation set. From the second row to the last, the results

are DSC scores on MSD liver / pancreas validation set. In standard UDA settings

(UMCT w/ source), significant improvements are achieved with our approach (1.12%

in liver and 4.70% in pancreas), compared to source only version (direct Test on

MSD). Due to the superior performance of self-training based approaches [55], [56] for

unsupervised domain adaptation, we implement a vanilla self-training method under

our settings (denoted as “Self-training”). We first test the model on the unlabeled set

and then use the prediction as pseudo labels to train on the whole data set. We iterate

these two steps every 1k iterations and trains for 5k iterations in total, which is in line

with the proposed co-training scheme. We also implement another baseline approach

(AdaptSegNet [53], denoted as “Adv training”), which applies adversarial training onto

the predicted masks of semantic segmentation. The segmentation network serves as

the generator to output segmentation masks with segmentation loss and tries to fool a

patch-based discriminator (a 3D version of the discriminator used in AdaptSegNet [53])

with GAN loss [58]. The discriminator is also trained jointly to distinguish between

the predicted mask and the ground-truth mask on unlabeled data. Our approach

significantly outperforms all of the baselines. We also show one example for each
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Train Test Method liver pancreas
MO (L) MO Supervised 95.59 81.69
MO (L) MSD Supervised 92.78 70.23

MO (L)
+ MSD (U) MSD

Adv training 93.35 71.23
Self-training 92.67 71.38

UMCT 93.90 74.93
MO model
+ MSD (U) MSD UMCT-DA 92.98 74.38

Table 3.6. Experiments of unsuperivsed domain adaptation (UDA). The source domain
is Multi-organ dataset (denoted as “MO”) and target domains are MSD liver dataset and
pancreas dataset. “L” represents this dataset is labeled and “U” means the opposite.

organ in Fig 3.6.

The last row gives the results in the absence of source domain data. Under such

condition, only a pre-trained source domain model and unlabeled target domain data

are available. Our UMCT-DA model (last row) is able to solve this problem by only

using the co-training loss Lcot to train on the target dataset, and achieve comparable

results with standard UDA settings, even without source domain data.

3.6 Discussions

3.6.1 Impact on large-scale benchmarks

Under fully supervised training, our team NVDLMED was ranked the 3rd place

in the first phase and the 2nd place in the final validation phase of Medical

Segmentation Decathlon Challenge [63] (challenge leaderboard available4). We

applied our 3-view co-training framework taken from axial, coronal and sagittal views

to ten medical image segmentation tasks simultaneously. The winning team [98]

applied heavy model selection and ensemble by cross-validation on the training set,

while we used a fixed framework without complicated data augmentation. Although

not originally targeted at improving the performance of fully supervised training, our
4http://medicaldecathlon.com/results.html
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approach still illustrated the effectiveness and robustness of co-training from multiple

views.

3.6.2 Magnitude of domain shift

In this work, domain shift mainly lies in various sources of CT scans and the patho-

logical/healthy status of abdominal organs. We consider it a reasonable domain shift

from different CT datasets originating from different hospitals and patient populations.

Typically, this means that when directly transferring a model from one to another

(TCIA to MSD in our case), the performance drops significantly (liver 95% to 92%,

pancreas 81% to 70% average Dice). While this shift is relatively small compared

to, for example, cross modality testing (say CT to MRI), it is unacceptable when

considering these models for potential clinical applications. Considering the impor-

tance of this topic, we shed light on how well our semi-supervised approach performs

on UDA tasks, given their similarity (discussed in Sec 3.3). Other types of domain

shifts of medical images, though not investigated in this paper, are also of great

importance. Investigation of domain adaptation under larger domain shifts such as

modality changes (e.g. CT to MRI adaptation), contrast and resolution issues remains

an active research topic.

3.7 Summary & Conclusion

In this paper, we presented uncertainty-aware multi-view co-training (UMCT), aimed

at semi-supervised learning and domain adaptation. We extended dual view co-training

and deep co-training into 3D volumetric image data by analysing from different view-

points, then estimating uncertainty and finally enforcing multi-view consistency on

large scale unlabeled data. Our approach was first validated on NIH pancreas dataset,

where we outperformed other approaches by a large margin. We further applied

our approach to multi-organ datasets and found significant improvements for each
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organ. Finally, we adapted the multi-organ dataset to MSD pathological pancreas and

liver in an unsupervised manner. Our UMCT-DA model achieved good performance

even in the absence of source domain data, illustrating strong potential for real-world

applications in medical image segmentation.

In the future, we plan to conduct further research in the following aspects. Currently

the views of co-training are fixed and pre-defined, so one feasible idea is to incorporate

more views and random views. This could increase the robustness of our model and lead

to better performance. For domain adaptation, we will also try to explore co-training

based approaches on other types of domain shifts including but not limited to image

modality changes and contrast variants. We believe co-training based approaches

will make a contribution to large scale medical image analysis with limited human

annotations.
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Chapter 4

Synthesize then Compare:
Detecting Failures and Anomalies
for Semantic Segmentation

The ability to detect failures and anomalies are fundamental requirements for building

reliable systems for computer vision applications, especially safety-critical applications

of semantic segmentation, such as autonomous driving and medical image analysis.

In this paper, we systematically study failure and anomaly detection for semantic

segmentation and propose a unified framework, consisting of two modules, to address

these two related problems. The first module is an image synthesis module, which

generates a synthesized image from a segmentation layout map, and the second is a

comparison module, which computes the difference between the synthesized image

and the input image. We validate our framework on three challenging datasets and

improve the state-of-the-arts by large margins, i.e., 6% AUPR-Error on Cityscapes,

7% Pearson correlation on pancreatic tumor segmentation in MSD and 20% AUPR

on StreetHazards anomaly segmentation.

4.1 Introduction

Deep neural networks [1], [23], [37], [39] have achieved great success in various computer

vision tasks. However, when they come to real world applications, such as autonomous
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driving [99], medical diagnoses [100] and nuclear power plant monitoring [101], the

safety issue [102] raises tremendous concerns particularly in conditions where failure

cases have severe consequences. As a result, it is of enormous value that a machine

learning system is capable of detecting the failures, i.e., wrong predictions, as well as

identifying the anomalies, i.e., out-of-distribution (OOD) cases, that may cause these

failures.

Previous works on failure detection [103]–[105] and anomaly (OOD) detection [17],

[106]–[109] mainly focus on classifying small images. Although failure detection and

anomaly detection for semantic segmentation have received little attention in the

literature so far, they are more closely related to safety-critical applications, e.g.,

autonomous driving and medical image analysis. The objective of failure detection

for semantic segmentation is not only to determine whether there are failures in a

segmentation result, but also to locate where the failures are. Anomaly detection for

semantic segmentation, a.k.a anomaly segmentation, is related to failure detection,

and its objective is to segment anomalous objects or regions in a given image.

In this paper, our goal is to build a reliable alarm system to address failure detection

for semantic segmentation (Fig. 7.1(i)) and anomaly segmentation (Fig. 7.1(ii)). Unlike

image classification outputs only a single image label, semantic segmentation outputs

a structured semantic layout. Thus, this requires that the system should be able

to provide more detailed analysis than those for image classification, i.e., pixel-level

error/confidence maps. Some previous works [60], [105], [110] directly applied the

failure/anomaly detection strategies for image classification pixel by pixel to estimate

a pixel-level error map, but they lack the consideration of the structured semantic

layout of a segmentation result.

We propose a unified framework to address failure detection and anomaly detection

for semantic segmentation. This framework consists of two components: an image

synthesis module, which synthesizes an image from a segmentation result to reconstruct
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Figure 4.1. We aim at addressing two tasks: (i) failure detection, i.e., image-level
per-class IoU prediction (top left) and pixel-level error map prediction (bottom left) (ii)
anomaly segmentation i.e. segmenting anomalous objects (right middle).

its input image, i.e., a reverse procedure of semantic segmentation, and a comparison

module which computes the difference between the reconstructed image and the input

image. Our framework is motivated by the fact that the quality of semantic image

synthesis [18], [111], [112] can be evaluated by the performance of segmentation network.

Presumably the converse is also true, the better is the segmentation result, the closer

a synthesized image generated from the segmentation result is to the input image. If

a failure occurs during segmentation, for example, if a person is mis-segmented as

a pole, the synthesized image generated from the segmentation result does not look

like a person and an obvious difference between the synthesized image and the input

image should occur. Similarly, when an anomalous (OOD) object occurs in a test

image, it would be classified as any possible in-distribution objects in a segmentation

result, and then appear as in-distribution objects in the synthesized image generated

from the segmentation result. Consequently, the anomalous object can be identified

by finding the differences between the test image and the synthesized image. We refer

to our framework as SynthCP, for “synthesize then compare”.

We model this synthesis procedure by a semantic-to-image conditional GAN

(cGAN) [18], which is capable of modeling the mapping from the segmentation layout
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space to the image space. This cGAN is trained on label-image pairs. Given the

segmentation result of an input image obtained by an semantic segmentation model,

we apply the trained cGAN to the segmentation result to generate a reconstructed

image. Then, the reconstructed image and the input image are fed into the comparison

module to identify the failures/anomalies. The comparison module is designed task-

specifically: For failure detection, the comparison module is modeled by a Siamese

network, outputting both image-level confidences and pixel-level confidences; For

anomaly segmentation, the comparison module is realized by computing the distance

defined on the intermediate features extracted by the semantic segmentation model.

We validate SynthCP on the Cityscapes street scene dataset, a pancreatic tumor

segmentation dataset in the Medical Segmentation Decathlon (MSD) challenge and

the StreetHazards dataset, and show its superiority to other failure detection and

anomaly segmentation methods. Specifically, we achieved improvements over the

state-of-the-arts by approximately 6% AUPR-Error on Cityscapes pixel-level error

prediction, 7% Pearson correlation on pancreatic tumor DSC prediction and 20%

AUPR on StreetHazards anomaly segmentation.

We summarize our contribution as follows:

• To the best of our knowledge, we are the first to systematically study failure

detection and anomaly detection for semantic segmentation

• We propose a unified framework, SynthCP, which enjoys the benefits of a

semantic-to-image conditional GAN, to address both of the two tasks.

• SynthCP achieves state-of-the-art failure detection and anomaly segmentation

results on three challenging datasets.
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4.2 Related Work

In this section, we first review the topics closely related to failure detection and

anomaly segmentation, such as uncertainty/confidence estimation, quality assessment

and out-of-distribution (OOD) detection. Then, we review generative adversarial

networks (GANs), which serves a key module in our framework.

Uncertainty estimation or confidence estimation has been a hot topic in the field of

machine learning for years, and can be directly applied to the task of failure detection.

Standard baselines was established in [103] for detecting failures in classification where

maximum softmax probability (MSP) provides reasonable results. However, the main

drawback of using MSP for confidence estimation is that deep networks tend to produce

high confidence predictions [105]. Geifman et al. [113] controled the user specified

risk-level by setting up thresholds on a pre-defined confidence function (e.g. MSP).

Jiang et al. [104] measured the agreement between the classifier and a modified nearest-

neighbor classifier on the test examples as a confidence score. A recent approach [105]

proposed to direct regress “true class probability” which improved over MSP for failure

detection. Additionally, Bayesian approaches have drawn attention in this field of

study. Dropout based approaches [59], [60] used Monte Carlo Dropout (MCDropout)

for Bayesian approximation. Computing statistics such as entropy or variance is

capable of indicating uncertainty. However, all these approaches mainly focus on small

image classification tasks. When applied to semantic segmentation, they lack the

information of semantic structures and contexts.

Segmentation quality assessment aims at estimating the overall quality of segmen-

tation, without using ground-truth label, which is suitable to make alarms when model

fails. Some approaches [114], [115] utilize Bayesian CNNs to predict the segmentation

quality of medical images. [116], [117] regressed the segmentation quality from deep

features computed from a pair of an image and its segmentation result. [118], [119]
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plugged an extra IoU regression head into object detection or instance segmentation.

[120], [121] used unsupervised learning methods to estimate the segmentation quality

using geometrical features. Recently, Liu et al. [122] proposed to use VAE [123]

to capture a shape prior for segmentation quality assessment on 3D medical image.

However, it is hardly applicable to natural images considering the complexity and

large shape variance in 2D scenes and objects. Segmentation quality assessment will

be referred to as image-level failure detection in the rest of the paper.

OOD detection aims at detecting out-of-distribution examples in testing data. Since

the baseline MSP method [103] was brought up, many approaches have improved

OOD detection from various aspects [17], [106]–[109]. While these approaches mainly

focus on image level OOD detection, i.e., to determine whether an image is an OOD

example, e.g., [124], [125] targeted at detecting hazardous scenes in the Wilddash

dataset [126]. On the contrary, we focus on anomaly segmentation, i.e., a pixel-

level OOD detection task that aims at segmenting anomalous regions from an image.

Pixel-wise reconstruction loss [127], [128] with auto-encoders(AE) are the main stream

approaches for anomaly segmentation. However, they can hardly model the complex

street scenes in natural images and AEs can not guarantee to generate an in-distribution

image from OOD regions. Recently, it was found that MSP surprisingly outperform

AE and Bayesian network based approaches on a newly built larger scale street scene

dataset StreetHazards [110] - with 250 types of anomalous objects and more than 6k

high resolution images. Lis et al. [129] proposed to re-synthesize an image from the

predicted semantic map to detect OOD objects in street scenes, which is the pioneer

work for synthesis-based anomaly detection for semantic segmentation. SynthCP also

follows this spirit, but we use a simple yet effective feature distance measure rather

than a discrepancy network to find anomalies. In addition, we extend this idea to do

a systematic study of failure detection.

Generative adversarial networks [130] generate realistic images by playing a “min-
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Figure 4.2. We first train the synthesis module Gy→x on label-image pairs and then use
this module to synthesize the image conditioning on the predicted segmentation mask ŷ.
By comparing x and x̂ with a comparison module F (·), we can detect failures as well as
segment anomalous objects. F (·) is instantiated in Sec 4.3.2.2 and Sec 4.3.3.2.

max” game between a generator and a discriminator. GANs effectively minimize a

Jensen-Shannon divergence, thus generating in-distribution images. SynthCP utilizes

conditional GANs [131] (cGANs) for image translation [111], a.k.a pixel-to-pixel

translation. Approaches designed for semantic image synthesis [18], [112], [132]

improves pixel-to-pixel translation in synthesizing real images from semantic masks,

which is the reverse procedure of semantic segmentation. Since semantic image

synthesis is commonly evaluated by the performance of a segmentation model, reversely,

we are motivated to use a semantic-to-image generator for failure detection for semantic

segmentation.

4.3 Methodology

In this section, we introduce our framework, SynthCP, for failure detection and anomaly

detection for semantic segmentation. SynthCP consists of two modules, an image
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synthesis module and a comparison module. We first introduce the general framework

(shown in Fig. 7.2), then describe the details of the modules for failure detection and

anomaly detection in Sec 4.3.2 and Sec 4.3.3, respectively. Unless otherwise specified,

the notations in this paper follow this criterion: We use a lowercase letter, e.g., x,

to represent a tensor variable, such as a 1D array or a 2D map, and denote its i-th

element as x(i); We use a capital letter, e.g., F , to represent a function.

4.3.1 General Framework

Let x be an image with size of w × h and L = {1, 2, . . . , L} be a set of integers

representing the semantic labels. By feeding image x to a segmentation model M , we

obtain its segmentation result, i.e., a pixel-wise semantic label map ŷ = M(x) ∈ Lw×h.

Our goal is to identify and locate the failures in ŷ or detect anomalies in x based on ŷ.

4.3.1.1 Image Synthesis Module

We model this image synthesize module by a pixel-to-pixel translation conditional

GAN (cGAN) [131], which is known for its excellent ability for semantic-to-image

mapping. It consists of a generator G and a discriminator D.

Training. We train this translation conditional GAN on label-image pairs: (y, x),

where y is a grouth-truth pixel-wise semantic label map and x is its corresponding

image. The objective of the generator G is to translate semantic label maps to

realistic-looking images, while the discriminator D aims to distinguish real images

from the synthesized ones. This cGAN minimizes the conditional distribution of real

images via the following min-max game:

min
G

max
D
LGAN(G, D), (4.1)

where the objective function LGAN(G, D) is defined as:

E(y,x)[log D(y, x)] + Ey[log(1−D(y, G(y))]. (4.2)
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Testing. After training, we fix the generator G. Given an image x and a segmentation

model M , we feed the predicted segmentation mask ŷ = M(x) into G, and obtain a

synthesized (i.e., reconstructed) image x̂:

x̂ = G(ŷ). (4.3)

x̂ and x are then served as the input for the comparison module.

4.3.1.2 Comparison Module

We detect failures and anomalies in ŷ by comparing x̂ with x. Our assumption is that,

if x̂ is more similar to x, then ŷ is more similar to y. However, since the optimization

of G does not guarantee that the synthesized image x̂ has the same style as the

original image x, simple similarity measurements such as ℓ1 distance between x and

x̂ is not accurate. In order to address this issue, we model the comparison module

by a task-specific function F which estimates a trustworthy task-specific confidence

measure ĉ between x and x̂:

ĉ = F (x, x̂) = F (x, G(ŷ)). (4.4)

For the task of failure detection, the confidence measure ĉ = (ĉiu, ĉm) includes an

image-level per-class intersection over union (IoU) array ĉiu ∈ [0, 1]|L| and a pixel-level

error map ĉm ∈ [0, 1]w×h; For the task of anomaly segmentation, the confidence

measure ĉ is a pixel-level confidence map ĉn ∈ [0, 1]w×h for anomalous objects.

4.3.2 Failure Detection

4.3.2.1 Problem Definition

Our failure detection contains two tasks: 1) a per-class IoU prediction ĉiu ∈ [0, 1]|L|,

which is useful to indicate whether there are failures in the segmentation result ŷ,

and 2) to locate the failures in ŷ, which needs to compute a pixel-level error map

ĉm ∈ [0, 1]w×h.
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Figure 4.3. We instantiate F (·) as a light-weighted siamese network F (x, x̂, ŷ; θ) for
joint image-level per-class IoU prediction and pixel-level error map prediction.

4.3.2.2 Instantiation of Comparison Module

We instantiate the comparison module F (·) as a light-weighted deep network. In

practice, we use ResNet-18 [1] as the base network and follow a siamese-style design for

learning the relationship between x and x̂. As illustrated in Fig. 6.3, x and x̂ are first

concatenated with ŷ and then separately encoded by a shared-weight siamese encoder.

Then two heads are built upon the siamese encoder and output the image-level per-

class IoU array ĉiu ∈ [0, 1]|L| and pixel-level error map ĉm ∈ [0, 1]w×h, respectively. We

rewrite the function F for failure detection as below:

ĉiu, ĉm = F (x, x̂, ŷ; θ) (4.5)

where θ represents the network parameters.

In the training stage, the supervision of network training is obtained by computing

the ground-truth confidence measure c from y and ŷ. For the ground-truth image-level

per-class IoU array ciu, we compute it by

c
(l)
iu = |{i|ŷ

(i) = l} ∩ {i|y(i) = l}|
|{i|ŷ(i) = l} ∪ {i|y(i) = l}|

, (4.6)

where l is the l-th semantic class in label set L. The ℓ1 loss function Lℓ1(c
(l)
iu , ĉ

(l)
iu ) is
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applied to learning this image-level per-class IoU prediction head. For the ground-truth

pixel-level error map, we compute it by

c(i)
m =

⎧⎪⎨⎪⎩
1 if y(i) ̸= ŷ(i)

0 if y(i) = ŷ(i)
. (4.7)

The binary cross-entropy loss Lce(c(i)
m , ĉ(i)

m ) is applied to learning this pixel-level error

map prediction head. The overall loss function of failure detection L is the sum of the

above two:

L = 1
|L|

|L|∑︂
l

Lℓ1(c(l)
iu , ĉ

(l)
iu ) + 1

wh

wh∑︂
i

Lce(c(i)
m , ĉ(i)

m ). (4.8)

4.3.3 Anomaly Segmentation

4.3.3.1 Problem Definition

The goal of anomaly segmentation is segmenting anomalous objects in a test image

which are unseen in the training images. Formally, given a test image x, an anomaly

segmentation method should output a confidence score map ĉn ∈ [0, 1]w×h for the

regions of the anomalous objects in the image, i.e., ĉ(i)
n = 1 and ĉ(i)

n = 0 indicate the

ith pixel belongs to an anomalous object and an in-distribution object (the object is

seen in the training images), respectively.

4.3.3.2 Instantiation of Comparison Module

As the same as failure detection, we first train a cGAN generator G on the training

images, which maps the in-distribution object labels to realistic images. Given a

semantic segmentation model M , we feed its prediction ŷ = M(x) into G and obtain

x̂ = G(ŷ). Since ŷ only contains in-distribution object labels, x̂ also only contain

in-distribution objects. Thus, we can compare x with x̂ to find the anomalies. The

pixel-wise semantic difference of x and x̂ is a strong indicator of anomalous objects.
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Here, we simply instantiate the comparison function F (·) as the cosine distance defined

on the intermediate features extracted by the segmentation model M :

ĉ(i)
n = F (x, x̂; M) = 1− ⟨ f i

M(x)
∥f i

M(x)∥2
,

f i
M(x̂)

∥f i
M(x̂)∥2

⟩ (4.9)

where f i
M is the feature vector at the ith pixel position outputted by the last layer of

segmentation model M and ⟨·, ·⟩ is the inner product of the two vectors.

Post-processing with MSP. Due to the artifacts and generalized errors of GANs, our

approach may mis-classify an in-distribution object into an anomalous object (false

positives). We use a simple post-processing to address this issue. We refine the

result by maximum softmax probability (MSP) [103], which is known as an effective

uncertainty estimation strategy: ĉ(i)
n ← ĉ(i)

n · 1{p(i) ≤ t} + (1 − p(i)) · 1{p(i) > t},

where p(i) is the maximum soft-max probability at the i-th pixel outputted by the

segmentation model M , t ∈ [0, 1] is a threshold and 1{·} is the indicator function.

4.3.4 Conceptual Explanation

We give conceptual explanations of SynthCP in Fig. 4.4, where X and Y correspond

to image space and label space. Mx→y is the segmentation model and Gy→x is a

𝒳 𝒴 𝑀𝑥→𝑦

𝐺𝑦→𝑥

Correct Failure OOD

correct mappings

correct dist.

failure or
OOD dist.

𝒳 𝒳𝒴 𝒴

𝑥

ො𝑥
ො𝑦

𝑥

ො𝑥
ො𝑦

𝑥

ො𝑥
ො𝑦

Figure 4.4. An analysis of SynthCP. Left: Mx→y correctly maps x to ŷ, resulting in small
distance between x and the synthesized x̂. However, when there are failures in ŷ (middle)
or there are OOD examples in x (right), the distance between x and x̂ is larger, given a
reliable reverse mapping Gy→x.
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semantic-to-image generator. The left image shows when Mx→y correctly maps an

image to its corresponding segmentation mask, the synthesized image generated from

Gy→x is close to the original image. However, when Mx→y makes a failure (middle)

or encounters an OOD case (right), the synthesized image should be far away from

the original image. As a result, the synthesized image serves as a strong indicator for

either failure detection or OOD detection.

4.4 Experiments

4.4.1 Failure Detection

4.4.1.1 Evaluation Metrics

Following [122], we evaluate the performance of image-level failure detection, i.e.,

per-class IoU prediction, by four metrics: MAE, STD, P.C and S.C. MAE (mean

absolute error) and its STD measure the average error between predicted IoUs and

ground-truth IoUs. P.C (Pearson correlation) and S.C.(Spearman correlation) measures

their correlation coefficients. For pixel-level failure detection, i.e., pixel-level error

map prediction, we use the metrics in literature [103], [105]: AUPR-Error, AUPR-

Success, FPR at 95% TPR and AUROC. Following [105], AUPR-Error is our

main metric, which computes the area under the Precision-Recall curve using errors

as the positive class.

4.4.1.2 The Cityscapes Dataset

We validate SynthCP on the Cityscapes dataset [133], which contains 2975 high-

resolution training images and 500 validation images. As far as we know, it is the

largest one for failure detection for semantic segmentation.

Baselines. We compare SynthCP to MCDropout [59], VAE alarm [122], MSP [103],

TCP [105] and “Direct Prediction”. MCDropout, MSP and TCP output pixel-level

confidence maps, serving as standard baselines for pixel-level failure prediction. VAE
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alarm [122] is the state-of-the-art in image-level failure prediction method. Follow-

ing [122], we also use MCDropout to predict image-level failures. Direct Prediction

is a method that directly uses a network to predict both image-level and pixel-level

failures, by taking an image and its segmentation result as input. Note that, Direct

Prediction shares the same experimental settings (backbone and training strategies)

with SynthCP, which can be seen as an ablation study on the effectiveness of the

synthesized image x̂.

Implementation details. We use the state-of-the-art semantic-to-image cGAN - SPADE [18]

in SynthCP. We re-trained SPADE from scratch following the same hyper-parameters

as in [18] with only semantic segmentation maps as the input (without the instance

maps). The backbone of our comparison module is ResNet-18 [1] pretrained from

Image-Net. We use ImageNet pre-trained model and train the network for 20k itera-

tions using Adam optimizer [134] with initial learning 0.01 and β = (0.9, 0.999), which

takes about 6 hours on one single Nvidia Titan Xp GPU. Since we use a network to

predict failures, we need to generate training data for this network. A straightforward

strategy is to divide the original training set into a training subset and a validation

subset, then train the segmentation model on the training subset and test it on the

Table 4.1. Experiments on the Cityscapes dataset. We detect failures in the segmentation
results of FCN-8 and Deeplab-v2. “SynthCP-separate” and “SynthCP-joint” mean training
the image-level and pixel-level failure detection heads in our network separately and jointly,
respectively.

FCN-8 Deeplab-v2
image-level MAE↓ STD↓ P.C.↑ S.C.↑ MAE↓ STD↓ P.C.↑ S.C.↑
MCDropout [59] 17.28 13.33 3.62 5.97 19.31 12.86 4.55 1.37
VAE alarm [122] 16.28 11.88 21.82 18.26 16.78 12.21 17.92 19.63
Direct Prediction 13.25 11.96 58.34 59.74 14.45 12.20 60.94 62.01
SynthCP-separate 11.58 11.50 64.63 65.63 13.60 12.32 62.51 63.41
SynthCP-joint 12.69 11.29 62.52 61.23 13.68 11.60 64.05 65.42

FCN-8 Deeplab-v2
pixel-level AP-Err↑ AP-Suc↑ AUC↑ FPR95↓ AP-Err↑ AP-Suc↑ AUC↑ FPR95↓
MSP [103] 50.31 99.02 91.54 25.34 48.46 99.24 92.26 24.41
MCDropout [59] 49.23 99.02 91.47 25.16 47.85 99.23 92.19 24.68
TCP [105] 48.54 98.82 90.29 32.21 45.57 98.84 89.14 36.98
Direct Prediction 52.17 99.15 92.55 22.34 48.76 99.34 92.94 21.56
SynthCP-separate 54.14 99.15 92.70 22.47 48.79 99.31 92.74 22.15
SynthCP-joint 55.53 99.18 92.92 22.47 49.99 99.34 92.98 21.69
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Image Label Segmentation Synthesis Error map Our Prediction

Figure 4.5. Visualization on the Cityscapes dataset for pixel-level error map prediction
(top) and image-level per-class IoU prediction (bottom). For each example from left to
right (top), we show the original image, ground-truth label map, segmentation prediction,
synthesized image conditioned on the segmentation prediction, (ground-truth) errors in
the segmentation prediction and our pixel-level error prediction. The plots (bottom) show
significant correlations between the ground-truth IoU and our predicted IoU on most of
the classes.

validation subset. The testing results on the validation subset can be used to train

the failure predictor. We extend this strategy by doing 4-fold cross validation on the

training set. Since the cross-validated results cover all samples in the original training

set, we are able to generate sufficient training data to train our failure prediction

network.

Results. Experimental results are shown in Table 4.1 and visualizations are shown in

Fig. 4.5. We use the well-known FCN8 [24] and Deeplab-v2 [40] as the segmentation

models. For image-level failure detection, our approach consistently outperforms other

methods on all metrics. Results are averaged over 19 classes for all four metrics

(detailed results in supplementary). We find that VAE alarm does not perform well 2D

images of street scenes, since small objects are easily missed in the VAE reconstruction.
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Without the synthesized images from the segmentation results, Direct Prediction

performs worse than ours despite achieving better performance than the others.

For pixel-level failure detection, our approach achieves the state-of-the-art perfor-

mance as well, especially for AP-Error metric where our approach outperforms other

methods by a considerable margin. The comparison to Direct Prediction demonstrates

that the improvements come from the image synthesis module in our framework. We

hypothesis that TCP performs not as well because it is mainly designed for classifi-

cation and it might be hard to fit the true class probability for dense predictions on

large images in our settings. We find that our method produces slightly more false

positives than “Direct Prediction” baseline (FPR95 is lower). We think the reason

might be some correctly segmented regions are not synthesized well by the generative

model.

We conducted another experiment to validate the generalizability on unseen

segmentation models. We directly test our failure detection model, which is trained

on Deeplab-v2 masks, on the segmentation masks produced by FCN8. We achieve an

AUPR-Error of 53.12 for pixel-level error detection and MAE of 12.91 for image-level

failure prediction. Full results are available in the supplementary material. The results

are comparable to those obtained by our model trained on FCN8 segmentation model,

as shown in table 4.1.

Table 4.2. Failure detection results on the pancreatic tumor segmentation dataset in
MSD [63]

tumor DSC prediction
Method MAE ↓ STD ↓ P.C. ↑ S.C. ↑
Direct Prediction 23.20 29.81 45.50 45.36
Jungo et al. [115] 26.57 29.78 -23.87 -20.23
Kwon et al. [114] 26.14 29.24 14.61 14.70
VAE alarm [122] 20.21 23.60 60.24 63.30
VAE (our imple.) 18.60 13.73 63.42 58.47
SynthCP 18.13 13.77 61.11 62.66
SynthCP + VAE 15.19 13.37 67.97 71.35
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4.4.1.3 The Pancreatic Tumor Segmentation Dataset

We also validate SynthCP on medical images. Following VAE alarm [122], we applied

SynthCP to the challenging pancreatic tumor segmentation task of Medical Segmenta-

tion Decathlon [63], where we randomly split the 281 cases into 200 training and 81

testing. The VAE alarm system [122] is the main competitor on this dataset. Since

their approach explored shape prior for accurate quality assessment and tumor shapes

have large variance, we expect SynthCP can outperform shape-based models or be

complementary to the VAE-based alarm model. We only compare image-level failure

detection in this dataset, because the VAE alarm system [122] is targeted to this task

and sets up standard baselines.

We use the state-of-the-art network 3D AH-Net [85] as the segmentation model.

Instead of IoU, the segmentation performance is measured by Dice coefficient (DSC),

a standard evaluation metric used for medical image segmentation. Moving into 3D is

challenging for SynthCP, since training 3D GANs is extremely hard, considering the

limited GPU memory and high computational costs. In practice, we modify SPADE

into 3D. Results and visualizations are shown in Table 4.2 and Fig. 4.6 respectively.

In terms of baselines, we re-implement the VAE alarm system for a fair comparison

in our settings, while the results of other methods are quoted from [122]. SynthCP

achieved comparable performances as VAE alarm system. When combined with VAE

alarm (a simple ensemble of the predicted DSC), all of the four metric improves

significantly (P.C. and S.C correlation coefficient both improves by approximately 7%

and 10% respectively), illustrating SynthCP which captures label-to-image information

is complementary to the shape-based VAE approach.
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Figure 4.6. Left two: an example of pancreatic tumor segmentation (in red). Right three:
plots for tumor segmentation DSC score prediction by VAE alarm [122], SynthCP and the
ensemble of SynthCP and VAE alarm.

4.4.2 Anomaly Segmentation

4.4.2.1 Evaluation metrics.

We use the standard metrics for OOD detection and anomaly segmentation: area

under the ROC curve (AUROC), false positive rate at 95% recall (FPR95), and area

under the precision recall curve (AUPR).

4.4.2.2 The StreetHazards Dataset

We validate SynthCP on the StreetHazards dataset of CAOS Benchmark [110]. This

dataset contains 5125 training images, 1000 validation images and 1500 test images.

250 types of anomaly objects appears only in the testing images.

Baselines. Baseline approaches include MSP [103], MSP+CRF [110], Dropout [59]

and an auto-encoder (AE) based approach [127]. Except for AE, all the other three

approaches require a segmentation model to provide either softmax probability or

uncertainty estimation. AE is the only approach that requires extra training of an

Table 4.3. Anomaly segmentation results on StreetHazards dataset [110]

Method FPR95↓ AUROC↑ AUPR↑
AE [127] 91.7 66.1 2.2
Dropout [59] 79.4 69.9 7.5
MSP [103] 33.7 87.7 6.6
MSP + CRF [110] 29.9 88.1 6.5
SynthCP 28.4 88.5 9.3
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auto-encoder for the images and computes pixel-wise ℓ1 loss for anomaly segmentation.

Implementation details. Following [110], we use two network backbones as the seg-

mentation models: ResNet-101 [1] and PSPNet [41]. The cGAN is also SPADE [18]

trained with the same training strategy as in Sec 4.3.2. The post-processing thresh-

old t = 0.999 is chosen for better AUPR and is discussed in detail in the following

paragraph.

Results Experimental results are shown in Table 4.3. SynthCP improves the previous

state-of-the-art approach MSP+CRF from 6.5% to 9.3% in terms of AUPR. Fig. 4.7

shows some anomaly segmentation examples.

To study how much MSP post-processing contributes to SynthCP, we conduct

experiments on different thresholds of t for post-processing. As shown in Table 4.4,

without post-processing (t = 1.0), SynthCP achieves higher AUPR, but also produces

more false positives, resulting in degrading FPR95 and AUROC. After pruning out

false positives at high MSP positions (p(i) > 0.999), we achieved the state-of-the-art

performances under all three metrics.

Table 4.4. Performance change by varying post-processing threshold t

t 0.8 0.9 0.99 0.999 1.0
FPR95 ↓ 28.6 28.5 28.2 28.4 46.0
AUROC ↑ 88.3 88.4 88.6 88.5 81.9
AUPR ↑ 7.4 7.7 8.8 9.3 8.1

4.5 Discussions

Why does our approach work better? Current approaches, such as MSP, TCP

and MCDropout, mainly focus on improving failure detection with self-estimated

statistics. However, deep networks tend to yield high confidence prediction [16], [103],

thus self-estimated statistics are not trustable. The approaches that leverage extra

data [109] or alternating training strategies [16] can alleviate this problem. We propose
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image synthesislabel segmentation 1-MSP SynthCP

Figure 4.7. Visualizations on the StreetHazards dataset. For each example, from left
to right, we show the original image, ground-truth label map, segmentation prediction,
synthesized image conditioned on segmentation prediction, MSP anomaly segmentation
prediction and our anomaly segmentation prediction.

to solve this problem from another prospective - analyzing the performance of

deep discriminative models by generative models, the reverse procedure that

models the conditional data distribution prior P (x|y). Our method models P (x|y)

with a cGAN, which is proved to be beneficial to both failure and OOD detection of

segmentation models.

Extra computational cost. There are two steps that requires extra computation

besides the original segmentation network (M , latency T ) in our approach - GAN recon-

struction (G) and the comparison function computation for failure detection/anomaly

segmentation. Since M and G are mutually inverse procedures, the inference time

should be in the same magnitude. Compared to M or G, the inference time of the

failure detection network and distance computation for anomalies are insignificant.

So the overall extra computational cost for our framework is the T . Compared to

other approaches, MSP based approaches [103], [109] are the most efficient. VAE

alarm [122] and the AE-based approach [127] both need a separate network, basically

have the same latency as ours. Dropout based approaches [59], [114] require multiple

sampling of a segmentation network, which typically consumes more than time of 10T .

Failure detection on predictions of unseen model M . We evaluate the general-

izability of our failure detection system. We directly test our failure detection model,

which is trained on Deeplab-v2 masks, on the segmentation masks produced by FCN8.
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We achieve an AUPR-Error of 53.12 on pixel-level error detection and MAE of 12.91

on image-level failure prediction. Full results are available in supplementary material.

The results are comparable with our model trained on FCN8 segmentation model in

table 4.1, which illustrates the generalizability of our failure detection system.

GAN types. We assume a stronger GAN would yield better synthesis, and thus

choose the state-of-the-art SPADE model [18] for all the main experiments. We also

tried a weaker generator - pix2pixHD [112]. It turns out that the synthesis quality

is far from satisfactory when the generator takes the prediction ŷ as input (shown

in supplementary materials). Under the same settings (FCN8 and pixel-level failure

detection), AUPR of pix2pixHD model is only 51.31, which is close to the baseline

“direct prediction” (AUPR 52.17). We thus conclude that a stronger generator benefits

our failure detection scheme.

Adding image style encoder. Since the generator G does not guarantee the same

style between x and x̂ which increases the difficulty of the comparison module, we try

to mitigate the effect by using an image encoder version of SPADE [18]. We hope the

encoder can encode the style and generate images condition on segmentation map with

the same style. However, the performance is not satisfactory (AUPR-Error experiences

a subtle drop from 55.53 to 55.22). We hypothesize that the style encoder may also

encode content (semantic) information and “cheat” to synthesize image without the

segmentation mask, thus make the generator “less conditional”.

4.6 Conclusions

We present a unified framework, SynthCP, to detect failures and anomalies for semantic

segmentation, which consists of an image synthesize module and a comparison module.

We model the image synthesize module with a semantic-to-image conditional GAN

(cGAN) and train it on label-image pairs. We then use it to reconstruct the image
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based on the predicted segmentation mask. The synthesized image and the original

image are fed forward to the comparison module and output either failure detection

(both image-level and pixel-level) or the mask of anomalous objects, depending on the

specific task. SynthCP achieved the state-of-the-art performances on three challenging

datasets.
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Chapter 5

Auto-FedAvg: Learnable Federated
Averaging for Multi-Institutional
Medical Image Segmentation

Federated learning (FL) enables collaborative model training while preserving each

participant’s privacy, which is particularly beneficial to the medical field. FedAvg is a

standard algorithm that uses fixed weights, often originating from the dataset sizes at

each client, to aggregate the distributed learned models on a server during the FL

process. However, non-identical data distribution across clients, known as the non-i.i.d

problem in FL, could make this assumption for setting fixed aggregation weights

sub-optimal. In this work, we design a new data-driven approach, namely Auto-

FedAvg, where aggregation weights are dynamically adjusted, depending on data

distributions across data silos and the current training progress of the models. We

disentangle the parameter set into two parts, local model parameters and global

aggregation parameters, and update them iteratively with a communication-efficient

algorithm. We first show the validity of our approach by outperforming state-of-the-

art FL methods for image recognition on a heterogeneous data split of CIFAR-10.

Furthermore, we demonstrate our algorithm’s effectiveness on two multi-institutional

medical image analysis tasks, i.e., COVID-19 lesion segmentation in chest CT and

pancreas segmentation in abdominal CT.
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5.1 Introduction

Federated Learning (FL) [19], [135], [136] is a machine learning paradigm where clients

collaboratively train a model without exchanging the underlying raw data. Compared

to traditional centralized training, FL aims to benefit each participant while mitigating

the potential for violating data privacy. FL was initially designed for mobile and edge

devices [19] involving thousands of clients with often interrupted connectivity and

only relatively small data each. However, recent studies involving only a small number

of relatively reliable clients, e.g., medical institutions, have raised interest in utilizing

FL for healthcare applications [137]. The latter scenario is referred to as “cross-silo”

FL in Kairouz et al. [138] and is the focus of this paper.

Federated averaging (FedAvg) [19] is a simple yet effective algorithm for federated

learning, following a server-client setup with two repeated stages: (i) the clients train

their models locally on their data, and (ii) the server collects and aggregates the models

to obtain a global model by weighted averaging. The aggregation weight of FedAvg is

usually determined by the number of data samples on each client. This design choice

assumes that data is uniformly distributed on the clients, and a stochastic gradient

descent (SGD) optimizer is enforced. However, this setting can hardly be optimal and

even detrimental because the clients’ underlying data distributions remain unknown

and are most likely non-independent and identically distributed (non-i.i.d). Domain

shifts in the data are expected among different clients in real-world scenarios.

In this paper, we aim to improve FedAvg by automatically learning how to aggregate

different client models more optimally. Our approach, namely Auto-FedAvg, is data-

driven and differentiable while keeping the privacy-preserving aspects of FL. Recall

that FedAvg involves two iterative steps. Our approach introduces a third step. After

the clients finish training their local models, we learn a set of global aggregation

weights in a data driven fashion, which the server later uses in the weighted average
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Figure 5.1. An illustration of FedAvg (top) and Auto-FedAvg (bottom). In FedAvg,
the server collects locally trained models from each client and obtains a global model
by weighted averaging with fixed aggregation weights. In contrast, in Auto-FedAvg, the
aggregation weights are learned on the clients and dynamically adjusted throughout the
training process when communicating with the server.

for computing the global model. Learning the global aggregation weights is beneficial

in two aspects: (i) Since the convergence rate is likely to be different across the clients,

dynamically adjusting aggregation weights can accelerate the training process. (ii)

Better performance and generalizability can be achieved because the global model

is more robust when applied to all the client’s test data since we directly optimize

the local loss to update the aggregation weights by modelling them as a stochastic

process utilizing the Dirichlet distribution. We also designed a communication-efficient

algorithm to achieve this goal without violating the data privacy constraint of FL.

We first validate the effectiveness of our approach on the CIFAR-10 dataset, where

we outperform the state-of-the-art method, FedMA [139] by 1.45% using the same
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heterogeneous data partitioning. Moreover, we outperform the FedAvg algorithm on

two medical image segmentation tasks, i.e., multi-institutional and multi-national

COVID-19 lesion segmentation and pancreas segmentation, showing its real-world

potential.

Our contributions are summarized as follows:

• We propose to directly learn the model aggregation weights in FL from data

with gradient descent using a Dirichlet distribution, which is adaptive to the

underlying data and learning progress.

• We design a new communication algorithm to fulfill the proposed goal with

limited extra communication cost in cross-silo FL and without violating the

data privacy constraints of FL.

• We outperform state-of-the-art approaches on a heterogeneous data split of

CIFAR-10. Furthermore, we extensively analyze the proposed algorithm on two

multi-institutional medical imaging studies with real-world datasets.

5.2 Related Work

Federated Learning. Here, we introduce some common algorithms for FL. Federated

Averaging (FedAvg) [19] is a standard algorithm, where parameters of local models are

averaged with fixed weights to obtain a global model. The aggregation weight of each

client is usually set to be proportional to the size of client’s dataset. FedMA [139]

refined the aggregation process by matching and averaging hidden elements with

similar feature signatures. The idea of integrating knowledge distillation into FL has

also been explored [140], [141].

Recently, the issue of FL on non-i.i.d data draws emerging attentions. Several

works have been proposed to address data heterogeneity in FL settings [142]–[146],
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among which one direction is to optimize the process of model aggregation that we also

consider in this paper. For example, Wang et al. [147] proposed a normalized averaging

method that eliminates objective inconsistency while preserving fast convergence for

heterogeneous data clients. Chen et al. [146] analyzed median-based FL algorithms.

Agnostic Federated Learning [148] proposed to optimize a centralized model for any

target distribution formed by a mixture of the client distributions. FedBE [149]

learns a Bayesian ensemble from the distribution of the models. These works explore

statistics or underlying distribution of the models to adjust aggregation strategies.

In contrast, we propose to directly learn the aggregation weights by gradient-based

optimization on the clients’ data. Other recent works also discuss the possibility for

model personalization [150]–[152]. Most recent works demonstrate good theoretical

analysis but are only evaluated on manually created toy examples. It is not clear if

the approaches would generalize well to real-world medical imaging datasets such as

those studied in this work.

Multi-institutional Medical Image Analysis. Due to its privacy-preserving

attributes, FL is particularly attractive for the medical domain. Rieke et al. [137]

discussed the potential of FL in digital health. Meanwhile, multiple real-world

investigations of FL have been applied to medical image analysis, which is itself a

well-explored field with deep learning [25], [26], [43]. Examples of FL in medical

imaging include multi-institutional brain tumor segmentation [153], [154], breast

density classification [155] and fMRI analysis [156]. In addition to FL settings, Chang

et al. [157] synthesized medical images with a GAN [130] without sharing data between

institutions. On top of privacy concerns, Liu et al. [158], Dou et al. [159] and Xia et

al. [160] emphasized the challenge of domain shift for multi-institutional medical data

and developed algorithms to solve domain adaptation and generalization problems

in prostate segmentation, brain tissue segmentation and liver segmentation from

multi-site medical images, respectively. However, these non-i.i.d. challenges have not
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been resolved in FL for medical imaging [137].

Automated Machine Learning. This paper introduces an automated approach to

find the best aggregation weights for federated learning. Our approach is inspired by

recent advances of automated machine learning (AutoML), including hyper-parameter

search [161]–[163], neural architecture search (NAS) with reinforcement learning [164],

[165], evolution algorithm [166], [167] and differentiable approaches [168], [169]. A

recent approach [170] improves NAS by modeling the architecture mixing weight

using a Dirichlet distribution, a mathematical formulation that we also utilize in

this work. In the broad sense of AutoML, our approach can also be categorized as

a differentiable hyper-parameter search algorithm in the continuous search space of

FedAvg aggregation weights.

5.3 Auto-FedAvg

In this section, we first describe the general notations of federated learning and

revisit FedAvg [19]. We then introduce our optimization objective, where we will also

introduce how we parameterize the aggregation weights to follow certain constraints,

as well as variants of the aggregation strategies, i.e., network-wise and layer-wise.

Finally, we describe our full algorithm in detail and analyze the communication cost

of the proposed Auto-FedAvg approach.

5.3.1 Revisiting FedAvg

Suppose K clients collaboratively train a global model with parameter w in a standard

FL setting. In particular, the aim is to minimize:

min
w

K∑︂
k=1

αkLk(w), (5.1)

where Lk(w) is the local loss function of client k, αk ≥ 0 and ∑︁k αk = 1. Suppose
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there are nk data samples on client k, then we usually set αk = nk

n
, where n = ∑︁

k nk

is the total number of data samples used in the FL setting.

To relieve the communication burden, FedAvg [19] allows the clients to update

their local models for a certain period of time with the stochastic gradient descent

(SGD) optimizer. We denote the local loss function given a data sample x and the

current model weight w as l(w, x). The server then collects C models (C ≤ K),

aggregates them with weighted averaging to update the global model, and sends the

new global model back to the clients for re-initialization of next round of FL training.

The aggregation weights α ∈ RK are set to be proportional to the number of data

samples on each client (αk = nk

n
) as mentioned before. We pick C = K for simplicity

and the update of the global model w in each communication round as w ← ∑︁
k

nk

n
wk

where wk is the current model of client k.

The aggregation weights chosen by vanilla FedAvg is based on the assumption

that data follows a uniform distribution across clients and are computed based on the

number of SGD steps performed on each client. However, since the data distribution

at each client is unknown and could possibly be non-i.i.d or involve domain shifts,

this assumption is not guaranteed and can result in sub-optimal or even detrimental

effects.

5.3.2 Optimization Objectives

To counteract the limitations of FedAvg, we propose our differentiable approach to

directly learn the aggregation weights α from data at the clients. Denote by L the

loss function. We propose a constrained objective function in:
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min
α

K∑︂
k=1
Lk(

K∑︂
k=1

αkwk)

s. t.
K∑︂

k=1
αk = 1 and αk > 0, (5.2)

where wk = arg min
w
Lk(w) is the local model updated on the training set of client k.

The motivation of the proposed objective is that we directly learn the aggregation

weight by gradient descent from data in a differentiable way, while keeping the local

models fixed after completing their local training. Since there is no data sharing

between clients, we will introduce a communication algorithm to achieve the learning

objective later in the next “Algorithm” subsection. We first discuss the variants of

the constraints of Eq. 6.1 as follows.

5.3.2.1 Constraints of the aggregation weights.

Here, we provide two assumptions for the optimization constraints in Eq. 6.1. To

achieve these constraints, we introduce a new set of variable βββ = [β1, .., βK ], which

is a vector with the same dimension as ααα = [α1, .., αK ]. We define a function γ to

transform βββ to ααα:

ααα = γ(βββ) (5.3)

Softmax function. One obvious choice to satisfy the constraint of ααα is to apply a

softmax function to βββ

αk = exp (βk)∑︁K
i=1 exp (βi)

(5.4)

Thus, the loss function becomes l(∑︁K
k=1 αkwk, x) = L(βββ, x), which only depends on

β and x, since we keep the model weights wk fixed in the aggregation weight learning

process (Eq. 6.1). In practice, we can compute the gradient of each βk and directly

update them based on a client’s local data with gradient descent.
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Dirichlet distribution. A better choice is to treat the aggregation weight ααα as random

variables, modeled by the Dirichlet distribution parameterized by the concentration

βββ: ααα ∼ Dir(βββ). This formulation induces stochasticity that naturally encourages

exploration in the search space during the sampling process in training. The probability

density function is formed as:

Dir(ααα|βββ) = 1
B(βββ)

K∏︂
k=1

αβk−1
k , (5.5)

where B(βββ) =
∏︁K

k=1 Γ(βk)
Γ(
∑︁K

k=1 βk)
and Γ(z) =

∫︁∞
0 xz−1e−xdx is the gamma function. The

Dirichlet distribution is the conjugate prior of a multinomial distribution with a

simplex. Each sample will already satisfy our constraint of the aggregation weights in

Eq. 6.1. Thus we find the Dirichlet distribution to be a natural formulation to model

the aggregation weights during FL while utilizing its properties for gradient-based

optimization [170], [171]. It is also worth mentioning that the uniform distribution is

a special case of the Dirichlet distribution when α1 = α2 = ... = αK = 1.

In the training phase, given a data sample x, we sample ααα from the Dirichlet

distribution with concentration βββ, approximate the gradient of βββ given the loss function

L(βββ, x) using implicit reparameterization [172] and update the concentration βββ. During

inference, we compute the mode of the distribution, which represents the values with

maximum probability.

αk = βk − 1∑︁K
i=1 βi −K

(5.6)

5.3.2.2 Aggregation strategies.

In the process of model aggregation, our approach introduces more flexibility in terms

of the design of the aggregation weights than FedAvg, because we are able to learn

the parameterized aggregation weights in a differentiable way from data. Here, we
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describe two natural variants.

Network-wise aggregation weights. In this scenario, each aggregation weight αk in ααα is

a scalar. The aggregation process is the same as described previously: w ← ∑︁
k αkwk.

Layer-wise aggregation weights. Our approach allows an easy extension to network-

wise aggregation, namely layer-wise aggregation. Suppose the deep network model we

are training has P layers. We denote wk,p as the p-th layer parameter of the model

of client k. Then αk = [αk,1, .., αk,P ] is a P -dimensional vector. Thus we are able to

obtain the p-th layer weight wp by wp ←
∑︁K

k=1 αk,pwk,p.

As for the constraints discussed previously, βk = [βk,1, .., βk,P ] is now a P -dimensional

vector as well. Then, αk,p = exp (βk,p)∑︁K

k=1 exp (βk,p)
is the equation when using softmax, and

αααp ∼ Dir(βββp) when applying the Dirichlet distribution.

5.3.3 Algorithm

Optimizing the objective function in Eq. 6.1 is not trivial under the FL setting, since

(i) we can only rely on the local data on each client which is inaccessible to the server,

and (ii) we would like to maintain a relatively low communication cost. We describe

the algorithm of Auto-FedAvg in Algorithm 2. In each communication round t, the

server first sends out the global model to all the clients. When the clients finish

updating the local models in parallel, the server gathers them and aggregates the

models with a set of learnable weights αααt = [αt
1, .., αt

K ] by weighted averaging to obtain

an updated global model wt. αααt is parameterized by βββt using function γ and the actual

instantiation of γ in Eq. 5.3 is determined by whether we use softmax (Eq. 5.4) or

the Dirichlet distribution (Eq. 5.6) as the method to parameterize α. The learning

process of βββt is described in LearnAggWeight of Algorithm 2.

In LearnAggWeight, each client receives a copy of all the model weights w1, .., wK

and keeps them fixed during this process. In each local iteration s, each client samples

81



a mini-batch x from their own local data, and computes the current ααα from βββs−1

depending on the softmax or Dirichlet assumption we apply to the aggregation weights,

before forwarding x into the local model with weight ∑︁K
k=1 αkwk. Then the client

will compute the loss function L(βββs−1, x) and update βββs,k based on the computation

(softmax) or estimation (Dirichlet distribution) of the gradient [172], as mentioned

in Sec 5.3.2. The server will gather βββs,k from every client k in every iteration s and

average them to obtain a new global βββs.

5.3.3.1 Communication efficiency analysis.

The communication of βββ is very efficient because βββ is merely a set of K scalars or K

low dimensional vectors (of size P ) in either “network-wise aggregation weight” or

“layer-wise aggregation weight” strategy, which is negligible compared to communi-

cating the full network parameters as in a standard FedAvg round. The major extra

communication burden of aggregation weight learning is introduced when the server

sends all local models to each client in the very first step. As a result, we only do the

aggregation weight learning process every t0 rounds to further relieve the additional

communication burden compared to FedAvg. The extra communication cost ratio

(extra cost divided by FedAvg communication cost) is K−1
2t0

. A detailed derivation

of which can be found in the supplementary material. This is more acceptable in

cross-silo federated learning setting, which typically contains only a small number

of clients with relatively reliable internet connectivity [138]. For example, in our

COVID-19 lesion segmentation experiments, K = 3 and t0 = 10, results in an extra

10% communication cost compared to FedAvg.
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Table 5.1. CIFAR-10 classification with heterogeneous partition.

Method final accuracy(%)
FedAvg 86.29
FedProx [173] 85.32
Ensemble 75.29
FedBN [174] 80.77
FedMA [139] 87.53
FedMA [139] (our impl.) 87.47
Auto-FedAvg-L-Softmax* 88.64
Auto-FedAvg-L-Dirichlet* 88.37
Auto-FedAvg-N-Softmax* 88.60
Auto-FedAvg-N-Drichlet* 88.98

∗ With the interval of aggregation weight learning t0 = 10.

5.4 Experiments

5.4.1 CIFAR-10

We first validate our approach on the CIFAR-10 dataset. To compare our approach

with the state-of-the-art FL methods such as FedProx [173] and FedMA [139] on the

benchmark dataset, we use the same heterogeneous data partition of FedMA [139]

on the CIFAR-10 dataset that simulates an environment where the number of data

points and class proportions are unbalanced using their publicly available code1. In

this way, we can directly compare with the results in the paper, which are shown

in Table 5.1. The baseline numbers except for FedBN [174] are from [139] on the

same data split. We train the baseline and our experiments for 99 rounds with 16

clients before we test on the test set, where the same network architecture of VGG-9

is adopted. The re-implementation of FedMA achieves 87.47% accuracy, which is

very close to the reported performance 87.53% [139], indicating the correctness of our

experimental setup. We also implement FedBN [174] under the same setup. FedBN

explores batch statistics of the batch normalization (BN) layers in the scenario of FL

and we hypothesize the unsatisfying results here is because BN is not suitable for
1https://github.com/IBM/FedMA
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the scenario of numerous clients with limited data. The later experimental results

in the other two medical datasets will also demonstrate this hypothesis. For our

Auto-FedAvg algorithm, we experiment with different design choices described in the

previous section, i.e. layer-wise (“L”) or network-wise (“N”) aggregation strategy and

softmax (“Softmax”) or Dirichlet assumption (“Dirichlet”) over the constraints of

the aggregation weights. Based on the metric of final accuracy, all our experimental

variants outperform the baselines and our “Auto-FedAvg-N-Dirichlet” achieved the

best final accuracy of 88.98%, outperforming the published FedMA result by 1.45%.

5.4.2 Multi-national COVID-19 lesion segmentation

5.4.2.1 Experimental results

The study with first real-world data of our federated learning algorithm is COVID-19

diagnosis, which has caused a world-wide pandemic in the year of 2020 and 2021.

Machine learning based algorithms have been developed to quickly diagnose the disease

and study the imaging characteristics [175]–[177]. In this study, we focus on the critical

task of COVID-19 lesion segmentation on multi-national COVID-19 datasets. Due

to page limits, the detailed implementation details are introduced in supplementary

material.

Dataset description. This study contains CT scans of SARS-CoV-2 infected pa-

tients collected from three international medical centers, including (i) 671 scans from

[anonymized hospitals] in China (denoted as Dataset I), (ii) 88 scans from [anonymized

hospitals] in Japan (denoted as Dataset II), and (iii) 186 scans from [anonymized

hospitals] in Italy (denoted as Dataset III). Two expert radiologists annotated these

CT scans assigning a foreground (COVID-19 lesion) and background label for each

voxel. For each dataset, we randomly split the annotated cases into training/valida-

tion/testing, resulting in splits of 447/112/112 for Dataset I, 30/29/29 for Dataset II,

and 124/31/31 for Dataset III. We visualize examples in Fig 5.2 and show the intrinsic
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image label FedAvg Auto-FedAvg

Figure 5.2. Examples of COVID-19 lesion segmentation of patients from China (top)
and Italy (bottom). From left to right: original CT scan, human label (in green), FedAvg
segmentation results, and our segmentation results. Our Auto-FedAvg mitigates the issue
of under-segmentation (top) and reduces false-positive prediction (bottom) in these two
examples, respectively.

Table 5.2. Multi-national COVID-19 lesion segmentation. “Global test avg” is the major
metric to measure the generalizability of the FL global model. n specifies the total dataset
size at the client.

Method I
(n=671)

II
(n=88)

III
(n=186)

global test avg local avg

Local only - I 59.82 61.82 51.80
Local only - II 41.92 59.95 50.18 50.68 61.87
Local only - III 34.50 52.54 65.85
FedAvg 59.93 63.79 60.52 61.41 62.47
FedAvg - even 56.73 64.31 64.98 62.01 62.24
FedProx [173] 60.33 64.98 60.45 61.92 61.99
FedBN [174] 63.24 63.25 63.91 63.47 63.32
Auto-FedAvg-L-Softmax 59.03 64.96† 61.66† 61.89 63.17
Auto-FedAvg-L-Dirichlet 58.59 64.95† 64.96† 62.83 63.08
Auto-FedAvg-N-Softmax 59.58 64.50† 63.35† 62.48 63.42
Auto-FedAvg-N-Dirichlet 60.37 65.28† 64.76† 63.47† 64.04
Auto-FedAvg-N-Dirichlet* 60.42 64.86† 64.07† 63.11† 63.74

∗ With the interval of aggregation weight learning t0 = 10.
† Significance of the global model over FedAvg.

domain shift between datasets (e.g., caused by resolution and contrast).

Evaluation metrics. We measure the performance of the segmentation models by
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Figure 5.3. Analysis of the learning process during “Auto-FedAvg-N-Dichlet”.

Dice similarity coefficient (DSC), a standard evaluation metric used for medical image

segmentation. For all the FL experiments, we test the performance of the best global

model, selected by highest average validation accuracy of all three clients, on the test

data of each client, corresponding to the first three columns (I/II/III) of Table 5.2. We

compute the average of the three test accuracies to measure the average performance

of the model on three datasets, corresponding to the forth column “global test avg”.

This metric represents a measure for the generalizability of the global model, and

serves as the major metric for performance evaluation. Moreover, we test the best

local models on all clients, selected by the highest local validation score. The average

performance of the locally best models is denoted as “local avg” in column five.

Results. We display the quantitative results in Table 5.2 and two examples for

qualitative analysis in Fig 5.2. We first train the models locally without communication
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to obtain the baselines of the local models, shown in the first three rows in the table.

Unsurprisingly, all three local models have relatively low generalization performance

when tested on other clients, indicating domain shifts across the three datasets. For

the FedAvg baseline, we experiment with two different sets of aggregation weights, i.e.,

normalized dataset size and uniform weights, denoted by “FedAvg” and “FedAvg-even”,

respectively. We also implement FedProx [173] with the empirically best µ = 0.001.

For our Auto-FedAvg algorithm, we experiment with different design choices, i.e.

layer-wise (“L”) or network-wise (“N”) aggregation strategy and softmax (“Softmax”)

or Dirichlet assumption (“Dirichlet”) over the constraints of the aggregation weights.

We find that “Auto-FedAvg-N-Dirichlet” gives the best results, outperforming “FedAvg”

by 2.06% on general global model performance (column “global test avg”), and by

1.57% on average local model performance (column “local avg”). We furthermore

performed a Wilcoxon signed rank test on the test set (first four columns), where the

significant improvements (p≪ 0.05) over FedAvg are marked with superscript †.

Generally speaking, the Dirichlet distribution performs better at modeling the

aggregation weights than softmax. Interestingly, the performance of the layer-wise

aggregation strategy is worse than the network-wise aggregation strategy. The gradient

of network-wise aggregation weights can be viewed as a summation of all gradients of

layer-wise aggregation weights. In this sense, we suspect that network-wise aggregation

acts as a regularization of layer-wise weights. We also conduct diagnosis experiments

and provided them in supplementary materials, where we display the patterns of the

learned layer-wise weights and suggest a layer-wise smoothing loss can improve the

results of the layer-wise aggregation strategy. The improvement of the layer-wise

smoothing loss for the layer-wise aggregation strategy further serves as evidence that

the network-wise aggregation may act as regularization over the layer-wise one.
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5.4.2.2 Analyze the learning process.

Here, we aim to analyze the learning process of Auto-FedAvg. The learning curve of

the aggregation weights α, validation accuracy growth, and the visualization of the

Dirichlet distribution are displayed in Fig. 5.3. The sub-figures correspond to our best

performing model “Auto-FedAvg-N-Dichlet” in Table 5.2. As shown in Fig. 5.3a, in the

first 30 rounds, α2 and α3 rise moderately, indicating the global model could benefit

from increasing the weight of the models from client II and client III in the early stage.

This matches our expectation that client II and client III converge faster than client I

because client II and client III own significantly less data than client I. Giving them

more weight in the aggregation process accelerates the training process. As shown in

Fig 5.3b, our approach has a faster growth in validation score than FedAvg. After

approximately 40 rounds, we observe a rise of α1 and drops of α2 and α3, indicating

that assigning higher weights to client I benefits the global model eventually, making

it more generalizable across different clients.

In terms of the latent Dirichlet distribution of α (shown in Fig 5.3c), we plot

the different states of α as well as the latent variable β in round 0, 30, 50, and 300.

Interestingly, the distribution becomes more concentrated with a smaller variance

in round 300 compared to that of round 0. We interpret it as a higher certainty of

the aggregation weights in the end of the training process than that in the beginning

(starting from an initialization with β = (6.0, 6.0, 6.0)).

Other analysis experiments, i.e., the impact of the interval t0 for the aggregation

weight learning, and the effect of the re-initialization for aggregation weights before

learning each round, are studied in the supplementary materials.
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5.4.3 Multi-institutional Pancreas Segmentation

Dataset description. In this experiment, we study pancreas segmentation from CT

scans, which is an important pre-requisite of pancreatic tumor detection and surgical

planning [178]. We use the provided annotations from three public datasets, i.e., (i)

the pancreas subset of Medical Segmentation Decathlon [63] which contains 281 cases

(denoted as Dataset I), (ii) the Cancer Image Archive Pancreas-CT dataset [12] which

contains 82 cases (denoted as Dataset II), and (iii) Beyond the Cranial Vault Abdomen

dataset [96] which contains 30 cases (denoted as Dataset III). All the data include

manual per voxel annotations of the pancreas from radiologists. For each dataset,

we randomly split the annotated cases into training/validation/test sets, which are

95/93/93 for Dataset I, 28/27/27 for Dataset II, and 10/10/10 for Dataset III. Due to

page limits, the implementation details are introduced in supplementary material.

Results. We keep the same notation of our experiments as in the previous COVID-19

experiments. We found the conclusions are the same: our Auto-FedAvg outperforms

FedAvg in all metrics and “Auto-FedAvg-N-Dirichlet” is the best in both local perfor-

mance and generalizability, indicating that the network-wise aggregation and using

the Dirichlet distribution to model aggregation weights produce the best results. The

conclusion is the same as of COVID dataset that network-wise formulation is better

than layer-wise formulation and Dirichlet models aggregation weights better than the

softmax. FedBN [174] is unstable under this setup. Interestingly, we find that with

interval t0 = 5, as denoted as “Auto-FedAvg-N-Dirichlet*”, the performance is even

better than its t0 = 1 counterpart (Auto-FedAvg-N-Dirichlet). This could result from

the benefit of stabilization when the server keeps the aggregation weights fixed during

the interval.
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Table 5.3. Multi-institutional pancreas segmentation. “Global test avg” is the major
metric to measure the generalizability of the FL global model. n specifies the total dataset
size at the client.

Method global test avg local avg
Local only - I (n=281) 68.20
Local only - II (n=82) 59.39 65.32
Local only - III (n=30) 51.34
FedAvg 73.11 72.84
FedAvg - even 72.97 73.49
FedProx [173] 73.29 73.66
FedBN [174] 54.46 57.61
Auto-FedAvg-L-Softmax 73.54 73.92
Auto-FedAvg-L-Dirichlet 73.74 74.17
Auto-FedAvg-N-Softmax 73.22 74.02
Auto-FedAvg-N-Dirichlet 73.90 74.25
Auto-FedAvg-N-Dirichlet* 74.21 74.33

∗ With the interval of aggregation weight learning t0 = 5.

5.5 Conclusions, Limitations, and Future Work

In this paper, we introduced Auto-FedAvg, which improves the standard federated

learning (FL) algorithm, FedAvg, by automatically and dynamically learning the

aggregation weights instead of keeping them fixed. To achieve that, we proposed a

communication-efficient algorithm that alternates between updating the local model

weights and the global aggregation weight. We further explored different constraints

over the aggregation weights and variants of aggregation strategies. Experiments on two

multi-institutional medical image segmentation datasets illustrated the effectiveness

of our approach on real-world data. We outperformed other state-of-the-art FL

algorithms on a heterogeneous partitioning of the CIFAR-10 dataset [139]. Our

approach is also more robust than FedBN [174], especially on heterogeneous clients

with limited data each.

One limitation of our algorithm is that relatively stable connections between the

server and each client are necessary. This is feasible in our “cross-silo” situation but

could be problematic in “cross-device” scenarios where new edge devices regularly
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drop in or out [138]. As a result, decreasing the communication frequency and

integrating mechanisms for tolerating regular disconnections are two directions to

improve the scalability of the current design. Our algorithm also introduced a general

and flexible means to boost the performance of FL by updating a small number of

global parameters and could be combined with differential privacy techniques for

added protection against potential inversion attacks [153], [179]. We only explored the

network-wise and layer-wise learning of aggregation weights in this work. However,

more options are worth exploring, such as more complex aggregation operations and

additional parameters to allow further personalization for addressing non-i.i.d issues

in FL.
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Algorithm 2: Auto-FedAvg. We denote the total number of rounds as T ,
the interval to learn aggregation weights as t0, local training iterations for
client k as Mk, and the aggregation weight learning iterations as S.

Server executes:
1: Define αααt = [αt

1, .., αt
K ], βββt = [βt

1, .., βt
K ].

Initialize w0 and βββ0. ααα0 = γ(βββ0)
2: for t← 1, ..., T do
3: for k ← 1, ..., K in parallel do
4: wt

k ← LocalTrain(k, wt−1)
5: if t mod t0 = 0 then
6: βββt ← LearnAggWeight(wt

1, .., wt
K ,βββt−1)

7: αααt ← γ(βββt)
8: else
9: αααt ← αααt−1

10: wt ← ∑︁K
k=1 αt

kwt
k

11: return wT

LocalTrain(k, w):
for t← 1, .., Mk do

Sample batch x from client k’s training data
Compute loss l(w; x)
Compute gradient of w and update w

return w

LearnAggWeight(w1, .., wK ,βββ0):
for k ← 1, ..., K do

Server send w1, .., wk−1, wk+1, .., wK to client k
for s← 1, .., S do

for k ← 1, ..., K in parallel do
Sever send βββs−1 to client k
Sample batch x from client k’s local data
Compute loss L(βββs−1; x)
Compute/estimate gradient and update βββs−1 as βββs,k

Send βββs,k back to the server
βββs ← 1

K

∑︁K
k=1 βββs,k

return βββS
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Chapter 6

Detecting Pancreatic Ductal
Adenocarcinoma in Multi-phase
CT Scans via Alignment Ensemble

Pancreatic ductal adenocarcinoma (PDAC) is one of the most lethal cancers among

the population. Screening for PDACs in dynamic contrast-enhanced CT is beneficial

for early diagnosis. In this paper, we investigate the problem of automated detecting

PDACs in multi-phase (arterial and venous) CT scans. Multiple phases provide more

information than single phase, but they are unaligned and inhomogeneous in texture,

making it difficult to combine cross-phase information seamlessly. We study multiple

phase alignment strategies, i.e., early alignment (image registration), late alignment

(high-level feature registration), and slow alignment (multi-level feature registration),

and suggest an ensemble of all these alignments as a promising way to boost the

performance of PDAC detection. We provide an extensive empirical evaluation on

two PDAC datasets and show that the proposed alignment ensemble significantly

outperforms previous state-of-the-art approaches, illustrating the strong potential for

clinical use.

93



6.1 Introduction

Pancreatic ductal adenocarcinoma (PDAC) is the third most common cause of cancer

death in the US with a dismal five-year survival of merely 9% [180]. Computed

tomography (CT) is the most widely used imaging modality for the initial evaluation

of suspected PDAC. However, due to the subtle early signs of PDACs in CTs, they

are easily missed by even experienced radiologists.

Recently, automated PDAC detection in CT scans based on deep learning has

received increasing attention [20], [181]–[183], which offers great opportunities in

assisting radiologists to diagnosis early-stage PDACs. But, most of these methods

only unitize one phase of CT scans, and thus fail to achieve satisfying results.

In this paper, we aim to develop a deep learning based PDAC detection system

taking multiple phases, i.e., arterial and venous, of CT scans into account. This system

consists of multiple encoders, each of which encodes information for one phase, and a

segmentation decoder, which outputs PDAC detection results. Intuitively, multiple

phases provide more information than a single phase, which certainly benefits PDAC

detection. Nevertheless, how to combine this cross-phase information seamlessly is

non-trivial. The challenges lie in two folds: 1) Tumor texture changes are subtle

and appear differently across phases; 2) Image contents are not aligned across phases

because of inevitable movements of patients during capturing multiple phases of CT

scans. Consequently, a sophisticated phase alignment strategy is indispensable for

detecting PDAC in multi-phase CT scans. An visual illustration is shown in Fig. 7.1.

We investigate several alignment strategies to combine the information across

multiple phases. (1) Early alignment (EA): the alignment can be done in image

space by performing image registration between multiple phases; (2) Late alignment

(LA): it can be done late in feature space by performing spatial transformation

between the encoded high-level features of multiple phases; (3) Slow alignment
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(a) Arterial Image (b) Arterial Label (c) Venous Image (d) Venous Label

Figure 6.1. Visual illustration of opportunity (top row) and challenge (bottom row) for
PDAC detection in multi-phase CT scans (normal pancreas tissue - blue, pancreatic duct -
green, PDAC mass - red). Top: tumor is barely visible in venous phase alone but more
obvious in arterial phase. Bottom: there exist misalignment for images in these two phases
given different organ size/shape and image contrast.

(SA): it can be also done step-wise in feature space by aggregating multi-level feature

transformations between multiple phases. Based on an extensive empirical evaluation

on two PDAC datasets [20], [183], we observe that 1) All alignment strategies are

beneficial for PDAC detection, 2) alignments in feature space leads to better PDAC

(tumor) segmentation performance than image registration, and (3) different alignment

strategies are complementary to each other, i.e., an ensemble of them (Alignment

Ensemble) significantly boosts the results, e.g., approximately 4% tumor DSC score

improvements over our best alignment model.

Our contributions can be summarized as follows:

• We propose late and slow alignments as two novel solutions for detecting PDACs

in multi-phase CT scans and provide extensive experimental evaluation of

different phase alignment strategies.

• We highlight early, late and slow alignments are complementary and a simple
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ensemble of them is a promising way to boost performance of PDAC detection.

• We validate our approach on two PDAC datasets [20], [183] and achieve state-

of-the-art performances on both of them.

6.2 Related Work

6.2.1 Automated Pancreas and Pancreatic Tumor Segmenta-
tion

With the recent advances of deep learning, automated pancreas segmentation has

achieved tremendous improvements [8]–[10], [12], [34], [83], [184], [185], which is an

essential prerequisite for pancreatic tumor detection. Meanwhile, researchers are

pacing towards automated detection of pancreatic adenocarcinoma (PDAC), the most

common type of pancreatic tumor (85%) [186]. Zhu et al. [20] investigated using

deep networks to detect PDAC in CT scans but only segmented PDAC masses in

venous phase. Zhou et al. [183] developed the a deep learning based approach for

segmenting PDACs in multi-phase CT scans, i.e. arterial and venous phase. They

used a traditional image registration [187] approach for pre-alignment and then applied

a deep network that took both phases as input. Different to their method, we also

investigate how to register multiple phases in feature space.

6.2.2 Multi-modal Image Registration and Segmentation

Multi-modal image registration [21], [187]–[189] is a fundamental task in medical

image analysis. Recently, several deep learning based approaches, motivated by Spatial

Transformer Networks [190], are proposed to address this task [191]–[193]. In terms

of multi-modal segmentation, most of the previous works [183], [194], [195] perform

segmentation on pre-registered multi-modal images. We also study these strategies

for multi-modal segmentation, but we explore more, such as variants of end-to-end
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frameworks that jointly align multiple phases and segment target organs/tissues.

6.3 Methodology

6.3.1 Problem Statement

We aim at detecting PDACs from unaligned two-phase CT scans, i.e., the venous

phase and the arterial phase. Following previous works [20], [183], venous phase is our

fixed phase and arterial phase is the moving one. For each patient, we have an image

X and its corresponding label Y in the venous phase, as well as an arterial phase image

X′ without label. The whole dataset is denoted as S = {(Xi, X′
i, Yi)|i = 1, 2, ..M},

where Xi ∈ RHi×Wi×Di , X′
i ∈ RH′

i×W ′
i ×D′

i are 3D volumes representing the two-phase

CT scans of the i-th patient. Yi ∈ L is a voxel-wise annotated label map, which have

the same (Hi, Wi, Di) three dimensional size as Xi. Here, L = {0, 1, 2, 3} represents

our segmentation targets, i.e., background, healthy pancreas tissue, pancreatic duct

(crucial for PDAC clinical diagnoses) and PDAC mass, following previous literature [20],

[183]. Our goal is to find a mapping function M whose inputs and outputs are a pair

of two-phase images X, X′ and segmentation results P, respectively: P =M(X, X′).

The key problem here is how to align X and X′, either in image space or feature space.

6.3.2 Cross-phase Alignment and Segmentation

As shown in Fig 7.2, we propose and explore three types of alignment strategies, i.e.,

early alignment, late alignment and slow alignment, for accurate segmentation.

6.3.2.1 Early (image) alignment

Early alignment, or image alignment strategy is adopted in [183] and some other

multi-modal segmentation tasks such as BraTS challenge [194], where multiple phases

(modalities) are first aligned by image registration algorithms and then fed forward into

deep networks for segmentation. Here, we utilize a well-known registration algorithm,

97



Feature
Alignment

Spatial
Transform

En
co

d
er

D
eco

d
er

Im
age

A
lign

m
en

t

𝐗

𝐗′

𝐏

En
co

d
e

r

D
eco

d
er

𝐗

𝐗′

𝐏

D
eco

d
er

En
co

d
er

B
lo

ck

. . .

Featu
re

A
lign

m
e

n
t

𝐗

𝐗′

𝐏

𝐅

𝐅′

𝚽

𝚽 ∘ 𝐅′

(a) Early Alignment

(b) Late Alignment 

(c) Slow Alignment

En
co

d
e

r
B

lo
ck

𝒯Featu
re

A
lign

m
e

n
t

Featu
re

A
lign

m
en

t

Concatenation

Figure 6.2. An illustration of (a) early alignment (image registration) (b) late alignment
and (c) slow alignment. Right: feature alignment block.

DEEDS [21], to estimate the registration field Φ from an arterial image X′ to its

corresponding venous image X. After registration, we use a network, consisting of

two separtae encoders F , F ′ and a decoder G, to realize the mapping function M:

P =M(X, X′) = G(F(X)⊕F ′(Φ ◦X′)), (6.1)

where ⊕ and ◦ denote the concatenation of two tensors and the element-wise deforma-

tion operations on a tensor, respectively.

This strategy relies on the accuracy of image registration algorithms for information

alignment. If such algorithms produce errors, especially possible on subtle texture

changes of PDACs, these errors will propagate and there will be no way to rescue

(since alignment is only done on image level). Also, it remains a question that how

much performance gain a segmentation algorithm will achieve through this separate

registration procedure.
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6.3.2.2 Late alignment

An alternative way is late alignment, i.e., alignment in feature space. We first

encode the pair of unaligned images (X, X′) with two phase-specific encoders (F ,F ′),

respectively. The encoded features of the two images, i.e., F = F(X) and F′ = F ′(X′),

are presumablely in a shared feature space. We then use a network T to estimate

the deformable transformation field Φ from arterial (moving) to venous (fixed) in the

feature space by Φ = T (F, F′). We apply the estimated transformation field Φ to

feature map F′, then concatenate this transformed feature map Φ ◦ F′ to F. The

segmentation result P is obtained by feeding the concatenation to a decoder G:

P =M(X, X′) = G(F⊕Φ ◦ F′) = G(F(X)⊕ T (F, F′) ◦ F ′(X′)). (6.2)

We name such operation as “late alignment” since the alignment is performed at

the last block of feature encoders.

6.3.2.3 Slow alignment

Late alignment performs one-off registration between two phases by only using high

level features. However, it is known that the low level features of the deep network

contain more image details, which motivates us to gradually align and propagate the

features from multiple levels of the deep network. Following this spirit, we propose slow

alignment, which leverages a stack of convolutional encoders and feature alignment

blocks to iteratively align feature maps of two phases.

Let k be an integer which is not less than 1 and (Fk−1, F′
k−1) are the fused (aligned

to the venous phase) feature map and the arterial feature map outputted by the

(k − 1)th convolutional encoder, respectively. First, they are encoded by a pair of

convolutional encoders (Fk, F ′
k), respectively, which results in the venous feature map

Fk = Fk(Fk−1) and the arterial feature map F′
k = F ′

k(F′
k−1) at the k-th layer. Then a
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feature alignment block estimates a transformation field from the arterial (moving)

phase to the venous (fixed) phase by

Φk = Tk(Fk(Fk−1),F ′
k(F′

k−1)), (6.3)

where Tk is a small U-Net. We apply the transformation field Φk to the arterial

(moving) phase, resulting in transformed arterial feature map Φk ◦ F ′
k(F′

k−1). Finally,

the transformed arterial feature map is concatenated with the venous feature map

Fk(Fk−1), resulting in the fused feature map at the kth layer:

Fk = Fk(Fk−1)⊕Φk ◦ F ′
k(F′

k−1). (6.4)

Let us rewrite the above process by a function Rk: Fk = Rk(Fk−1, F′
k−1) and define

F0 = X and F′
0 = X′, then we can iteratively derive the fused feature map at n-th

convolutional encoder:

Fn = Rn

(︄
Rn−1

(︃
· · ·

(︂
R1(F0, F′

0), F′
1

)︂
, · · ·

)︃
, F′

n−1

)︄
, (6.5)

where F′
n−1 = F ′

n−1(F ′
n−2(· · · (F ′

1(F′
0))). The final fused feature map Fn is fed to the

decoder G to compute the segmentation result P:

P =M(X, X′) = G(Fn). (6.6)

6.3.2.4 Alignment Ensemble

We ensemble the three proposed alignment variants by simple majority voting of the

predictions. The goal of the ensemble are in two folds, where the first is to improve

overall performance and the second is to see whether these three alignment methods

are complementary. Usually, an ensemble of complementary approaches can lead to

large improvements.
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6.4 Experiments and discussion

6.4.1 Dataset and evaluation

We evaluate our approach on two PDAC datasets, proposed in [20] and [183]

respectively. For the ease of presentation, we regard the former as PDAC dataset I

and the latter as PDAC dataset II. PDAC dataset I contains 439 CT scans in total,

in which 136 cases are diagnosed with PDAC and 303 cases are normal. Annotation

contains voxel-wise labeled pancreas and PDAC mass. Evaluation is done by 4 fold

cross-validation on these cases following [20]. PDAC dataset II contains 239 CT

scans, all from PDAC patients, with pancreas, pancreatic duct (crucial for PDAC

detection) and PDAC mass annotated. Evaluation are done by 3 fold cross-validation

following [183].

All cases contain two phases: arterial phase and venous phase, with a spacing of

0.5mm in axial view and all annotations are verified by experienced board certified

radiologists. The segmentation accuracy is evaluated using the Dice-Sørensen coefficient

(DSC): DSC (Y ,Z) = 2×|Y∩Z|
|Y|+|Z| , which has a range of [0, 1] with 1 implying a perfect

prediction for each class. On dataset I, we also evaluate classification accuracy

by sensitivity and specificity following a “segmentation for classification” strategy

proposed in [20].

6.4.2 Implementation details

We implemented our network with PyTorch. The CT scans are first truncated within

a range of HU value [-100, 240] and normalized with zero mean and unit variance.

In training stage, we randomly crop a patch size of 963 in roughly the same position

from both arterial and venous phases. The optimization objective is Dice loss [26].

We use SGD optimizer with initial learning 0.005 and a cosine learning rate schedule

for 40k iterations. For all our experiments, we implement the encoder and decoder

101



Method N.Pancreas A.Pancreas Tumor Misses Sens. Spec.
U-Net [43] 86.9±8.6 81.0±10.8 57.3±28.1 10/136 92.7 99.0
V-Net [26] 87.0±8.4 81.6±10.2 57.6±27.8 11/136 91.9 99.0
MS C2F [20] 84.5± 11.1 78.6 ± 13.3 56.5± 27.2 8/136 94.1 98.5
Baseline - NA 85.8±8.0 79.5±11.2 58.4±27.4 11/136 91.9 96.0
Ours - EA 86.7±9.7 81.8±10.0 60.9±26.5 4/136 97.1 94.5
Ours - LA 87.5±7.6 82.0±10.3 62.0±27.0 7/136 94.9 96.0
Ours - SA 87.0±7.8 82.8±9.4 60.4±27.4 4/136 97.1 96.5
Ours - Ensemble 87.6±7.8 83.3±8.2 64.4±25.6 4/136 97.1 96.0

Table 6.1. Results on PDAC dataset I with both healthy and pathological cases. We
compare our variants of alignment methods with the state-of-the-art method [20] as well
as our baseline - no align (NA) version. “Misses” represents the number of cases failed in
tumor detection. We also report healthy vs. pathological case classification (sensitivity
and specificity) based on segmentation results. The last row is the ensemble of the three
alignments.

architecture as U-Net [43] with 4 downsampling layers, making a total alignments of

n = 4 in Eq 6.6. The transformation fields are estimated by light-weighted U-Nets

in late alignment and slow alignment, each is ∼8× smaller than the large U-Net for

segmentation, since the inputs of the small U-Nets are already the compact encoded

features. The computation of EA/LA/SA is approximately 1.5/1.7/1.9 times of the

computation of a single-phase U-Net. The image registration algorithm for our early

alignment is DEEDS [21].

6.4.3 Results

Results on dataset I and II are summarized in Table 6.1 and Table 6.2 respectively,

where our approach achieves the state-of-the-art performance on both datasets. Based

on the results, we have three observations which leads to three findings.

Dual-phase alignments are beneficial for detecting PDACs in multi-

phase CT scans. On both datasets, our approaches, i.e. early alignment, late

alignment and slow alignment, outperform single phase algorithms, i.e. U-Net [43],

V-Net [26], ResDSN [10] and MS C2F [20], as well as our non-alignment dual-phase

version (Baseline-NA).
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Method A.Pancreas Tumor Panc. duct Misses
U-Net [43] 79.61±10.47 53.08±27.06 40.25±27.89 11/239
ResDSN [10] 84.92±7.70 56.86±26.67 49.81±26.23 11/239
HPN-U-Net [183] 82.45±9.98 54.36±26.34 43.27±26.33 -/239
HPN-ResDSN [183] 85.79±8.86 60.87±24.95 54.18±24.74 7/239
Ours - EA 83.65±9.22 60.87±22.15 55.38±29.47 5/239
Ours - LA 86.82±6.13 62.02±24.53 64.35±29.94 9/239
Ours - SA 87.13±5.85 61.24±24.26 64.19±29.46 8/239
Ours - Ensemble 87.37±5.67 64.14±21.16 64.38±29.67 6/239

Table 6.2. Results on PDAC dataset II with pathological cases only. We compare our
variants of alignment methods with the state-of-the-art method [183]. “Misses” represents
the number of cases failed in tumor detection. The last row is the ensemble of the three
alignments.

Feature space alignments have larger improvements on segmentation

performances than early alignments. Generally speaking for both datasets,

our feature space alignment models (LA, SA) outperform image registration based

approaches, i.e. HPN, Ours-EA, in terms of segmentation performance. Since early

alignment methods apply image registration in advance, they do not guarantee a

final improvement on segmentation performance. In contrast, feature space alignment

methods jointly align and segment the targets in an end-to-end fashion by optimizing

the final segmentation objective function, which leads to a larger improvements

compared with single phase or naive dual phase methods without alignment. However,

Ground Truth No Align

DSC_Panc = 52.63%

DSC_Tumor = 13.93%

Early Align

DSC_Panc = 54.22%

DSC_Tumor = 6.84%

Late Align

DSC_Panc = 51.84%

DSC_Tumor = 48.35%

Slow Align

DSC_Panc = 68.61%

DSC_Tumor = 70.54%

Ensemble

DSC_Panc = 63.84%

DSC_Tumor = 72.27%

Figure 6.3. An example of PDAC dataset I on venous phase. From left to right, we
display ground-truth, prediction of our baseline without alignment, prediction of our early
align, late align, slow align and alignment ensemble. Our feature space alignments (LA,
SA) outperform no-align baseline and image registration (EA). Ensemble of the three
alignment predictions also improves tumor segmentation DSC score.
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we indeed observe that early alignment leads to relatively less false negatives (misses).

An ensemble of the three alignment strategies significantly improve the

performances. For both dataset, Ours-Ensemble achieves the best performances,

illustrating that the three alignment strategies are complementary to each other.

An ensemble leads to significant performance gain (relatively 4% improvements on

tumor segmentation DSC score compared to the best alignment model from 62.0% to

64.4%) and achieves the state-of-the-art performances on both datasets. A qualitative

analysis is also shown in Fig 6.3.

Last but not least, our alignment approaches also improve the sensitivity of healthy

vs. pathological classification. In dataset I, we adopt the same “segmentation for

classification” strategy as in [183], which classifies a case as pathological if we are able

to detect any tumor mass larger than 50 voxels. Our approach can improve the overall

sensitivity from 94.1% to 97.1% by reducing misses from 8 to 4, which is beneficial for

the early detection of PDAC. Our approach thus has valuable potential of winning

precious time for early treatments for patients.

6.5 Conclusion

In this paper, we study three types of alignment approaches for detecting pancreatic

adenocarcinoma (PDACs) in multi-phase CT scans. Early alignment first applies

registration in image space and then segment with a deep network. Late alignment

and slow alignment jointly align and segment with an end-to-end deep network. The

former aligns in the final encoded feature space while the latter aligns multi-stage

features and propagate slowly. An ensemble of the three approaches improve the

performances significantly illustrating these alignment variants are complementary to

each other. We achieve the state-of-the-art performances on two PDAC datasets.
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Chapter 7

Effective Pancreatic Cancer
Screening on Non-contrast CT
Scans via Anatomy-Aware
Transformers

Pancreatic cancer is a relatively uncommon but most deadly cancer. Screening

the general asymptomatic population is not recommended due to the risk that a

significant number of false positive individuals may undergo unnecessary imaging

tests (e.g., multi-phase contrast-enhanced CT scans) and follow-ups, adding health

care costs greatly and no clear patient benefits. In this work, we investigate the

feasibility of using a single-phase non-contrast CT scan, a cheaper, simpler, and

safer substituent, to detect resectable pancreatic mass and classify the detection as

pancreatic ductal adenocarcinoma (PDAC) or other abnormalities (nonPDAC) or

normal pancreas. This task is usually poorly performed by general radiologists or even

pancreatic specialists. With pathology-confirmed mass types and knowledge transfer

from contrast-enhanced CT to non-contrast CT scans as supervision, we propose a

novel deep classification model with an anatomy-guided transformer. After training

on a large-scale dataset including 1321 patients: 450 PDACs, 394 nonPDACs, and

477 normal, our model achieves a sensitivity of 95.2% and a specificity of 95.8% for

the detection of abnormalities on the holdout testing set with 306 patients. The
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mean sensitivity and specificity of 11 radiologists are 79.7% and 87.6%. For the

3-class classification task, our model outperforms the mean radiologists by absolute

margins of 25%, 22%, and 8% for PDAC, nonPDAC, and normal, respectively. Our

work sheds light on a potential new tool for large-scale (opportunistic or designed)

pancreatic cancer screening, with significantly improved accuracy, lower test risk, and

cost savings.

7.1 Introduction

Pancreatic cancer is the third leading cause of death among all cancers in the United

States, with a 5-year overall survival rate of ∼10% [196]. Surgical resection by now

remains the only treatment that offers curative potential [197], but more than 80%

of patients with pancreatic cancer have already lost the opportunity of surgery at

the first diagnosis. Thus, screening pancreatic cancer is very important to provide

early diagnosis and patient risk monitoring. The most widely used imaging modality

for the initial evaluation of suspected pancreatic cancer is the contrast-enhanced CT

scan (CECT). The benefit of CECT for early pancreatic cancer detection includes

high sensitivity and specificity, general standardization and availability and relatively

easy interpretation [198]. However, CECT exposes patients to radiation and requires

iodine contrast, which can cause reaction and potential risks in patients [198], making

it hard to be recognized as a general protocol to screen for pancreatic cancer.

In this work, we investigate the possibility of using non-contrast CT scans (NCCT)

to screen for pancreatic cancer with deep learning. Compared to CECT, NCCT is

cheaper and safer, because it does not require iodine contrast and exposes patients

to less radiation. NCCT has been generally applied in screening for lung nodules

[199] which can possibly be reused for opportunistic pancreatic cancer screening as

well. Nevertheless, due to the low contrast in NCCT pancreatic region, the difficulty

of tumor detection rises significantly for radiologists without contrast enhancement.
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Deep networks, on the other hand, are particularly good at discovering local texture

and shape geometry changes, which give us an opportunity to detect pancreatic cancer

even without contrast enhancement on NCCT. Those miss detections by human eyes

due to low visual contrast do not necessarily become the false negatives by deep

learning (DL) detectors.

One major challenge of training deep learning models on NCCT is the difficulty of

obtaining expert annotations. Even experienced radiologists could miss masses due to

the low contrast on NCCT. This problem is tackled in the process of data collection

from the following two aspects. (1) We obtain the pathology-confirmed mass type

as classification ground-truth for patients with pancreatic ductal adenocarcinoma

(PDAC) or non-PDAC. (2) For the pixel-level labeling of pancreatic tumor mass,

the radiologist first annotates on the contrast-enhanced CT; we then transfer the

segmentation mask from contrast-enhanced CT to non-contrast CT by performing

volumetric registration on the same patient. The combined classification ground-truth

labels and segmentation masks serve as the supervisions of our deep learning model

with the input of non-contrast CT scans only. The pathology-confirmed mass type

and knowledge transfer from CECT to NCCT are the two important pre-requisites for

our model to surpass the human expert performance on detecting pancreatic cancer

via NCCT.

In terms of the design of deep models, we extend the previous “Segmentation for

Classification” [20] paradigm by building a deep classification on top of a segmentation

model with transformers [2]. Given the fact that local texture could be insufficient

to detect tumors in NCCT, we adopt Transformers to model the pancreas anatomy

structure for better classification, which can capture the global context with multi-head

attention. This is also in line with the practical diagnosis experience of the radiologists,

where sometimes abnormality is discovered by the secondary-sign, such as swelling

pancreas head/tail or pancreatic duct dilation, without actually seeing the tumor.

107



To validate the feasibility of the proposed solution, we collect a large-scale dataset,

which covers 1627 patients: 558 PDACs, 474 nonPDACs, and 595 normal. Our model

achieves a sensitivity of 95.2% and a specificity of 95.8% on the holdout test set, in

terms of abnormality detection. In contrast, the average performance of 11 expert

radiologists is 79.7% and 87.6%. This result illustrates the superiority of our designed

deep learning-based framework in this specialized task of detecting pancreatic cancer

in NCCT. This work sheds light on a potential viable and safe protocol to screen

pancreatic cancers on general population.

The main contributions of this paper are summarized as follows.

• For the first time, non-contrast CT (NCCT) is proposed and validated as an

effective imaging modality for full-spectrum taxonomy of pancreatic mass/disease

screening using deep learning. This sheds light on new computing tools for

large-scale opportunistic or designated pancreatic cancer screening of improved

accuracy, lower test risk, and cost savings.

• We utilize the pathology-confirmed mass labels, and transfer the imaging in-

formation and knowledge from CECT to NCCT as supervision, which is a

prerequisite to surpass human expert performance in this task.

• We propose a new framework, named Anatomy-aware Hybrid Transformers,

outperforming the mainstream “Segmentation for Classification” paradigm.

• We achieve a sensitivity of 95.2% and a specificity of 95.8% on a large-scale

dataset with 1627 patients, demonstrating the good potential of using more

convenient non-contrast CT scans for pancreatic cancer screening.

7.1.1 Related Work

Automated pancreatic tumor detection. Recent advances in deep learning have

lead to tremendous improvement in pancreas segmentation [8]–[10], [12], [34], [83], [184],
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[185], an important pre-requisite step for pancreatic tumor detection. Researchers have

started to explore the task of automated pancreatic tumor detection using contrast-

enhanced CT scans with deep networks [20], [181], [200]–[202] and radiomics [182]; as

well as the task of cancer prognosis prediction [203]. Different from previous work,

our framework is designed for non-contrast CT scans, which is beneficial for general

asymptomatic patients yet much more challenging.

Vision transformers. Transformer [2] utilizes attention mechanism originally de-

signed for language tasks. It has recently been applied into vision task, e.g., object

detection [204], image recognition [2] and semantic segmentation [205], and achieved

comparable or better performance than CNN based approaches.

7.2 Methodology

Problem statement. We formulate the task of pancreatic cancer detection in non-

contrast CT scans as a three-class classification problem. We denote L = {0, 1, 2}

for the three patient classes, i.e., normal, PDAC and non-PDAC. The reasons of

having these three classes are: (1) PDAC is a unique group with the most dismal

prognosis; (2) any pancreas CT findings with a influence on patient management

options. Screening for pancreatic cancer is much more difficult than lung nodules

or mammography screening due to the challenge and visual ambiguity of soft-tissue

tumor detection without CT contrast enhancement. A key part in our processing

pipeline is the availability of knowledge transfer from contrast-enhanced CT by

incorporating pathology-confirmed mass type as classification labels and segmentation

labels (tumor/pancreas) used for intermediate supervision, as shown in Fig.7.1. Denote

the training set by S = {(Xi, Yi, Zi)|i = 1, 2, ..M}, where Xi ∈ RHi×Wi×Di , is the 3D

volume representing the non-contrast CT scans of the i-th patient. Yi is the voxel-wise

annotated label map with the same spatial size as Xi. Zi ∈ L is the class label of the

image, confirmed by pathology, radiology, or clinical records. In the testing phase,
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Figure 7.1. A visual illustration of our whole framework. Top: we train our hybrid Vision
Transformer on non-contrast CT via two supervisions: (i) class label of normal/PDAC/non-
PDAC obtained by pathology-confirmed mass type, and (ii) coarse tumor segmentation
label transferred from contrast-enhanced CT by registration. Bottom: in the testing phase,
we first crop out the pancreas ROI with a localization UNet (separately trained) and output
the class and segmentation prediction with the hybrid transformer given non-contrast CT
scans.

only Xi is given, and our goal is to predict a class label for Xi.

Knowledge transfer from contrast-enhanced to non-contrast CT. Con-

sidering the difficulties of mass annotation on non-contrast CT scans (e.g., tumors are

barely visible), radiologists first annotate the voxel-wise mass mask on the contrast-

enhanced CT scan with the same patient. We then perform image registration using

DEEDS [21] from CECT to NCCT and apply the registration field on the manually

segmented mass mask. In this way, we can obtain a relatively coarse, but the most

reliable mass mask Yi on the NCCT image.
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7.2.1 Anatomy-aware Classification with Transformers

Segmentation for classification is the most straightforward and adopted representation

of the task of pancreatic tumor detection. We train a localization UNet [25] to segment

pancreas and mass supervised by the transferred masks generated as above. This

localization UNet is also used for cropping out the pancreas ROI region as shown in

the test process in Fig 7.1.

Given the superiority of the attention mechanism in modelling the global context,

we build a hybrid Vision Transformer [206] on top of the UNet segmentation model (see

Fig 7.1). Since the transformer takes the input of the feature map of a segmentation

network, we term it as Anatomy-ware Hybrid Transformer. We denote the pancreas

ROI region by X, and X ∈ RH×W ×D. We then forward the image X into a UNet,

which consists of a feature extractor F and an output layer G. This UNet has an

intermediate supervision of the mask transferred from contrast-enhanced CT scan of

the same patient where the human annotation is available. Therefore, the intermediate

output segmentation Ps can be obtained by Ps = G(F(X)).

The input of the Vision Transformer H is the final feature map of the UNet right

before the output layer, denoted as F(X), which has a spatial dimension of (C, W, H, D)

and C is the number of channels of the feature map. We first use two consecutive 3D

convolution layers with a kernel size of k1×k2×1 and 1×1×k3 to extract W
k1
× H

k2
× D

k3

feature patches with C ′ dimensions each, where C ′ is also the dimension of the input

sequences of the Transformer. Note that previous work [206] directly use one single

convolution layer to extract patch features, while we decompose it into two layers to

reduce the number of parameters in our 3D settings. Learnable positional embeddings

are then added to each patch. These patch features are forwarded through multiple

transformer blocks with multi-head attention. Following ViT [206], we also use a

class token for classification. The output embedding of the class token is used as the
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classification prediction after a MLP (multilayer perceptron). Our overall training

objective is formulated as follows:

L = Lseg(Ps, Y) + Lcls(Pc, Z), (7.1)

where Ps = G(F(X)) and Pc = H(F(X)) are the output segmentation of UNet and

the final classification prediction of the Transformer, respectively. The loss function

for classification is cross-entropy loss.

7.3 Experiments

Dataset and ground truth. Our dataset of CT scans of 1627 patients, is consec-

utively collected in the years of 2016∼2018 from a high-volume pancreatic cancer

institution. PDAC is of the highest priority among all pancreatic abnormalities with a

5-year survival rate of approximately 10% and is the most common type (about 90%

of all pancreatic cancers). This is the main reason that we group all abnormalities into

two classes of PDAC and nonPDAC (including nine subtypes [5], [202]).The dataset

is randomly split into a training and a testing dataset. The training set includes 450

PDACs, 394 nonPDACs, and 477 normal pancreases. The testing set includes 108

PDACs, 80 nonPDACs, 118 normal pancreases. Both PDAC and nonPDAC cases are

confirmed by their pathology reports and normal cases by radiology reports and 2-year

follow-up. Each patient has multi-phase CT scans. The median imaging spacing is

0.68×0.68×3.0mm in [X,Y,Z]. The manual annotations of masses are performed by an

experienced radiologist (with 14 years of specialized experience in pancreatic imaging)

on either arterial/pancreatic phase or venous phase with better mass visibility. The

annotations of the pancreas are performed automatically by a segmentation model,

which is trained on three datasets, including the single-phase pancreas CTs [207] and

abdominal CTs [62] as well as our multi-phase CT dataset, by following a self-training
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strategy [201], [208].

Reader study. Eleven radiologists (four are board-certified pancreatic imaging

specialists) from four high-volume pancreatic cancer institutions read the 306 non-

contrast CTs in the testing dataset without time constraint (WOTC), with a three-class

decision by each reader: PDAC, nonPDAC, or normal.

Implementation details. Each CT volume is firstly resampled into 0.68 × 0.68

× 3.0 mm spacing and normalized into zero mean and unit variance. In the training

phase, we crop the foreground 3D bounding box of the pancreas region, randomly pad

a small margin on each dimension, and resize the bounding box into a volume of shape

(256, 256, 64). The input of the Vision Transformer is the final feature map of the

UNet right before the output layer, which has a shape of (32, 256, 256, 64). The two

consecutive 3D convolution layers have the kernel size of 32×32×1 and 1×1×8 which

leads to 512 feature patches with 256 dimensions each. The transformer contains 12

consecutive 8-head attention blocks. We train our hybrid model in an end-to-end

fashion with SGD optimizer. The initial learning rate is set to 1× 10−3 and decays

with a cosine learning rate schedule. In addition to the hybrid UNet-Transformer

model, we also trained a standard UNet on the whole image for the localization of

pancreas. In the inference phase, we first localize the bounding box of the pancreas

region with aforementioned UNet, resize the pancreas region into (256, 256, 64) volume

and then classify the pancreas region with our hybrid UNet-Transformer model.

Evaluation methods and metrics. We randomly split the training dataset into

a training set (80% data) and a validation set (20% data). Since the primary goal of

non-contrast CT screening is to distinguish between abnormal (PDAC+nonPDAC)

and normal, a cutoff point (i.e., threshold) is used to dichotomize model’s output

probabilities into binary predictions. The cutoff point is predefined on the validation

set by maximizing the value of (sensitivity + specificity) before model evaluation on

the testing set. To further classify the abnormal as PDAC or nonPDAC, the one
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2-class 3-class
Method AUC Sens. Spec. PDAC nonPDAC Normal
S4C with UNet [20] 95.98 91.48 95.76 75.00 73.75 95.76
Hybrid CNN 98.25 94.68 94.91 76.85 80.00 94.91
Hybrid Transformer 98.37 95.21 95.76 78.70 80.00 95.76
Mean radiologists WOTC - 79.66 87.58 53.63 57.96 87.58

Table 7.1. Results on two-class classification (PDAC+nonPDAC vs. normal) and three-
class classification (PDAC vs. nonPDAC vs. normal). WOTC: without time constraint.

with a larger output probability is selected as the prediction. We first report the

result of the 2-class classification (PDAC + nonPDAC vs. normal). The evaluation

metrics include AUC (area under the ROC curve), sensitivity ( T P
T P +F N

) and specificity

( T N
T N+F P

). We also report the result of the 3-class classification (PDAC vs. nonPDAC

vs. normal), measured by class accuracy. In addition, the mass detection rate by our

model is assessed. A detection is considered successful if the intersection (between

the ground truth and segmentation mask) over the ground truth is > 0% – a coarse

localization of mass would be useful in this application scenario.

Compared methods. We compare our method to two baseline approaches. One

is “segmentation for classification” [20] full-filled by a standard UNet where we classify

a case as positive if the detected PDAC or nonPDAC tumor volume is larger than

a certain threshold, which maximize the value of (sensitivity+specificity) on the

validation set. The other is a hybrid CNN classifier built on the UNet feature map

trained in an end-to-end fashion. Specifically, we integrate a classification head into the

segmentation model. We extract multiple level of the UNet feature map, apply global

max pooling on each feature map, concatenate them and forward into a single-layer

perceptron for classification. Quantitative results are shown in Table 7.1. The 2-class

ROC curve and a case study are shown in Fig 7.2.

Anatomy-aware transformer outperforms baselines. Compared to two

baselines, i.e., segmentation for classification (S4C) and hybrid CNN classifier, our

hybrid transformer shows the best performance in all metrics (Table 7.1), with a
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relative low STD (about 1%) on sensitivity and specificity. Most medical segmentation

models focus on local texture changes and lacks the ability to model the global

context. In contrast, our anatomy-aware Hybrid Transformer is built on the locally

discriminative features of the UNet, and captures the structural relationship over the

whole pancreas region with multi-head attention. Our model is capable of improving

the global decision process.

AI models outperforms expert radiologists on non-contrast CT scan.

The performance of all 11 radiologists (WOTC) is below our model’s ROC curve

(Fig 7.2). Our model has a mass detection rate of 87.76%, and its sensitivity in

abnormality prediction (95%) outperforms the mean human performance (80%) by

a large margin and also surpasses the best performing radiologist (R2: 91%) and

specialist (S3: 89%), which is the main goal of pancreatic cancer screening using

non-contrast CTs. More surprisingly, for the 3-class classification task (Table 7.1), our

model outperforms the mean radiologists (WOTC) by absolute margins of 25%, 22%,

and 8% for PDAC, nonPDAC, and normal, respectively.

Human vision system requires adequate visual intensity contrast to distinguish

mass from pancreas tissue, which is why contrast-enhanced CT scans are necessary

for the diagnosis purpose. Given the surprising performance of DL models on non-

contrast CT, we empirically hypothesize that machine vision is better at magnifying

the local contrast changes to locate masses. Another crucial reason why computerized

model substantially outperforming human performance on non-contrast CT is that we

transfer the expert findings from contrast-enhanced CT. Most models are restricted

to the performance upper bound of the human annotators. With annotations transfer

from CECT (a more “doctor-friendly” modality), and pathology-confirmed labels, DL

models are equipped with the essential information/knowledge to break the limit of

human observers.

Impact and future work. From the reference of computerized performance
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Figure 7.2. (a) ROC diagram for our model result versus all other experts’ referrals on the
test set of n=306 patients for 2-class classification. The asterisk denotes the performance
of our model. Filled markers denote 11 experts’ performances using the same non-contrast
CT only. S1: Pancreas Specialist 1, R1: Radiologist 1. (b) A case study in the test set.
This PDAC case is extremely challenging for radiologists (only 2/11 are correct) given the
limited intensity contrast in non-contrast CT scans whereas our model can successfully
locate the mass and predicts the class label.

using contrast-enhanced CT, (sensitivity, specificity) of PDAC vs. Normal is recorded

as (92.7%, 99%) [20] and (97.1%, 96%) [200]. This work involves dealing with

nonPDAC masses and is generally harder for deep learning [202]. Our performance on

non-contrast CT scans (95.2%, 95.8%) is approaching those methods using contrast-

enhanced CT. This finding sheds light on the opportunity to use automated methods

to screen pancreatic cancers via non-contrast CT imaging. This may be very beneficial

for patients, because non-contrast CT is much cheaper, simpler, and safer than its

contrast-enhanced counterpart. We plan to conduct multi-institutional studies to

validate the generalizability of our system.
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7.4 Conclusion

In this paper, we explore detecting pancreatic cancer from non-contrast CT scans,

as a relatively cheap, convenient, simple and safe imaging modality. We propose a

hybrid transformer model which is trained by the supervision of pathology-confirmed

mass types and the segmentation masks transferred from contrast-enhanced CT scans.

We achieve high sensitivity and specificity on a large-scale dataset and outperform the

mean radiologists by large margins. Our work suggests the good feasibility of using

non-contrast CT scans as a promising clinical tool for large-scale pancreatic cancer

screening.
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Chapter 8

Conclusion and Future Work

8.1 Summary

In this dissertation, we focus on the topic of improving the robustness of deep learning

models for automated medical image analysis. Our studies include but are not limited

to improving network architecture, data efficiency, failure detection, domain robustness,

and multi-phase learning. In particular, we introduce a new 2.5D framework that

leverages the benefits from both 2D and 3D networks for effective and efficient

medical image segmentation in Chapter 2. In Chapter 3, we improve data efficiency

by introducing a semi-supervised learning framework for 3D medical images. This

approach is also validated for the purpose of domain adaptation. In Chapter 4, we

design a failure and anomaly detection algorithm for segmentation models in this

safety-critical area. Federated learning offers the opportunity for multiple institutions

to train a generalizable model while preserving data privacy, and we propose to

improve federated learning by dynamically adjusting the aggregation weight of the

commonly used FedAvg algorithm in Chapter 5. In Chapter 6, we incorporate the

multi-phase information and explore joint alignment and segmentation algorithms

for more accurate pancreatic tumor segmentation in contrast-enhanced CT scan. In

Chapter 7, we successfully transfer the knowledge from contrast-enhanced CT scan to

non-contrast CT scan for multi-type pancreatic abnormality detection and outperform
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experienced radiologists on a large-scale dataset.

8.2 Future work

Despite the initial endeavor of deep learning research for healthcare, there still exists

a large gap before AI can be successfully migrated into various clinical procedures.

We will discuss potential research directions to accelerate the process. First, the

construction of high quality, well-annotated, and the large-scale medical dataset is

necessary. The training set of AI models should cover as many edge cases as possible

to deal with the unpredictability in real-world applications. Second, the model should

have multiple sets of knowledge for comprehensive diagnosis. Current models usually

target only one task, but the human body functions under the collaboration of various

organs and tissues. For example, in the abdominal region, the diagnosis of tumor

metastasis requires the detection of numerous organs and vessels. Multi-task learning

is worth exploring for an inclusive understanding of the human anatomy before making

a decision. Third, the ability to interpret is also crucial in AI system design. If the

diagnosis process of the AI system is explainable, the results will be much easier for

clinicians to interpret and better benefit clinical decisions.
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