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Abstract
The terms “digital curation” and “cyberinfrastructure” have been coined in the last decade to describe distinct but related concepts of how data can be managed, preserved, manipulated and made available for long-term use.   Each term has important attributes that contribute to a comprehensive understanding of the digital knowledge universe.  By considering the origins of both terms and the communities that have been engaged with each of them, we can trace the development of the present digital environment in the United States and consider what this may mean for the future.

Digital Curation
As an archivist who’s been involved with the development of digital libraries and repositories over the last 15 years, I’m gratified to know that there’s a Wikipedia entry for digital curation.  The article defines it as the “selection, preservation, maintenance, collecting and archiving of digital assets” and goes on to say that digital curation refers to “the process of establishing and developing long term repositories of digital assets for current and future reference by researchers, scientists, historians, and scholars” (Wikipedia, 2012). While Wikipedia is not regarded as an authoritative source, it is a widely used public information resource that provides a simple means of comparing common definitions and their contexts.
The term has been somewhat controversial, with opposition coming from fields that had already employed “curator” in job titles, such as museums, although the use of “content curation” and “web curation” to describe the selection and posting of digital content on fashion blogs and social media sites like Pinterest seems to have overshadowed objections to the use of “digital curation” by other professions (Northup, 2011).  Some archivists have observed that digital curation is just a new label for what archivists working in the digital environment have been doing all along.  However, in the absence of any alternative that conveys the same meaning, the term has stuck and is now widely used both in job titles and in the names of centers that perform and promote curation activities, most notably the UK’s Digital Curation Centre (DCC).  Sarah Higgins has made the case for recognition of digital curation as an emerging profession (Higgins, 2011).  Like it or not, the term has been widely adopted around the world.  Personally, I like it, because it incorporates fundamental archival principles and emphasizes the human role in preserving and managing digital assets.    
Cyberinfrastructure
Contrast the Wikipedia entry for digital curation with that for cyberinfrastructure.  It says, “United States federal research funders use the term cyberinfrastructure to describe research environments that support advanced data acquisition, data storage, data management, data integration, data mining, data visualization and other computing and information processing services distributed over the internet beyond the scope of a single institution.  In scientific usage, cyberinfrastracture is a technological and sociological solution to the problem of efficiently connecting laboratories, data, computers, and people with the goal of enabling derivation of novel scientific theories and knowledge” (Wikipedia, 2012).
Although the cyberinfrastructure entry acknowledges the role of “people” and also mentions efforts to develop a cyberinfrastructure for the social sciences, it seems to suggest that people are just one of the components of a largely automated network.  And by focusing almost entirely on the sciences, it minimizes the importance of digital infrastructure to all phases of human endeavor and expression, including scholarship in the humanities, educational applications, communications and creative expression.  
So while I like the term cyberinfrastructure because it conveys the concept of a distributed yet integrated network, I’d like to expand our understanding of it to include the entirety of the digital infrastructure and the critical role of digital curators (whoever they may be) in maintaining it.  To further emphasize the human dimension, I would also include governance and policy in the concept of cyberinfrastructure. No distributed network can function as an integrated whole without a policy framework, rules and accepted practices for how it will operate.
Origins
How did these two concepts—cyberinfrastracture and digital curation—come about and why are they not better integrated, since they are obviously closely related?  I think the answer lies in part in the way funding for research and development of the digital domain has been allocated.  This is generally true for governments worldwide, but I will focus on my experience in the US, and particularly with one agency, the Institute of Museum and Library Services. I will provide several examples from my own experience over the past 15 years to illustrate this point.  I place my observations in the context of NSF’s influence on the digital environment through significant reports and funding.
The Wikipedia article on cyberinfrastructure notes that the term evolved from the work of the National Information Infrastructure Task Force headed by then-vice president Al Gore in the 1990s.  The Task Force observed that US information systems are critical to supporting military preparedness as well as the economy and warned that they have the same security vulnerabilities as other systems, such as the electric power grid, transportation networks, and water and wastewater infrastructures (Wikipedia, 2012; see also Jackson, 2007).  The term was used in the context of scientific research in a 2003 report, “Revolutionizing Science and Engineering Through Cyberinfrastructure,” produced by a National Science Foundation (NSF) blue ribbon task force chaired by Dan Atkins at the University of Michigan and subsequently known as the Atkins Report.  The report predicted that “Cyberinfrastructure will become as fundamental and important as an enabler for the enterprise as laboratories and instrumentation, as fundamental as classroom instruction, and as fundamental as the system of conferences and journals for dissemination of research outcomes” (Atkins, 2003).  
That prediction has come true in less than a decade.  What I think has been less clearly articulated in the discussion of cyberinfrastructure is the parallel emergence and significance of digital curation—the policies, processes, and people part of the infrastructure—that makes cyberinfrastructure work effectively.  The Atkins Report acknowledged the need for “trusted and enduring organizations to assume the stewardship for scientific data” and said that “Stewardship includes ongoing creation and improvement of the metadata . . . by people cross-trained in scientific domains and knowledge management,” but it assumed that much of this work could be automated  with the development of “middleware, standard or interoperable formats, and related data storage strategies.” The report concluded that “each discipline is likely best suited to creating and managing such repositories and tools.” It noted that “interoperability with other disciplines is essential,” but it implied that this problem could be largely resolved by technological means (Atkins, p. 43).  
With the publication of reports by NSF and other funders in the US and abroad on the necessity of data reuse to advance scientific knowledge and maximize the investment of public funding for research, the issue of digital preservation has (finally) become an issue of public concern.  Understandably, scientists have focused on the criticality of cyberinfrastructure to the scientific mission, because their objective is to increase funding for the sciences.  Much less funding has been available to promote digital infrastructure in other disciplines, but fortunately some of the innovations in digital tools and technologies funded by NSF and other science agencies such as the National Aeronautics and Space Administration (NASA) have benefited many communities that contribute to and participate in the larger cyberinfrastructure, including the cultural heritage community, education, the arts, and scholarship in and across all disciplines.
The term digital curation as applied to the management and preservation of a wide range of research data appeared in the report of a task force convened in 2002 by the UK’s Joint Information Systems Committee (JISC). The meeting brought together representatives from various areas of academia, the Research Councils and private industry to discuss the feasibility and potential benefits of a strategic approach to the preservation and reuse of primary research data.  The report observed that the term “curation” was new in this context, and that the participants had grappled with questions of scope. Although the group did not reach a consensus definition of the term, there was “almost unanimous agreement that there are generic, inter-disciplinary areas where provision of a curation service and research would be useful.”  Interestingly, dissent came from the representative of the bioinformatics community, which was already using “curator” as a job title for people who check for errors and provide annotations for data submitted to protein sequence and other databases.  The other participants believed that curation could be defined by common principles shared across disciplines and by common functions such as discovery and access.  Other curatorial functions extending beyond preservation were also suggested, including planning, appraisal, adding value, active management, providing access, maintaining provenance information, and conducting research on curation (Digital Data Curation, 2003).  All of these terms are now associated with the practice of digital curation. The Task Force meeting report informed other strategic reports and planning documents that led to the establishment of the Digital Curation Centre in 2004.
The JISC task force that introduced digital curation—perhaps because it envisioned government funding for the establishment of a new entity that would coordinate the activities identified in the report—focused on the expertise required to perform essential tasks.  By contrast, the NSF task force that used the term cyberinfrastructure envisioned a highly distributed network of computational centers and disciplinary repositories, with investment in research to develop automated solutions for repository and data management. 
In the US, attention to the human expertise needed to manage this network and the data that flowed through it would come later.  A 2005 report of the US National Science Board on long-lived digital data collections called attention to the challenges of digital preservation and recommended the development of mechanisms to identify data collections with long-term value and strategies for sustaining them (National Science Board, 2005).  It also called for the submission of data management plans with proposals that would generate long-lived data.  The final recommendation was for recognition of the intellectual contributions of “data scientists,”  whom it identified as “information and computer scientists, database and software engineers and programmers, disciplinary experts, curators and expert annotators, librarians, archivists, and others who are crucial to the successful management of a digital data collection,”  but this recommendation had little impact on NSF funding.  
The Curation Lifecycle
Digital curation demands attention to the issues of preservation and interoperability at the beginning of the data lifecycle.  Of course, this is what archivists have always preached, but it has been hard to change data creators’ habit of thinking about preservation only after digital assets have reached the end of their active life.  By this time, of course, important decisions have already been made, at least by default, which may make preservation for long-term use more difficult, if not impossible.  By coining a new term that emphasizes the beginning of the digital lifecycle, the archival principles upon which digital preservation is based were brought to the fore.  The principles of data integrity, authenticity and provenance are now being incorporated into digital repository policies and practices.  With the explosion of data generated by machines as well as humans, appraisal and selection are now recognized as essential features of data management and preservation. These principles also form the base of the common body of knowledge that librarians, archivists, data managers and others who are part of the first generation of digital curators must possess.   
Repositories
The Atkins Report on cyberinfrastructure recommended increasing NSF’s annual budget by $1 billion for computational centers and basic and applied research on cyberinfrastructure, with an investment of $185 million per year in data repositories and $30 million in digital libraries.  It acknowledged the need for “well curated data repositories,” but it envisioned that the funds would support 50 to 100 disciplinary repositories through NSF grants, with additional repositories to be supported by other federal agencies such as the National Institutes of Health and NASA.  It called for research on better ways to organize and manage large repositories through software infrastructure and the development of standards to ensure interoperability through automated techniques that would “allow data to be self-documenting and discoverable” (Atkins, p. 77)
Digital repositories are key to connecting digital curation to cyberinfrastructure.  They are critical to the concept of a distributed, trustworthy data network as well as to the profession(s) required to manage the network and the communities that contribute trustworthy data to it.  But the early vision of cyberinfrastructure emphasized technologies over human activities and placed too much faith in the ability of software to substitute for ongoing governance. It also minimized the challenges of achieving interoperability of data across a wide range of disciplines without centralized coordination. .  
The OAIS Reference Model
In the language of digital curation, a digital repository is not just any data storage system.  To be trustworthy, it must be managed with the intention of long-term use and in accordance with the archival principles of authenticity, integrity and provenance. These terms are generally understood to mean that the repository must conform to the principles of the Open Archival Information System (OAIS) Reference Model, which embodies the archival concepts needed for long-term preservation and access.  
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OAIS Reference Model, ISO 14721:2003

Published by the Consultative Committee for Space Data Systems—an international body of space agencies, including NASA—and approved as a standard by the International Standards Organization (ISO) in 2003, the Reference Model describes the environment, functional components and information objects within a preservation system. Its major contribution is that it specifies terminology (e.g., Submission Information Package, Archival Information Package, and Dissemination Information Package), concepts and a workflow model of how data moves through a repository, from ingest to management within the repository to how it is provided to users (Ball, 2006).
The OAIS Reference Model became well-recognized by virtue of its frequent appearance in PowerPoint presentations, but as a high-level conceptual representation it only laid the initial groundwork for the development of repository standards.  These standards would require another decade of development, resulting in the publication of Audit and Certification of Trustworthy Digital Repositories: Recommended Practice (TDR) in 2011, approved as an ISO standard in March 2012 (Audit, 2011).  I’ll come back to this later in discussion of digital curation tools.
Meanwhile, many people observed that while the OAIS Reference Model is important as a representation of digital content workflows in a repository, it doesn’t address what happens before ingest.  This is where digital curation, with its introduction of a conceptual timeline—the data lifecycle—as well as the archival functions of appraisal and selection, makes a critical contribution to the digital workflow model.  To consider how the idea of the data lifecycle has influenced the management of digital assets, it’s useful to review federal support for the development of digital libraries, preservation and curation.

Federal Funding
The early investment of federal dollars in digital libraries was in research grants awarded by NSF and described elsewhere in this issue.  I was fortunate, through the generosity of my NSF colleagues, to participate in many NSF workshops and meetings supported by NSF’s Digital Library Initiatives I and II.  As the Associate Deputy Director for Library Services at the Institute of Museum and Library Services (IMLS), I benefited from following these developments in helping to shape the IMLS funding strategy for digital libraries, preservation and curation.  
From the beginning, IMLS focused its limited funds on supporting applied research and practical applications of digital technology that would help libraries, archives and museums develop digital capacity (i.e., the infrastructure of technology and human expertise). At first, our efforts were more or less limited to digitization.  As a new federal agency established in 1996, IMLS had the distinction of being the first federal agency with statutory authority to fund digitization, as this was specifically identified as a funding priority in its authorizing legislation. IMLS awarded its first competitive grants in the newly created National Leadership Grant program in 1998. We realized quickly that there was a great deal of interest in digitization but that only a few institutions had enough expertise to write competitive grant proposals describing their digitization plans.  Our first application guidelines were no help, as they provided no guidance on how to plan and implement a successful digitization project.  We began to try to capture the knowledge of the emerging digitization experts among our grantees and reviewers, who were primarily located in research university libraries, and disseminate this knowledge to those in the broader cultural heritage community who were eager to learn.  
Working with these experts, IMLS created resources for applicants that now appear in its grant guidelines as “Resources for Projects that Develop Digital Products” and “Specifications for Projects that Develop Digital Products.” Applicants are required to complete the Specifications form if the plan to create any type of digital asset, whether digitized or born-digital (Institute, 2012).  In 2000, we initiated the annual Webwise Conference on Libraries and Museums in the Digital Age, which provided IMLS grantees and other experts an opportunity to discuss their work and gave prospective applicants a chance to learn from their colleagues.
But we soon saw that digitization alone was not creating the necessary infrastructure to support long term management and preservation of digital resources.  Smaller institutions didn’t have the resources or capacity to establish their own infrastructure, and indeed it made little sense to encourage every institution to develop its own in-house capability. A network of service providers and repositories was a much more desirable, though elusive, solution.  
IMLS encouraged collaborations and partnerships in which larger institutions could work together to develop best practices, create model services and establish consortia in which smaller institutions could also participate.  National Leadership Grant funding helped to establish many statewide digitization projects, starting with the Colorado Digitization Project in 1999.  A number of grants to universities, state libraries and other cultural heritage organizations followed.  Many of these provided digitization training, often with additional services such as metadata or content repositories.  Many statewide projects also received funding from the IMLS Library Services and Technology Act (LSTA) grants to state libraries.  Among the best known of these statewide projects, in addition to the Collaborative Digitization Program (which evolved from the Colorado Digital Project), were the Making of Modern Michigan, Maine Memory Network, North Carolina ECHO (Exploring Cultural Heritage Online) , and the New Jersey Digital Highway, though there were many others.  Significant subject repositories, including the Civil Rights Digital Library and the Western Waters Digital Library, were also developed with IMLS support.
These projects enabled project leaders and participants (data providers) to think beyond their own institutions and consider their role in the larger universe of digital resources, tools, technologies and services (cyberinfrastructure, in other words).  It could already be seen that all this digital content would not be easily discovered if it sat on individual servers that were often embedded in deep layers of the web.  Digital resources would be more easily found if they were gathered into larger repositories, either by aggregating the content itself, or, more commonly the metadata, with the creator maintaining the digital resources and the aggregator concentrating on how best to organize data from distributed sources and make it more useful to users.  
The OAI-PMH Protocol
In order for metadata and/or content to be aggregated in a repository beyond that of its creator, it must be interoperable, that is, it must conform to established standards and widely adopted practices.  There was a lot of talk about interoperability as the first digitized collections were being created, but it was often more theoretical than practical, as most content was hosted by a single institution on its own server.  That began to change in 2001 with the release of the Open Archives Initiative-Protocol for Metadata Harvesting (OAI-PMH), developed with initial funding from NSF.  
Originally designed as a way to permit libraries to exchange e-prints, it was quickly recognized—by IMLS, among others—that libraries, museums, archives and other organizations had similar needs for sharing digital content, and that the protocol could provide a means of aggregating metadata that would offer new opportunities for data management and discovery.  
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Basic Functioning of the OAI-PMH (from OAI for Beginners tutorial)
Implementation of the OAI-PMH protocol over the past decade has been impressive.  There are currently nearly 1800 OAI metadata repositories worldwide registered with the OAI (Open, 2012).  One of the most notable of these is Europeana, which provides a common user interface for aggregated metadata from museums, libraries and archives in European Union member nations.  Many of the contributing countries have national repositories that collect metadata or content from their own cultural heritage institutions and provide the metadata to Europeana, so it is an aggregation of aggregations.  It currently contains metadata for over 23 million items from more than 2200 institutions in 33 countries (Europeana, Facts and Figures, 2012).  
Metadata
The role of metadata in interoperability cannot be overemphasized.  I have to chuckle a little when I recall the number of times computer scientists at many of those NSF meetings I attended predicted that metadata would become obsolete.  They believed that text would soon be keyword searchable and visual images would be discoverable through pattern recognition software.  I think it can now be safely said that metadata has become more important than ever and is likely to remain so for the foreseeable future.  While the number of metadata schemas in use seems daunting, it’s not so bad when one realizes that they all do essentially the same thing—that is, 1) identify vital information needed by the community associated with each schema, and 2) provide a consistent place to record it.  No one needs to be an expert in all schemas; but metadata creators need to be involved in the communities relevant to their needs.  
The default metadata set for OAI-PMH is Dublin Core; however, it allows for the use of other metadata sets if they are available as XML.  Many aggregations, such as Europeana, accommodate element sets that are extensions of Dublin Core for particular types of content or formats and for administrative purposes such as exchange and preservation.  The wide adoption of OAI-PMH and Dublin Core have doubtless encouraged the current proliferation of metadata schemas because of the ease with which they can be incorporated into an interoperable framework.  For example, the Library of Congress currently maintains all of the following schemas, among others: METS (Metadata Encoding and Transmission Standard), MIX (Metadata for Images in XML), PREMIS (Preservation Metadata), TextMD (Technical Metadata for Text), ALTO (Technical Metadata for Optical Character Recognition), AudioMD and VideoMD (XML schemas for technical metadata for audio- and video-based digital objects), and that’s not even counting all of the Resource Description Formats (Library of Congress, 2012). 
Dublin Core, created as a way to simplify resource description, was the outcome of a 1995 workshop sponsored by OCLC and the National Center for Supercomputing Applications.  The 15 “core” elements, which entered into a standardization track in 1998, are still the core, but the initiative has inevitably become more complex as enhancements and improvements have been made in response to the need for more and better metadata. The schemas that extend Dublin Core by adding elements needed by particular communities or for particular formats or applications demonstrate the value of the DC core. Less formal extensions are permitted by the addition of qualifiers (DCQ) by communities of practice. The Dublin Core Metadata Initiative now also maintains a number of controlled vocabularies that provide guidance on how information entered into the element fields should be structured, as well as technical implementation specifications (Dublin Core, 2012).  In other words, metadata management has become more complex, demanding more expertise on the part of metadata creators than originally envisioned.  However, this effort early in the lifecycle makes things easier for data managers and end-users, including unknown future users.
The Metadata Interoperability (MINT) service, a web-based platform developed at the University of Athens and employed in a number of European projects that aggregate cultural heritage content and metadata, shows promise for facilitating integration of metadata.  MINT has jumped over the pond to the US with a 2011 grant from the Alfred P. Sloan Foundation to develop a pilot demonstration as part of the Sloan-funded Digital Public Library of America initiative (Digital Public Library, 2011).
IMLS DCC (Digital Collections and Content) Registry
IMLS made an early investment in the OAI-PMH protocol to test its ability to serve the needs of libraries, archives and museums producing digital content and to identify best practices for providing a single point of access to distributed cultural heritage materials.  Following a special competition in 2002, IMLS awarded a grant to the University of Illinois Urbana Champaign to develop a registry of digital collections that had been created with IMLS National Leadership Grant funding since its first year of funding in 1998.  The grant also supported the research, design and implementation of a prototype item-level metadata repository based on the OAI-PMH protocol.  With subsequent awards, both the collection registry and the item-level repository have expanded substantially.  The IMLS DCC aggregation today brings together more than 1500 cultural heritage collections and exhibits from more than 1100 libraries, museums, and archives across the country.  It provides both collection-level and item-level access to facilitate searching and browsing while retaining the institutional identities and collection contexts that are vital to how users explore and interact with cultural heritage materials.  The collection currently contains more than one million items.  The IMLS DCC project has enabled digital library developers and data providers in the US to conduct and participate in applied research and work collaboratively to develop best practices for interoperability of digital collections and metadata.  Team members have also worked with their counterparts at Europeana and with the developers of NSF-funded data repositories like the Data Conservancy (see Data Conservancy, 2012).  The knowledge gained, as well as the digital collection records and item-level metadata created, should also contribute substantially to the richness of the Digital Public Library of America.
Institutional Repositories 
Like the OAI-PMH protocol, Institutional Repositories (IRs) were intended as a solution to one problem but turned out to have much broader applications.  Initially developed to collect, preserve and make available online pre-prints of journal articles to avoid copyright restrictions before publication prohibitions took effect, IRs now serve a variety of purposes.  Wikipedia defines an Institutional Repository as “an online locus for collecting, preserving, and disseminating—in digital form—the intellectual output of an institution, particularly a research institution”.  The entry notes that an IR may include, in addition to journal pre-prints, post-prints, theses and dissertations, and other kinds of assets such as course notes, learning objects, and administrative documents.  It describes the objectives of an IR as providing open access to institutional research output through self-archiving; creating global visibility for an institution’s scholarly research; collecting content in a single location; and storing and preserving institutional digital assets, including unpublished and other easily lost (i.e., “grey”) literature (Wikipedia, Institutional Repositories, 2012).  
IMLS funding has assisted in the development of institutional repositories as part of its mission to develop institutional capacity in libraries and archives.  Interestingly, some institutions have developed “institutional repository” services that actually serve a number of institutions, in the name of efficiency and economies of scale.  The California Digital Library is a long-established leader among multi-institutional repositories.  Other repositories that serve multiple institutions in a defined service group include the Florida Digital Archive at the Florida Center for Library Automation (serving academic institutions in Florida) and a statewide repository serving academic institutions in Georgia established with a 2009 IMLS award to the Georgia Institute of Technology.  In another 2009 award, IMLS funded the Interuniversity Consortium for Political and Social Research (ICPSR) at the University of Michigan to establish partnerships with institutional repositories and work with them to improve processes and establish best practices, tools and services for preserving and reusing legacy social science data. The IMLS grant enabled the ICPSR to continue work begun under the Library of Congress’s National Digital Information Infrastructure Preservation Program.  And of course, the HathiTrust, while not an IR, is a highly visible repository service a growing consortium with over 60 member organizations (HathiTrust, 2012).  HathiTrust has the potential to move beyond its initial content of digitized texts to include many other kinds of digital assets.
With the NSF announcement that it would begin requiring data management plans with all applications in the 2011 grant cycle, the interest of research universities in data repositories increased substantially.  Johns Hopkins and Purdue University are two institutions in which the university libraries have played important roles in developing research repositories and other data management services.  Prior IMLS funding to support library research and development at each of these institutions helped both to respond quickly to the need to develop data management and preservation services (see Data Conservancy, 2012, and Witt, 2009).  
Collectively, these projects demonstrate progress toward the vision of cyberinfrastructure as a distributed network of digital repositories that preserve the record of digital knowledge for future use.  Services are also emerging that can help smaller institutions manage and preserve their data output without having to develop their own infrastructure.  These include the DuraCloud service provided by DuraSpace and Chronopolis, a service of the University of San Diego Supercomputing Center and partners including the UC San Diego Libraries.  Chronopolis has recently been certified as a trustworthy digital repository.
Digital Curation as a New Profession
A 2009 report by the Interagency Working Group on Digital Data to the Committee on Science of the National Science and Technology Council, Harnessing the Power of Digital Data for Science and Society, included the recommendation that US federal agencies “promote a data management planning process for projects that generate preservation data” (Interagency, 2009).  NSF implementation of this recommendation in 2011 has had a profound impact on repository development at research universities.  Following NSF’s announcement that it would begin requiring data management plans, other federal agencies in the US—including IMLS and the National Endowment for the Humanities—instituted similar requirements, as did funding councils in the UK and the European Commission.  
The report also noted that “long-term preservation, access, and interoperability require management of the full data life cycle” and that new data specializations were emerging, including “digital curators, digital archivists and data scientists” (Interagency, p. 16).  It recommended investments in education and training for these new specializations, observing that “Assembling an appropriate new cohort of computer and information scientists, cyberinfrastructure and digital technologies experts, digital library and archival scientists, social and behavioral scientists, and others with the requisite skills and expertise . . .can only be done through the combined efforts of the government, education, research, and technology sectors” (Interagency, p. 26).
As part of its capacity-building mission, IMLS had already begun investing heavily in the development of digital curation education programs in graduate schools of library and information science, which are the primary providers of library, archives and information science education in the US.  IMLS has provided grants for the education of library and information science students since its first competitive grant awards for libraries in 1998.  Initially, education and training grants were made within the National Leadership Grant program and accounted for only a small number of awards.  Funding increased in 2003 with the establishment of a new program, now designated as the Laura Bush 21st Century Librarian program.  
With the initiation of this program, substantial federal funds were dedicated for the first time to the recruitment and education of a “new generation” of librarians for the 21st century.  IMLS awarded nearly 350 grants for this purpose, ranging from $50,000 to $1,000,000, between 2003 and 2012.  Program funds increased from an initial budget of just under $10 million in 2003 to a high of $24,525,000 each year in 2008 and 2009.  With new austerity measures instituted by Congress in 2010, funding was reduced to under $13 million in 2010 and for each subsequent year. In spite of the recent reductions, IMLS has been able to support not only the recruitment and education of new librarians and archivists but also the development of new curricula and continuing education programs to ensure that new and existing professionals would have the necessary skills to play a significant role in cyberinfrastructure.
As terminology evolved, curricula addressed the need for expertise in digital preservation, digital libraries, digital information management and digital curation.   In 2006, IMLS called for proposals to develop digital curation education programs and made substantial awards to the University of Arizona, the University of Illinois Urbana Champaign (UIUC), and the University of North Carolina Chapel Hill (UNC-CH).  Subsequent awards enhanced and expanded the curricula of these three programs and also supported new programs at Pratt Institute, Simmons College, Syracuse University, the University of Tennessee and the University of Texas.  Several schools, including UCLA, UIUC, UNC-CH and Syracuse, have established post-master’s Certificates of Advanced Study in digital curation or digital libraries.  Awards to UCLA and the University of Michigan have supported archival programs with an emphasis on curation, and a grant to the University of Maryland, in partnership with the University of Texas and several digital humanities centers, has enhanced education for preservation and management of digital humanities resources.  
In addition, an award to Syracuse University in 2006 to develop the WISE (Web-based Information Science Education) Consortium has enabled students at any school in the partnership to take online courses offered by any of the other partners without paying increased tuition.  This flexibility has increased the number and variety of courses available to students at the 15 member schools, including four in Canada (WISE, 2012). And to promote sharing of digital curation curriculum materials, UNC-CH has established a Digital Curation Exchange to provide a repository for the exchange of syllabi and other course materials (Digital Curation Exchange, 2012).
The investment of IMLS funds in curriculum development came at a critical time in the emergence of digital curation as a profession.  In 2011, the National Academy of Sciences’ Board on Research Data and Information launched a study on “Future Career Opportunities and Educational Requirements for Digital Curation,” with funding from IMLS, NSF and the Sloan Foundation (National Academy, 2012).  The goals are to:  
1. Identify the various practices and spectrum of skill sets that comprise digital curation, looking in particular at human versus automated tasks, both now and in the foreseeable future. 
2. Examine the possible career path demands and options for professionals working in digital curation activities, and analyze the economic and social importance of these employment opportunities for the nation over time. In particular, identify and analyze the evolving roles of digital curation functions in research organizations, and their effects on employment opportunities and requirements.
3. Identify and assess the existing and future models for education and training in digital curation skill sets and career paths in various domains.
4. Produce a consensus report with findings and recommendations, taking into consideration the various stakeholder groups in the digital curation community, that address items 1-3 above.
The report, scheduled for publication in the first half of 2013, will likely have important implications for the funding and future of digital curation education and practice in the US.  

Digital Curation Tools
Along with an understanding of basic archival principles of appraisal and selection, authenticity, integrity and provenance, familiarity with common curation tools can be expected to form part of the digital curation skill set.  Several of these are widely known; others are less well known but deserve wider recognition, and still others are currently in development.  Noteworthy examples include:

· Trustworthy Digital Repositories Audit and Certification (TDR) Checklist
As discussed, archival principles are reflected in the high-level OAIS Reference Model and in the design of digital repositories that aim to be “trustworthy.” Since the Reference Model was published as an ISO standard in 2003, work has been underway to develop a standard that identifies principles of good practice and metrics by which repositories can be evaluated.  In March 2012, Audit and Certification of Trustworthy Digital Repositories: Recommended Practice (TDR) was approved as ISO Standard 16363 (Consultative Committee, Audit, 2011). The TDR standard is based on an earlier document, the Trustworthy Repositories Audit and Certification: Criteria and Checklist, or TRAC (Trustworthy, 2007). Like the OAIS Reference Model, the TDR Checklist was published by the Consultative Committee on Space Data Systems (CCSDS).   In accordance with the roadmap that accompanied the Reference Model, work to develop the Checklist was done by experts outside the CCSDS, including librarians and archivists at the Center for Research Libraries, OCLC/RLG, and the US National Archives and Records Administration, and then brought back and sponsored by the CCSDS through the standards approval process.  
The TDR is designed for use by auditors conducting formal evaluations at the request of repositories that seek certification; however, it is also useful for self-assessment and planning.  Organizations can use the Checklist to raise their awareness of risks and make informed decisions about whether they are willing to accept potential risks rather than incur the costs to mitigate them.
The TDR provides statements of principles and an explanation of why each is important, along with examples and discussion of the evidence (metrics) by which the repository’s conformance to each principle may be judged.  Metrics are used collectively to judge the overall capacity of a repository to provide a preservation environment consistent with the OAIS Reference Model.  In addition, individual metrics can be used to identify weaknesses in the system.  A standard for auditing bodies, Requirements for Bodies Providing Audit and Certification of Candidate Trustworthy Digital Repositories,” was published by the CCSDS at the same time as the TDR Checklist as a companion to it (Consultative Committee, Requirements, 2011).   To date, the Center for Research Libraries has conducted audits and issued certifications to the Portico, HathiTrust, and Chronopolis repositories.  While other repository audit and self-assessment approaches have been developed, particularly in Europe, the accreditation of TDR as a formal ISO standard and the companion standard for auditing bodies increases the potential influence of the TDR. 

· Data Management Plans
When NSF announced its new requirement for data management plans, IMLS moved to add a section on data management to its Specifications for Projects that Develop Digital Products.  IMLS reviewers, believing that information scientists should practice in their own research what they preached to others, had been recommending this step for several years, but we had been unable to get administrative approval.  With the NSF announcement, we quickly received approval from the Office of Management and Budget for a new version of the Specifications form that included data management plans for research proposals.  The new requirement was instituted in 2011.  
Data Management Plans (DMPs) are now required by a number of funders, and data management services have been implemented by numerous universities, often with the participation of librarians.  Templates and assistance with completing required forms are provided to researchers working on grant applications.  More importantly, these plans may actually help with data management.  Good practice will call for DMPs to be reviewed periodically against project data collection and data management practices, with changes being made either to the plan or to practices as necessary.  
DMPs have so far dealt mainly with scientific data.  This work needs to be extended to the social sciences and humanities to ensure that cyberinfrastructure supports all scholarship. Organizations such as the ICPSR at the University of Michigan and funding agencies like the National Endowment for the Humanities (which also now requires data management plans) have taken important steps toward ensuring inclusion of the social sciences and the humanities.  
With their experience in digital preservation and curation, many university librarians  were prepared to assist researchers who suddenly needed to create DMPs.  The NSF requirement has forced attention to the beginning of the data lifecycle, where it belongs, and promises to change the dynamic of data management.  It may even help to decrease the number of researchers who wait until retirement before offering their data to a library or archive.  
 
· Digital Curation Profiles
A 2007 IMLS National Leadership Grant enabled librarians at Purdue, in partnership with information science researchers at UIUC, to conduct research and develop a template to identify disciplines (and sub-disciplines) most willing to share their data and to document researchers’ interest in assistance in managing their research data.  The data collection forms and interview guide have been packaged into a Digital Curation Profile toolkit and shared with other librarians through workshops and online publication, thus promoting further digital curation research.  The findings from this project have also been used to inform Purdue’s data management and repository services, such as assistance with verifying the accuracy of dataset publication formats.  Published datasets that have been archived in the Purdue University Research Repository will be remanded to the Libraries’ collection after 10 years or the life of the project sponsorship. Librarians and archivists will then decide whether or not to maintain the data with library funds (Witt, 2012). Retention decisions are likely to favor datasets that are well documented and available for reuse.  

· Framework of Guidance for Building Good Digital Collections
In order to identify and promote best practices for library, archive, and museum data providers, IMLS has supported the development of A Framework of Guidance for Building Good Digital Collections, first issued in 2002 and now maintained in its third version by the National Information Standards Organization (Framework, 2007).  As an authoritative resource for best practices in the creation and preservation of digital content and collections, it identifies four broad categories of activities (digital collections, digital objects, metadata and initiatives) and describes principles of good practice for each principle, along with pointers to current standards, protocols and additional resources.   A new version of the Framework is currently in development, with more international input than in earlier versions and the addition of a new category for principles of metadata aggregation.

· Variable Media Questionnaire
Creative expression is an important challenge in the digital curation landscape, although many who work in other sectors of cyberinfrastructure may know little about it.  
The problem of preserving digital and media arts was highlighted in a 2007 project, Archiving the Avant Garde: Documenting and Preserving Digital/Media Art, funded by the National Endowment for the Arts.  Project partners included the University of California, Berkeley Art Museum and Pacific Film Archive (BAM/PFA) and the Guggenheim Museum, among others.  In addition to a symposium, the project produced and collected a number of relevant documents and papers that remain available on the project website (Archiving, 2012). 
One of the documents was a paper by Richard Rinehart, Director of Digital Media at the Pacific Film Archive and a practicing digital artist.  He observed that “Individual works of media art are moving away from all hope of becoming part of the historic record at a rapid rate. Perhaps as important, the radical intentionality encapsulated in their form is also in danger of being diluted as museums inappropriately apply traditional documentation and preservation methods or ignore entire genres of these works altogether” (Rinehart, n.d.). 
Rinehart defined digital and media art forms as including “Internet art, software art, computer-mediated installations, as well as other non-traditional art forms such as conceptual art, installation art, performance art, and video” (Rinehart, p. 1).  He observed that media art is at least as much about performance as it is about an artifact or object.  He pointed out, for example, that Bach wrote many pieces for harpsichord that are today performed on a piano but are still considered authentic, and he argued that the same is true for digital media works.  They may be “performed” on a future piece of equipment or with different software and not lose their authenticity or integrity.  
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Still image from Ouija 2000 Art Installation (2000 Whitney Biennial), an interactive work by Ken Goldberg in collaboration with Rory Solomon, Billy Chen, Gil Gershoni, and David Garvey, courtesy of the artist under CC attribution/no derivatives license (http://goldberg.berkeley.edu). The image was featured on the Archiving the Avant Garde conference website; the work is archived in the Berkeley Art Museum.

In addition to highlighting the difficulties of preserving digital media art, the Archiving the Avant Garde project promoted a tool called the Variable Media Questionnaire (VMQ) now available online in its third beta version as an interactive form (Variable, 2012).  The “variable” in the name is a recognition that the creative expression captured in one medium can be transferred to another without losing authenticity or integrity, the point that Rinehart made about Bach’s works for harpsichord.  
The VMQ, designed for use by museums that are planning to exhibit or accession a work on a variable media format, asks the creators to define their work according to functional components like “media display” or “source code” rather than in medium-dependent terms like “film projector” or “Java”. It asks creators to identify what they believe is the most appropriate strategy for preserving and/or recreating the work, choosing among:   “storage (mothballing a PC), emulation (playing Pong on your laptop), migration (putting Super-8 on DVD), or reinterpretation (Hamlet in a chat room)” (Variable, Background, 2012).  All of these terms, with the exception of reinterpretation, are familiar to digital curators.  While migration is the technique practiced by most digital repositories, emulation has a distinct place in the preservation of digital media art and related genres like video games because it is tailored for uniqueness, which of course is the essential nature of art.  
Some artworks present such preservation challenges that the only option may be “recreation,” which entails gathering as much information as possible from the creator to document the meaning that the artist intended to convey.  This process helps to distinguish features that are essential to the work’s meaning from those that are less important or peripheral. The documentation can be used by future curators to “restage” the work in future if it proves impossible to preserve or emulate in its original form.  In other words, the VMQ acts much like a digital curation profile to capture information that explains an output (in this case, an artwork on digital media rather than a data collection)  and that will aid in understanding  and using it in the future.  Like the Digital Curation Profile, the VMQ may also help to raise awareness of preservation issues among creators, encouraging them to use sustainable formats and software whenever possible.

· Data Visualization Tools
What does digital media art have to do with the cyberinfrastructure of science?   Well, there’s been a lot of media attention recently to the challenges of “Big Data” and the difficulty of making sense of all the data collected by telescopes trained on outer space and sensors distributed around the world on land, in the atmosphere and in the oceans.  NSF has become concerned enough about this problem that it recently made an award of $10 million to the University of California Berkeley’s Algorithms, Machines, and People (AMP) Laboratory to investigate how conclusions derived from data can be expressed in a format easily understood by humans (Yang, 2012).  One of the AMP team members is Ken Goldberg, an artist as well as a professor of robotics engineering, whose digital media/Internet work Ouija was featured in the Archiving the Avant Garde project and is now archived in the Berkeley Art Museum’s digital media collection.  While seeming to be an online Ouija board, it provides a visual and interactive demonstration of the Central Limit Theorem.  
Data visualization, identified as one of the components of cyberinfrastructure, remains a challenge but is now being tackled in earnest with significant funding.  Perhaps artists will assist in creating innovative visual representations of data, and preservation techniques developed for digital media art, video games and other forms of creative expression may prove useful for preserving some of these representations. 

Conclusion
My intention in this scan of the last decade and a half of the digital environment is to show how its development has influenced the present and to make explicit the connection between today’s cyberinfrastructure and the principles and practices of digital curation.   Both depend on an interconnected network of trustworthy repositories, well-curated data, and a diverse body of experts who contribute to the preservation and discoverability of digital content with long-term value.  The challenge is ongoing and is too complex to be limited to one domain.  Economies of scale and international cooperation are necessary to preserve the human record in the digital age.  With continued support and investment in both distributed technical infrastructure and diversified human expertise, the benefits of cyberinfrastructure will extend broadly to all areas of research and discovery, to the preservation and dissemination of knowledge, and to the quality of life in the digital age.
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