Abstract

Prostate cancer is the most common cancer among men in the United States. Many treatments are available, but prostate brachytherapy is acknowledged as a standard treatment for patients with localized cancer. Prostate brachytherapy is a minimally invasive surgery involving the permanent implantation of approximately 100 grain-sized radioactive seeds into the prostate. While effective, contemporary practice of brachytherapy is suboptimal because it spreads the stages of planning, implant, and dosimetry over several weeks. Although brachytherapy is now moving towards intraoperative treatment planning (ITP) which integrates all three stages into a single day in the operating room, the American Brachytherapy Society states, “the major current limitation of ITP is the inability to localize the seeds in relation to the prostate.” While the procedure is traditionally guided by transrectal ultrasound (TRUS), poor image quality prevents TRUS from accurately localizing seeds to compute dosimetry intraoperatively. Alternative methods exist, but are generally impractical to implement in clinics worldwide.

The subject of this dissertation is the development of two intraoperative dosimetry systems to practically solve the problem of seed localization in ITP. The first system fuses TRUS with X-ray fluoroscopy using the ubiquitous non-isocentric mobile C-arm. The primary contributions of this dissertation include an automatic fiducial and seed segmentation algorithm for fluoroscopic images, as well as a next generation intraoperative dosimetry system based on a fiducial with seed-like markers. Results from over 30 patients prove that both contributions are significant for localizing seeds with high accuracy and demonstrate the capability of detecting cold spots. The second intraoperative dosimetry system is based on photoacoustic imaging, and uses the already implemented TRUS probe to detect ultrasonic waves converted from electromagnetic waves generated by a laser. The primary contributions of this dissertation therefore also include a prototype benchtop photoacoustic system and an improved clinical version usable in the operating room. Results from gelatin phantoms, an ex vivo dog prostate, and an in vivo dog study reveal that multiple seeds are clearly visible with high contrast using photoacoustic imaging at clinically safe laser energies. Together, both systems significantly progress the latest technologies to provide optimal care to patients through ITP.
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Chapter 1. Introduction

Across the globe, prostate cancer is the second most frequently diagnosed cancer and the sixth leading cause of cancer deaths in males [23]. In the United States alone, the statistics are even less favorable with prostate cancer being the most common cancer among men at nearly 240,000 cases and 30,000 deaths per year [55]. It is predicted that more than 80% of men will develop prostate cancer by the age of 80 [3].

1.1 Prostate Brachytherapy

There are many treatments that currently exist to combat these sobering statistics, such as radical prostatectomy, external beam radiation therapy, and hormonal therapy. However, permanent low-dose-rate brachytherapy is acknowledged as a standard option of care for patients of localized prostate cancer, with estimates of up to 250,000 treated by it in the United States during the past decade [7]. Permanent prostate brachytherapy (PPB) is a minimally invasive surgery that permanently implants approximately 100 grain-sized radioactive seeds into the prostate. The goal of the operation is to optimally position the seeds in order to maximize dose to cancerous tissue and minimize dose to healthy tissue. PPB is an effective means to treating prostate cancer, and has become a common choice among patients and surgeons because of its excellent long-term treatment outcomes of maximizing cancer control while minimizing morbidity [30, 65].

The treatment typically begins with a transrectal ultrasound (TRUS) planning study a few weeks before the implant to outline the prostate contour and to prepare the optimal placement of seeds. The implant then takes place in the operating room (OR), where the seeds are delivered via surgical needles through the perineum into the prostate, also under TRUS guidance. Finally, the patient is imaged most commonly by X-ray computed tomography (CT) within 60 days after the operation to verify the success of the operation in a final post-implant dosimetry.

1.2 Current Limitations

This contemporary procedure has several limitations that may be improved by a process called intraoperative treatment planning (ITP), as recommended by the American Brachytherapy Society [45].
ITP condenses all the steps of the treatment – planning, implant, and dosimetry – into one procedure in the OR. By moving the planning stage into the OR (known as intraoperative preplanning), ITP avoids any needless changes in anatomy or setup that may occur between planning and implant. By moving the dosimetry stage into the OR (known as dynamic dose calculation), ITP also allows additional seeds to be implanted immediately, rather than weeks, thereafter if the dosimetry is deemed insufficient. Furthermore, the three stages may be iterated, with the latest intraoperative dosimetry generating an updated plan for the additional implant of seeds.

Iteration of planning, implant, and dosimetry is an especially salient feature of ITP since such dynamic planning is necessary to provide truly optimal seed placement (see Figure 1). Even though the surgeon may have an optimal initial plan, actual seed locations may deviate from the planned seed locations for a variety of reasons. First, the seeds may naturally migrate in the soft tissue of the prostate. Secondly, the prostate itself may deform due to patient movement, needle insertion, or edema caused by the procedure. Finally, the surgeon himself may place seeds imprecisely during implantation. The ability to compensate for such deviations is essential to produce the best surgical outcome for the patient.

![Figure 1: Illustration of dynamic planning](image)

**Figure 1** Illustration of dynamic planning. In the top left, surgeon plans seed locations to give planned dose. In the top right, surgeon implants seeds so that actual seed locations match planned seed locations. In the bottom right, an implanted seed deviates from planned location causing a “cold spot”. In the bottom left, future planned seed locations are modified to compensate for deviations already present.
ITP would be a bold step forward to optimizing patient-specific care through PPB, but as stated by the American Brachytherapy Society, “the major current limitation of ITP is the inability to localize the seeds in relation to the prostate,” primarily due to the failings of TRUS. While TRUS is a valuable intraoperative tool for contouring the prostate during planning and for visualizing surgical needles during implant, it is difficult to use TRUS alone for localizing seeds during dosimetry (see Figure 2). False positives occur due to calcifications and air bubbles, while false negatives occur due to shadowing effects and poor image quality. Some have tried to segment the seeds in TRUS images but it has become widely accepted that TRUS alone is insufficient to locate seeds in relation to the prostate [16].

Figure 2 Sample TRUS image. It is difficult to localize seeds with TRUS alone because there are many false positives and false negatives.

1.3 Other Approaches to Intraoperative Dosimetry

Alternative approaches have been suggested to localize seeds for intraoperative dosimetry. There are several groups who have remained in the realm of ultrasound despite its disadvantages, utilizing technologies such as Doppler ultrasound high-resolution TRUS or three-dimensional probes [42, 79, 73, 74]. While some results are promising, most have not yet been proven to succeed in patients and still suffer from the same ultrasound weaknesses. Other approaches attempt to supplement or entirely replace ultrasound to localize seeds, a review of which may be found in the paper by Polo et al. [49]. To summarize, one approach is based on conventional CT scanners or cone-beam CT using flat-panel C-arms.
Although effective in locating seeds, such scanners and motorized encoded C-arms are uncommon in the OR and require a large orbit around the patient which is impractical to accomplish in the typically confined brachytherapy setup. Another approach is based on magnetic resonance imaging (MRI) [5, 6]. MRI is excellent for imaging prostatic tissue and is capable of identifying implanted seeds; however, intraoperative MRI is cumbersome, expensive, and slow while also requiring robotics to operate within the confined bore of the scanner during implant. There are other approaches, such as those based on vibroacoustography [44, 43], but such technologies are still in early developmental stages.

1.4 Proposed Intraoperative Dosimetry Systems

To solve these challenges, two intraoperative dosimetry systems are proposed in this dissertation. Both systems are effective, empowering surgeons to intraoperatively localize seeds in relation to the prostate as could never be done before. Both systems are economical, adding little additional expense in our currently cost-conscious health care system. Both systems are finally practical, adding minimal changes to current brachytherapy protocol and, consequently, incurring few if any further burdens to the surgeon. These systems are capable of widespread use due to their effectiveness, low cost, and practicality in solving the seed localization problem.

The first proposed intraoperative dosimetry system fuses TRUS with X-ray fluoroscopy based on the ubiquitous mobile non-isocentric C-arm to localize the seeds with respect to the prostate. Fluoroscopy can visualize the metallic seeds well, but alone it cannot visualize the prostate. It therefore makes a perfect complement to ultrasound, which is sufficient in visualizing the prostate, but insufficient in visualizing the seeds. Several groups have successfully combined the two imaging modalities for PPB, although most use radiation therapy simulators or encoded isocentric C-arms [14, 46, 66, 61, 12, 51, 28]. However, the most common fluoroscopic imaging device currently found in ORs across the world is the mobile non-isocentric C-arm, which in fact, is already used by many brachytherapists in addition to TRUS to occasionally verify needle or seed placement. Although more challenging, fusion of TRUS with such ubiquitous C-arms for seed localization would have a much wider impact than the specialized equipment used by a majority of groups. Therefore, in our system, three or more fluoroscopic shots are taken at arbitrary poses with a
mobile non-isocentric C-arm to image the seeds while the patient is still positioned on the surgical table with his legs in a high lithotomy position (see Figure 3). The three-dimensional (3D) seed locations are reconstructed from these two-dimensional (2D) X-ray images, which are subsequently registered to the TRUS prostate volume, making dynamic dose calculation possible. In order to track the C-arm, we also use a fiducial with radio-opaque features.

Figure 3 Several fluoroscopic images are needed to produce a 3D reconstruction of the seeds.

The second proposed intraoperative dosimetry system involves photoacoustic imaging. Recently, photoacoustic imaging has emerged as a promising new medical imaging modality suitable for various structural, functional, and molecular imaging applications [76]. It is based on the phenomenon known as the photoacoustic effect, simply defined as the conversion of electromagnetic waves to acoustic waves. The acoustic waves generated by the photoacoustic effect via a light source may be detected using a transrectal probe as is used in TRUS. Photoacoustic imaging would theoretically solve the brachytherapy seed localization problem since it would be capable of imaging the seeds more clearly than ultrasound. The number of false positives would be reduced because the metallic seeds would exclusively generate signal at specific wavelengths of light. The number of false negatives would also be reduced because the light source would be easily manipulated by fiber optic to illuminate all areas of the prostate. Moreover, photoacoustic
imaging would require little alteration to contemporary clinical practice since only the addition of a laser source is required (see Figure 4).

![Figure 4](image)

**Figure 4** Photoacoustic imaging of seeds involves the simple addition of an optical fiber to contemporary PPB practice.

1.5 Primary Contributions

The following is a summary of my primary contributions to set the stage for more detailed descriptions in the upcoming chapters.

1. I developed an algorithm that simultaneously segments the tracking fiducial and brachytherapy seeds in fluoroscopic images without a region of interest (ROI), thereby minimizing the need for manual intervention. Image-based radiographic fiducials are often used to track non-encoded X-ray devices like the mobile non-isocentric C-arm, but manual intervention is typically needed to select proper ROIs for segmenting both the tracking fiducial and the seeds, to evaluate the segmentation results, and to correct the segmentations in the case of failure, thus requiring a significant amount of extra time in the OR. Through the innovative use of image processing techniques such as mathematical morphology, Hough transforms, and random sample consensus (RANSAC), my method also detects and separates overlapping seeds that are common in brachytherapy implant images. The details of this method are discussed in Chapter 2.

2. I developed our next generation TRUS-fluoroscopy intraoperative dosimetry system based around a simple marker-based fiducial. Most TRUS-fluoroscopy intraoperative dosimetry systems use encoded C-arms or other specialized X-ray equipment that are impractical to
incorporate into most clinics. Even systems based on the ubiquitous mobile non-isocentric C-arm have flaws throughout their imaging pipeline, resulting in dosimetry that is neither very accurate nor robust. Shifting the paradigm to a simpler marker-based fiducial, I integrated an intraoperative dosimetry system based on my previously developed seed segmentation algorithm, a newly created fiducial detection algorithm, and existing reconstruction and registration algorithms developed by my colleagues and myself. This system proves to accurately localize seeds in patients while detecting cold spots, effectively resolving the problem of seed localization in ITP. The details of this TRUS-fluoroscopy intraoperative dosimetry system along with the marker-based fiducial are described in Chapter 3.

3. I developed a prototype photoacoustic imaging system for visualizing brachytherapy seeds in a laboratory setting. While there are several approaches to seed localization, photoacoustic imaging has emerged as an ideal modality to address this challenge and is easily incorporated into the ultrasound system used in the OR. A photoacoustic imaging system was therefore built around a clinical ultrasound system to achieve the task of visualizing and localizing seeds. I performed several experiments to analyze the effects of various parameters on the appearance of brachytherapy seeds in photoacoustic images. I also imaged multiple seeds in an *ex vivo* dog prostate phantom to demonstrate the feasibility of using this system in a clinical setting. The initial results of this benchtop photoacoustic imaging system demonstrated how the appearance of the seeds varied with each tested parameter, and showed that multiple seeds are clearly visible in an *ex vivo* dog prostate. The details of this prototype system and its corresponding results are found in Chapter 4.

4. I developed the next generation photoacoustic imaging system for the localization of brachytherapy seeds in a clinical setting. The prototype photoacoustic imaging system described in the previous contribution demonstrated promising results, but it also had many limitations that prevented it from being implementable in the OR. System components needed to be upgraded and several practical issues regarding imaging configurations and signal optimization had to be addressed. The first known *in vivo* study of photoacoustic imaging for PPB was then conducted.
with this upgraded photoacoustic system. Results show that multiple seeds are clearly seen in an
in vivo dog prostate, but the experiments also raise some research questions that may be
addressed in the future. The details of this next generation system and its corresponding results
are found in Chapter 5.
Chapter 2. Automatic Segmentation of Fiducial and Seeds in Fluoroscopic Images

One of the key steps in any system that fuses TRUS and X-ray fluoroscopy for prostate brachytherapy is image segmentation. Even with the many advanced image processing technologies available today, segmentation is not a trivial task, especially on fluoroscopic images of the prostate, where many radio-opaque objects may appear in the field of view (FOV). The primary contribution of this work, previously presented at SPIE Medical Imaging [36] and published in Medical Engineering and Physics [31], is a fully automated seed and fiducial segmentation algorithm that detects and separates overlapping seeds without the need of a user-selected ROI. The strong results of this algorithm therefore permit the direct pipelining from image acquisition to seed reconstruction.

2.1 Introduction

The first of our proposed intraoperative dosimetry systems fuses TRUS and fluoroscopy to localize the seeds with respect to the prostate. There are several different approaches to seed localization even among TRUS-fluoroscopy based intraoperative dosimetry systems, but fluoroscopy using the ubiquitous mobile non-isocentric C-arm is a promising approach because it is already a standard means of imaging within the OR.

While we present our own latest intraoperative dosimetry system based on the mobile non-isocentric C-arm in Chapter 3, this current chapter covers research that was applied on a previous generation system and initially proposed by Jain et al. [20, 21]. In their system, TRUS is used to image the prostate while 3 or 4 C-arm X-ray shots are taken at arbitrary poses to image the seeds. The 2D X-ray images are used to reconstruct the 3D seed locations, which are subsequently registered to the TRUS prostate volume. In order to achieve accurate tracking of the C-arm and registration with the TRUS frame, they mount a radiographic tracking fiducial called FTRAC [22] (see Figure 5) to the needle-guiding
template in a mechanically calibrated position, thereby providing a transformation between X-ray and TRUS.

Figure 5 Phantom setup of the FTRAC. (a) View of the FTRAC setup. (b) Setup with non-isocentric mobile C-arm.

The system proposed by Jain et al. is very attractive as a practical solution for dynamic dose calculation, since it is cost-effective and may be easily adopted by minimally altering the contemporary TRUS-guided brachytherapy procedure. However, significant improvements may be made in the workflow of their system, especially in regards to segmentation. A key element to the described approach by Jain et al. is the fluoroscope tracking fiducial (FTRAC), a compact image-based tracking fiducial composed of radio-opaque beads (BBs), lines and ellipses (see Figure 6). The FTRAC is designed to solve two important issues for localizing seeds: 1) the estimation of the C-arm pose for seed reconstruction and 2) registration to the prostate volume computed from TRUS images. However, while most other portions of the system are fully automatic, current segmentation algorithms of the FTRAC [71] and the seeds [72] require operator intervention, bringing the entire pipeline to a halt. The reason for this is that both the FTRAC and the seeds are located in the same X-ray field of view, and current algorithms require the operator to outline an ROI each for the FTRAC and for the seeds so that these features may be processed separately. Even with properly selected ROIs, such algorithms often need further intervention because of automatic segmentation failure, in which case the operator has to manually correct or entirely resegment the features. There are several alternative seed segmentation algorithms available [69, 61], but none would eliminate the need of
user intervention since they also require the selection of an ROI in this framework. Overall, these drawbacks inhibit the workflow of ITP, which is problematic in the OR where time is of critical importance.

Figure 6 Figures of the FTRAC. (a) FTRAC attached to the mounting bridge. (b) FTRAC mounted on needle template. (c) X-ray image of the FTRAC.

In this chapter, we propose an ROI-free segmentation of both the radiographic tracking fiducial and the seeds. The purpose of this work is two-fold: 1) to accomplish fully automatic pipelining from image acquisition to seed reconstruction by removing the requirement of selecting ROIs and 2) to minimize manual intervention caused from automatic segmentation failures. Although we focus on the segmentation of the FTRAC, our methods may be easily applied to various radiographic tracking fiducials that use points, lines, or conics [25, 54].

2.2 Methods

Our proposed algorithm (see Figure 7) takes as input a single X-ray grayscale image and outputs the equations of the lines, the 2D image coordinates of the points, and the equations of the conics (note that
the FTRAC has 3 parallel lines, 9 BBs, and 2 ellipses) as well as the 2D image coordinates of the brachytherapy seeds. In cases when there are overlapping seeds in a projection view, the algorithm automatically classifies them as overlapping and outputs separated image coordinates. If desired, the resulting segmentation may be overlaid on the input image for visualization (see Figure 8). There are several assumptions made regarding the X-ray image, all of which are practical in the clinical setting: 1) the X-ray image has been corrected for geometric image distortion caused by the X-ray image intensifier, 2) the FTRAC and seeds are fully visible within the X-ray FOV, 3) the FTRAC appears to the right of the seeds without overlapping them, 4) the FTRAC is oriented upright, and 5) the TRUS probe is retracted and therefore not located in the FOV. Our algorithm was tested on Palladium-103 seeds which tend to appear small and oval in X-ray.

![Flowchart of segmentation algorithm.](Image)
Figure 8 Sample phantom experiment segmentation. (a) Inputted original X-ray image. (b) Outputted segmentation of FTRAC lines (green), BBs (red dots), and ellipses (blue) as well as single (magenta dots) and overlapping (cyan circles) seeds overlaid on X-ray image.

2.2.1 Morphological image processing

As mathematical morphology [18] has proven fast and effective for segmenting various features such as points and edges, we first review morphological operations that are frequently applied to both binary and grayscale images in our segmentation process. The following four translation invariant morphological operations are especially important, forming a basis for other morphological operations. In these definitions, \( f \) is the input image and \( B \) is the structuring element.

Erosion: \( \psi_e(f)(x,y) = \min_{\xi,\eta}[f(x+\xi,y+\eta) - B(\xi,\eta)] \)

Dilation: \( \psi_d(f)(x,y) = \max_{\xi,\eta}[f(x-\xi,y-\eta) + B(\xi,\eta)] \)

Opening: \( \psi_o(\psi_e(f))(x,y) \)

Closing: \( \psi_c(\psi_d(f))(x,y) \)

Erosion and dilation may be described as nonlinear shape filters that replace a pixel with the minimum and maximum, respectively, of its neighborhood as indicated by a shaped structuring element. Opening and closing are standard combinations of erosion and dilation that are often used for filtering by shape.
There are also more advanced morphological operations used in our algorithm.

Conditional dilation: \[
\delta^k_B(f^m|f) = \delta^1_B \delta^1_B \ldots \delta^1_B(f^m|f) \text{ k times, where } \delta^1_B(f^m|f) = \min[\psi_B(f^m), f]
\]

Reconstruction: \[
r_B(f^m|f) = \max_{k>1} [\delta^k_B(f^m|f)]
\]

Top-hat: \[
f - \psi_B(\psi_e(f))
\]

Top-hat by reconstruction: \[
f - r_B(\psi_B(\psi_e(f)))f
\]

Conditional dilation is a stepwise region growing process, using repeated incremental dilations to grow the marker image \(f^m\) into the mask image \(f\) (note that every pixel in \(f^m\) must have a value less than or equal to that in \(f\)). It also provides a convenient means to describe morphological reconstruction, which is the end result of continuous conditional dilations. Top-hat is an operation involving the subtraction of an image by its opening, and is used to enhance contrast in an image. It may also be used along with reconstruction, hence top-hat by reconstruction, to provide more specific contrast depending on the structuring element. Figure 9 shows an example illustrating conditional dilation and reconstruction. Note that a reconstructed image by definition is equivalent to an image after numerous conditional dilations. However, the outputted reconstructed image is not necessarily equivalent to the inputted mask image. This is related to the nature of the min function in conditional dilation. In areas where the mask image \(f\) is less than the dilation \(\psi_B(f^m)\), the mask image is chosen and thus reproduced; in other areas, the dilation is chosen rather than the mask and thus appears differently from the mask. Figure 10 shows an example of top-hat and top-hat by reconstruction. Note that these two operations often produce very different results.
Figure 9 Grayscale examples of conditional dilation (using a $3 \times 3$ square structuring element) and reconstruction.

(a) Marker image, $f^m$. (b) Mask image, $f$. (c) Image after 50 conditional dilations, $\delta_B^{50}(f^m|f)$. (d) Image after 100 conditional dilations, $\delta_B^{100}(f^m|f)$. (e) Image after 150 conditional dilations, $\delta_B^{150}(f^m|f)$. (f) Reconstructed image, $r_B(f^m|f)$.

Figure 10 Grayscale examples of top-hat and top-hat by reconstruction (using a $50 \times 50$ square structuring element).

(a) Original image, $f$. (b) Image after opening, $\psi_\delta(\psi_e(f))$. (c) Image after top-hat, $f - \psi_\delta(\psi_e(f))$. (d) Reconstructed image of opening, $r_B(\psi_\delta(\psi_e(f))|f)$. (e) Image after top-hat by reconstruction, $f - r_B(\psi_\delta(\psi_e(f))|f)$. 
The choice of structuring element (i.e., its size and shape) in these morphological operations depends on the object at hand. Since object size may vary depending on resolution and scale, the size of the structuring element must also adjust accordingly. However, once resolution and scale are fixed, the size of the structuring element may likewise remain fixed. Since object shape is not dependent on resolution or scale, the shape of the structuring element may remain constant regardless of these factors.

### 2.2.2 FTRAC Lines and BBs

The FTRAC has a fixed structure that may be exploited; in particular, the 9 FTRAC BBs are positioned by design coincidently on top of the 3 parallel FTRAC lines. This becomes the basis for our approach of segmenting the lines and BBs simultaneously.

The first objective is to obtain a clean binary image of the FTRAC BBs. To do so, we perform a top-hat by reconstruction operation using a disk-shaped structuring element on the complemented X-ray image and then binarize the image using Otsu’s threshold [47] (see Figure 11a). The connected components [17] in the resulting binary image are then analyzed by properties such as area (i.e. the number of pixels in a connected region), eccentricity, solidity, and location to filter out objects that are not BBs (such as the implanted brachytherapy seeds). The 9 FTRAC BBs are distinguished from the majority of seeds and other remaining structures in the image due to their larger size, rounder shape, and location to the right side of the image. The result is a binary image containing the FTRAC BBs and very few if any remaining false detections (see Figure 11b).

Next, the FTRAC BBs are differentiated from false detections by the fact that they lie on lines that are oriented roughly in the vertical direction. To do this, the Hough transform [1] is applied to create a list of lines that pass through the pixels of the detected regions, sorted by their line strength. The FTRAC lines are always among the strongest lines output by the Hough transform since the BBs are large in size and since there are few false detections. The FTRAC lines are further distinguished because they comprise three lines that are parallel, roughly vertical, and are on the right side of the image (see Figure 11c). Since the Hough transform parameter space is fairly coarse (to reduce computation time), the three line positions are further refined. In particular, the three lines are fit using least squares to line edges produced from a thresholded top-hat operator using a vertical structuring element applied to the complemented source image.
This process yields three precise equations for the three FTRAC lines appearing in the source image.

Given the FTRAC lines, false BB detections are removed by applying morphological reconstruction to the binary image (see Figure 11b) using the intersections with the detected FTRAC lines.
as the marker image. The centroids of the resulting connected components give the estimated positions of the 9 FTRAC BBs.

**2.2.3 FTRAC Ellipses**

Segmentation of the FTRAC ellipses is much easier given knowledge of the positions of the FTRAC lines and BBs for two reasons: 1) a rough estimate of the regions of the FTRAC ellipses may be gained from the FTRAC lines and BBs, and 2) the FTRAC ellipse edges may be distinguished from the FTRAC line edges. Still, determining the equations of the FTRAC ellipses is still a challenging task as ellipse detection in itself is still an ongoing research field.

Our first objective in ellipse detection is to obtain a binary image containing the ellipse edges. Naïve application of the Canny edge detector [4] yields double edges rather than a desired single edge since the ellipse boundaries are spike edges rather than step edges. Instead, we apply Otsu’s threshold to the result of a top-hat operation using a square structuring element on the complemented input image (see Figure 12a). Further image processing follows, including 1) removing the edge pixels within a small range of the middle FTRAC line since it passes through the center of the two ellipses and thus interferes with ellipse detection, 2) filtering by area and shape using an opening with a square structuring element to remove spurious non-ellipse edges, and 3) thinning the edges of the binary image, which reduces complexity of ellipse detection by refining edges to have the width of a single pixel (see Figure 12b). These operations and their corresponding parameters are applied uniformly to all images.
Figure 12 Sample phantom experiment FTRAC ellipses segmentation. (a) Binary ellipse edges image after applying Otsu’s threshold. (b) Binary ellipse edges image after binary image processing.

At this stage, we have a binary image containing thinned FTRAC ellipse edges as well as a few remaining false edges. From here, we estimate an approximate region for each of the two FTRAC ellipses so an ellipse detection algorithm may subsequently determine the equations of the two ellipses separately. To do so, we exploit the now known positions of the FTRAC BBs to define an outer boundary around the ellipses. A dividing line between the two ellipse regions is then found by a two step process: first, by randomly positioning lines parallel and in between the now known outermost FTRAC lines to search for lines with four intersections, presumably two intersections per ellipse; and second, by finding the average point between the two innermost intersections out of the four total intersections. Such an average point then defines a horizontal line to separate the two ellipse regions.

Just as with lines, there exists a Hough transform for detecting ellipses. However, the generalized Hough transform is impractical for this application since it requires a large amount of memory. As an alternative, we used an ellipse detection algorithm based on RANSAC [11], which is a technique to fit instances of a model (in our case, ellipses) to data even in the presence of numerous outliers. The RANSAC framework requires code for a model fitting method and an error distance measurement, both of which already exist in the case of ellipses. We therefore implemented our RANSAC-based ellipse detection
algorithm with the aid of pre-existing code, including the numerically stable ellipse fitting algorithm developed by Halir and Flusser [15] and the point-to-ellipse distance calculation described by Xie and Ohya [78]. Using edge pixels selected within each of the previously estimated FTRAC ellipse regions, our ellipse detection algorithm then determines the equations of the two FTRAC ellipses.

2.2.4 Seeds

Segmentation of the FTRAC projection elements simplifies seed segmentation because the seeds may be distinguished from potentially similar appearing features of the FTRAC, such as the BBs. However, seed segmentation at this point is not trivial because: 1) other objects in the entire field of view may appear as seeds, and 2) seeds may overlap one another in the image making it difficult to identify their locations.

To segment the seeds we first obtain a binary image of the seeds by thresholding the top-hat by reconstruction of the complemented image using a disk-shaped structuring element (see Figure 13a). We chose a disk-shaped structuring element over a rectangular-shaped one since seeds may appear in any orientation. After removing the FTRAC region using a bounding quadrilateral determined by the FTRAC BBs and lines, we are left with a binary image of the seeds and some spurious seed-like artifacts (see Figure 13b). To remove these false positives, we take advantage of the fact that seeds are typically positioned close to one another. Therefore objects that are greater than an empirically determined threshold distance from the densest seed region are assumed to be false positives and removed from the binary image. Such spurious detections are rare (and we do not see such an artifact in Figure 13b) because the densest objects in the image are usually associated with either the seeds or the FTRAC BBs; but occasionally the urethral catheter used during surgery bends in such a way as to produce an artifact (see Figure 17b), and this step is typically effective in removing it.

At this point we have a binary image comprising only seeds, but some of these seeds are overlapping. We identify overlapping seeds based on the following physical principle. Assume a single seed with uniform attenuation coefficient $\mu$ is placed in a radio-transparent medium. According to Beer’s Law,

$$I(x, y) = I_0 e^{-\mu \int dz}$$
where $I(x,y)$ is the image intensity at position $(x,y)$, $I_0$ is the original X-ray intensity, and $z$ is orthogonal to the image plane along the line of projection. We may rearrange this equation to obtain:

$$-\ln \frac{I(x,y)}{I_0} = \mu \int dz$$

$$\iint -\ln \frac{I(x,y)}{I_0} \, dx \, dy = \mu \iiint dx \, dy \, dz = \mu V$$

Here, $V$ is the volume of a single seed and is clearly constant irrespective of the projection direction. Moreover, if there are $n$ seeds in the projection, then the total volume is $nV$, and the resulting value to the double integral is $n\mu V$. Therefore, the calculation of $\iint -\ln \frac{I(x,y)}{I_0} \, dx \, dy$ over each connected seed region of the image may serve as a metric for identify overlapping seeds, with the resulting value being constant for a single seed, double the constant for two overlapping seeds, triple for three seeds, and so forth.

There are several issues to consider when implementing this principle. First, seeds are not actually placed in a radio-transparent medium as described above since the patient anatomy surrounding the seeds has some degree of radio-opaqueness. Moreover, we generally do not know the value of the source intensity $I_0$. Nonetheless, the complemented top-hat by reconstruction that was previously calculated may effectively solve these two issues and represent $\frac{I(x,y)}{I_0}$ in this strategy. This is made possible since top-hat by reconstruction not only enhances contrast but removes nearly all background effects in the process. As a result, this emulates a normalized projection of seeds through a radio-transparent medium, evaluating to 1 at positions $(x,y)$ where there is no seed and a value between 0 and 1 where there is a seed (see Figure 13c). Another issue to consider is that the image is digital, so rather than calculate a double integral, we calculate a double summation. Finally, we also do not know the actual value of $\mu V$. However, this value may be estimated by taking the median value of this metric among all the connected regions, since in general the vast majority of regions are single seeds. Therefore, all seeds visible from regions with a metric value greater than a defined threshold are considered overlapped seeds, and these indications are included as an output of the algorithm.

The final step is to determine the positions of the individual seeds identified above to be in overlapping regions. We use the facts that palladium seeds in X-ray are small and appear Gaussian shaped
in intensity (see Figure 13d and e), and that the k-means [53] clustering algorithm works particularly well with Gaussian distributed data. Briefly, the k-means algorithm takes an array of data values (which might be vectors) as input and, given a user-specified number of clusters, outputs the cluster means and the cluster classification for each data point. In our case, each pixel of a particular overlapping region is set up as a data point multiple times according to the intensity of that pixel. For example, if pixel (50,100) has intensity value of 128 in 256-grayscale, there would be 128 instances of the data point (50,100) in the input to k-means. The previously described metric also provides a good estimate for the number of seeds $n$ found in an overlapping region and is therefore used as the number of clusters input to the k-means algorithm. The cluster means determined by k-means are the estimated positions of seeds found in overlapping regions. The positions of the remaining seeds found in non-overlapping regions are calculated by each region’s centroid (see Figure 13f).
Figure 13 Sample phantom experiment seeds segmentation. (a) Binary seeds image after applying Otsu’s threshold. (b) Binary seeds image after removing FTRAC. (c) Magnified complemented top-hat by reconstruction used to calculate metric for seed classification. (d) Magnified image of seeds with an example of overlapping seeds in rectangle. (e) Gaussian-like intensity distribution of overlapped seeds in rectangle of (d). (f) Magnified image of final seed segmentation.
Figure 14 through Figure 17 demonstrate a second example of the steps in our algorithm, this time for a clinical case that is also presented in our results.

Figure 14 Sample clinical study segmentation. (a) Inputted original X-ray image. (b) Outputted segmentation of FTRAC lines (green), BBs (red dots), and ellipses (blue) as well as single (magenta dots) and overlapping (cyan circles) seeds overlaid on X-ray image.
Figure 15 Sample clinical study FTRAC lines and BBs segmentation. (a) Binary BB image after applying Otsu’s threshold. (b) Binary BB image after binary image processing. (c) FTRAC lines (green) selected from among roughly vertical Hough transform lines (yellow). (d) FTRAC lines better resolved by least squares fitting of detected vertical line edges.
Figure 16 Sample clinical study FTRAC ellipses segmentation. (a) Binary ellipse edges image after applying Otsu’s threshold. (b) Binary ellipse edges image after binary image processing.
Figure 17 Sample clinical study seeds segmentation. (a) Binary seeds image after applying Otsu’s threshold. (b) Binary seeds image after removing FTRAC. (c) Magnified complemented top-hat by reconstruction used to calculate metric for seed classification. (d) Magnified image of seeds with an example of overlapping seeds in rectangle. (e) Gaussian-like intensity distribution of overlapped seeds in rectangle of (d). (f) Magnified image of final seed segmentation.
2.3 Results

The algorithm was tested on 55 phantom and 206 clinical images. X-ray images were taken with an OEC 9600 (GE Healthcare, Milwaukee, WI, USA) for phantom images and an OEC 9800 (GE Healthcare, Milwaukee, WI, USA) for clinical images using an analog NTSC video output with an image size of 720x480 pixels and a pixel resolution of 0.44 mm x 0.44 mm. Although it is possible to use digital DICOM images, they generally cannot be retrieved quickly in the OR.

The outputs of the algorithm were compared to manually corrected automatic segmentations of the FTRAC and the seeds. The manually corrected segmentation of the FTRAC was first computed using an automatic algorithm requiring an ROI [71]. Manual corrections followed, with the BBs segmented by choosing the nearest darkest points to the user’s selected points, the lines by performing least squares fitting of the 5 points per line that the user selects, and the ellipses by least squares fitting of the 7 points per ellipse that the user selects. As with the FTRAC, the manually corrected segmentation of the seeds was first computed by an automatic algorithm requiring an ROI [72], and then followed by any manual corrections. All manual segmentations were done by a well trained operator who had hundreds of cases of experience segmenting the FTRAC and seeds. In the most difficult cases where it is unclear whether a seed is overlapped, multiple poses were examined to verify the correct manual segmentation. Automatic segmentations of both the FTRAC and the seeds in the proposed algorithm required 5 seconds per image on average when running on a PC with a 2.33 GHz Intel Core 2 Duo processor.

Differences between manually corrected and automatic segmentations of the FTRAC are included in Table 1 through Table 4 and were calculated as follows. Let the subscripts $m$ and $a$ represent the manually corrected and automatic segmentations, respectively. BB segmentation differences are calculated using the Euclidean distance between the two BB coordinates, $(x_m, y_m)$ and $(x_a, y_a)$. For line segmentation differences, let $\rho$ and $\theta$ represent the parameters for the equation of a line, such that

$$x \cos \theta + y \sin \theta = \rho.$$

The difference in perpendicular distance to origin is $|\rho_m - \rho_a|$ and the difference in angle is $|\theta_m - \theta_a|$. For ellipse segmentation differences, let $h, k, a, b, \theta$ be the parameters for the equation of an ellipse, such that

$$h x^2 + k y^2 + 2 a b x y (x \cos \theta + y \sin \theta) = c.$$
\[
\frac{(x \cos \theta + y \sin \theta - h)^2}{a^2} + \frac{((-x \sin \theta + y \cos \theta) - k)^2}{b^2} = 1.
\]

The difference in center position is calculated as \(\sqrt{(h_m - h_a)^2 + (k_m - k_a)^2}\), the difference in major axis is \(|a_m - a_a|\), the difference in minor axis is \(|b_m - b_a|\), and the difference in orientation is \(|\theta_m - \theta_a|\).

Finally, for pose estimation differences, pose is calculated from the FTRAC segmentations using the pose recovery mathematics provided by Jain et al. \[22\] and is given in the homogeneous form

\[
\begin{bmatrix}
  r_{11} & r_{12} & r_{13} & t_x \\
  r_{21} & r_{22} & r_{23} & t_y \\
  r_{31} & r_{32} & r_{33} & t_z \\
  0 & 0 & 0 & 1
\end{bmatrix},
\]

where \(r_{ij}\) represents entries in the rotation matrix \(R\), and \(t_i\) represents entries in the translation vector \(T\).

Difference in rotation angle is thus computed as \(\cos^{-1}(\text{trace}(R_a R_m^{-1})/2)\), and translation difference is computed as \(|t_m - t_a|\) for each of the three axes.

**Table 1** BB segmentation differences [root mean square (mm)].

<table>
<thead>
<tr>
<th>BB #</th>
<th>Phantom</th>
<th>Clinical</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2699</td>
<td>0.2431</td>
</tr>
<tr>
<td>2</td>
<td>0.3000</td>
<td>0.2464</td>
</tr>
<tr>
<td>3</td>
<td>0.2658</td>
<td>0.2405</td>
</tr>
<tr>
<td>4</td>
<td>0.2650</td>
<td>0.2635</td>
</tr>
<tr>
<td>5</td>
<td>0.2356</td>
<td>0.2332</td>
</tr>
<tr>
<td>6</td>
<td>0.2496</td>
<td>0.2616</td>
</tr>
<tr>
<td>7</td>
<td>0.1965</td>
<td>0.2759</td>
</tr>
<tr>
<td>8</td>
<td>0.1905</td>
<td>0.3038</td>
</tr>
<tr>
<td>9</td>
<td>0.1625</td>
<td>0.2481</td>
</tr>
</tbody>
</table>

**Table 2** Line segmentation differences (mean ± std).

<table>
<thead>
<tr>
<th>Data</th>
<th>Line #</th>
<th>Distance (mm)</th>
<th>Angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom</td>
<td>1</td>
<td>0.3252 ± 0.2194</td>
<td>0.1314 ± 0.1114</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.4521 ± 0.5130</td>
<td>0.2464 ± 0.2431</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.6321 ± 0.4625</td>
<td>0.2304 ± 0.2077</td>
</tr>
<tr>
<td>Clinical</td>
<td>1</td>
<td>0.4260 ± 0.3798</td>
<td>0.2436 ± 0.2002</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.4037 ± 0.3428</td>
<td>0.2566 ± 0.1928</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.5269 ± 0.4018</td>
<td>0.2916 ± 0.2221</td>
</tr>
</tbody>
</table>

**Table 3** Ellipse segmentation differences (mean ± std).

<table>
<thead>
<tr>
<th>Data</th>
<th>Ellipse #</th>
<th>Center (mm)</th>
<th>Major axis (mm)</th>
<th>Minor axis (mm)</th>
<th>Orientation (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom</td>
<td>1</td>
<td>0.2181 ± 0.0911</td>
<td>0.0970 ± 0.0773</td>
<td>0.0825 ± 0.0583</td>
<td>0.7119 ± 0.6463</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.4136 ± 0.3598</td>
<td>0.4059 ± 0.5602</td>
<td>0.0919 ± 0.0819</td>
<td>0.5068 ± 0.6510</td>
</tr>
<tr>
<td>Clinical</td>
<td>1</td>
<td>0.2325 ± 0.1531</td>
<td>0.1952 ± 0.2821</td>
<td>0.1165 ± 0.1554</td>
<td>0.5861 ± 0.5163</td>
</tr>
<tr>
<td>Data</td>
<td>Rotation angle (degrees)</td>
<td>x (mm)</td>
<td>y (mm)</td>
<td>z (mm)</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td></td>
</tr>
<tr>
<td>Phantom</td>
<td>0.3362 ± 0.2277</td>
<td>0.0698 ± 0.0481</td>
<td>0.0623 ± 0.0551</td>
<td>1.6546 ± 0.9500</td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>0.3965 ± 0.3228</td>
<td>0.0904 ± 0.0674</td>
<td>0.0925 ± 0.1316</td>
<td>2.1118 ± 2.7820</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Pose estimation differences (mean ± std).

<table>
<thead>
<tr>
<th>Data</th>
<th>Patient</th>
<th>Number of Seeds</th>
<th>Detection Rate</th>
<th>False Positive Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom</td>
<td>Phantom</td>
<td>20</td>
<td>98.1%</td>
<td>0.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>97.8%</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>97.3%</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>95.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>94.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120</td>
<td>95.4%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Phantom Overall</td>
<td></td>
<td></td>
<td>95.9%</td>
<td>0.2%</td>
</tr>
<tr>
<td>1</td>
<td>22</td>
<td>95.4%</td>
<td>3.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>99.3%</td>
<td>2.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>98.6%</td>
<td>2.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>66</td>
<td>98.9%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>39</td>
<td>99.4%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>82</td>
<td>98.9%</td>
<td>3.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>97.6%</td>
<td>2.9%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td>99.6%</td>
<td>5.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>98.8%</td>
<td>3.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>99.0%</td>
<td>4.7%</td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>4</td>
<td>35</td>
<td>99.2%</td>
<td>4.1%</td>
</tr>
<tr>
<td></td>
<td>68</td>
<td>99.7%</td>
<td>3.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>77</td>
<td>98.7%</td>
<td>1.6%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>100.0%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>98.3%</td>
<td>1.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>99.0%</td>
<td>1.3%</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>98.5%</td>
<td>0.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>61</td>
<td>99.8%</td>
<td>0.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>66</td>
<td>99.1%</td>
<td>0.9%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>81</td>
<td>99.5%</td>
<td>3.6%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 Seed segmentation results.

2.3.1 Phantom Experiments

A phantom was created with gelatin and implanted with 5 different seed configurations comprising 20, 40, 60, 80, 100, and 120 seeds, respectively. A total of 55 images (10 images for 20 seeds
and 9 images for the other cases) were taken at various C-arm poses as would be done in a clinical setting (see Figure 8).

For FTRAC segmentation, our algorithm was able to segment 53 of the 55 distortion corrected phantom images successfully, resulting in a 96.4% success rate. We define successful segmentation here as having less than 2 degrees difference in rotation angle compared to manually corrected segmentation, using pose as the standard since it is a simple unifying metric for all the feature segmentations of the FTRAC. Moreover, current reconstruction algorithms may handle pose errors of less than 2 degrees with greater than 97.5% success rate [39]. Segmentation failure may therefore result either by failing to produce segmentation outputs for all features, or by inaccurately segmenting features so large differences in rotation angle occur. A sample result is shown in Figure 8, and differences in the successful automatic FTRAC segmentations of the phantom images and their manually corrected counterparts are shown in Table 1 through Table 4.

For seed segmentation, our algorithm detected 3485 seeds while there were 3629 seeds. 3479 detected seeds from our algorithm matched to the manually corrected seeds, resulting in a 95.9% seed detection rate and a 0.2% false positive rate. More specific results are recorded in Table 5.

2.3.2 Clinical Study

A total of 206 patient images were collected from 7 patients under the Institutional Review Board’s approved protocols at the Johns Hopkins Hospital. For all patients, Palladium-103 seeds (Theragenics®, GA, United States) were implanted. The X-ray images were taken at various C-arm poses, and the number of implanted seeds varied from 22 to 84 seeds (see Figure 14).

44 of the 206 clinical images were not properly taken with the complete FTRAC in the field of view, therefore failing to satisfy one of the assumptions of our algorithm. Of the remaining 162 images, 143 FTRAC segmentations were successful resulting in an 88.3% success rate. A sample result is shown in Figure 14, and quantitative differences between successful automatic and manually corrected segmentations are also shown in Table 1 through Table 4 within the row or column labeled “Clinical”.

For seed segmentation, 13 among the 143 images with successful FTRAC segmentations were improperly taken with the TRUS probe in the field of view, being useful for FTRAC segmentation
development but inappropriate for seed segmentation evaluation. Consequently, in the remaining 130 images, our algorithm detected 7118 seeds while there were 7014 seeds. 6936 detected seeds in our algorithm matched to the manually corrected segmented seeds, resulting in a 98.9% seed detection rate but a 2.6% false positive rate. More specific results are also recorded in Table 5.

2.4 Discussion and Conclusion

We have developed an algorithm to simultaneously segment the FTRAC and the seeds while effectively identifying and separating overlapped seeds. The end result is a pipelined seed reconstruction system for prostate brachytherapy and minimized manual intervention caused by segmentation failures.

With the addition of this algorithm, processing begins immediately after image acquisition, so the steps of distortion correction, FTRAC segmentation, seed segmentation, and pose estimation are automatically pipelined. Once three images are acquired, seed reconstruction (using a technique described elsewhere [39]) completes the pipeline so that dose distribution calculations may be obtained. All computations are easily completed within the tens of seconds it takes for the technician to rotate the C-arm to the proper pose for acquiring the next X-ray image.

Although the algorithm fulfills its purpose, there are a few items that require caution. First, this algorithm uses the FTRAC fiducial, which is sensitive to segmentation differences along the depth (z) direction (see Table 4) and is not yet commonly used in brachytherapy procedures. However, since most fiducials are likewise composed of lines, BBs, and/or ellipses, there is high confidence that the fiducial segmentation techniques used in this algorithm may be generalized to other fiducials. Secondly, our algorithm was only tested for implants of Palladium-103 seeds, not for implants of Iodine-125 seeds that are also commonly used in many clinics. Since iodine seeds appear larger and more rectangular than palladium seeds under X-ray, it is unknown whether our algorithm will show similar segmentation performance on iodine seeds. However, it is important to note that the theory for segmenting palladium seeds and iodine seeds is similar, and the general steps of morphological processing, calculating the double summation, and applying k-means would likely be applicable to iodine seeds also. Finally, while this algorithm is able to resolve most overlapping seeds in projection images, it is unable to completely identify
every seed in the image, especially in cases where one seed completely hides another. However, there are many existing matching-based [39, 29] and tomosynthesis-based [70, 40] reconstruction algorithms that may handle this “hidden seed” problem as well as the potential issue of reconstructing images with differing number of detected seeds.

A few algorithms have already been proposed for seed segmentation. Tubic et al. [69] have proposed a seed segmentation algorithm similarly based on morphological processing while also resolving overlapped seeds. However, there are several key differences between our work and theirs, including the choice in automatic threshold selection, overlapped seed analysis, and approach for resolving overlapped seeds. While we apply Otsu’s threshold, a double summation metric, and k-means, Tubic et al. uses the bidimensional entropy method, analysis by connected region properties, and simulated annealing. Our work has a higher seed detection rate than their algorithm, boasting higher than a 96% detection rate compared to their 92% detection rate. Su et al. [61] have also proposed a seed segmentation algorithm. In their work, they have resolved overlapped seeds through a simulation study using Gaussian classifiers and geometric analysis of clusters. Although they have done extensive work on simulation and phantom studies, they have not presented any clinical results. Moreover, they present segmentation and cluster analysis time of 1 minute per projection.

While our algorithm is not perfect, it certainly improves the current workflow. At their worst, previous algorithms would require the operator to travel back and forth from C-arm to console, impeding with the multiple responsibilities of operating the C-arm, specifying ROIs, inspecting the results, and manually correcting segmentations, which may take as much as several additional minutes in the OR. Even at their best, they would still require the operator to divert attention away from orienting the C-arm and towards managing ROIs on the computer. On the other hand, at its best, our algorithm would allow the operator to focus almost exclusively on the C-arm, only requiring him to take a glance from his position at the C-arm to verify the results, and being limited only by his speed in C-arm operation. Even at its worst, the operator always has the option to take another X-ray image at a slightly adjusted C-arm position to allow the pipeline another chance to run successfully, or he may manually correct segmentation errors as would be needed in the case of failure regardless of segmentation algorithm.
We have presented our work for simultaneously segmenting the FTRAC and brachytherapy seeds. Through innovative use of image processing techniques, our method is able to give satisfactory results for both FTRAC and seed segmentation. Moreover, image acquisition and preprocessing is pipelined without need for manual intervention, saving crucial time in the OR and improving dynamic dosimetry system performance.
Chapter 3. Ultrasound-Fluoroscopy

Intraoperative Dosimetry Based on a Marker-Based Fiducial

Even with an automatic fiducial and seed segmentation algorithm, complex fiducials with lines and conics are cumbersome in several ways. Moreover, existing TRUS-fluoroscopy based intraoperative dosimetry systems also present many other drawbacks in localizing seeds. Nonetheless, it is challenging to find better tracking solutions or to significantly improve existing systems unless an alternative fundamental approach is taken. The primary contribution of this work, previously presented at SPIE Medical Imaging [32], is therefore a next generation TRUS-fluoroscopy based intraoperative dosimetry system and the paradigm shift offered by a simple marker-based fiducial. Extensive clinical analysis of this system shows that it produces outstanding results while reducing opportunities for error.

3.1 Introduction

As mentioned in the previous chapter, Jain et al. [20, 21] has proposed a prototype intraoperative dosimetry system based on TRUS and mobile non-isocentric C-arm fluoroscopy that is capable of localizing seeds, but even so, their system leaves some things to be desired. Their premise for intraoperative dosimetry is to register a 3D fluoroscopic reconstruction of seeds to a corresponding 3D TRUS prostate volume. A central component to their system is the fluoroscope tracking fiducial (FTRAC) [22], a compact tube-like fiducial composed of several radio-opaque features such as points, lines, and ellipses. The FTRAC is an innovative method to recover the poses from the non-encoded C-arm that are needed for reconstruction, since image processing algorithms may estimate the C-arm source position from the unique appearance of the fiducial in a 2D projection image. Moreover, the FTRAC is fixed firmly above the patient’s abdomen to the stepper guiding the TRUS probe, therefore also providing the necessary link between the fluoroscopy and ultrasound coordinate systems that is needed for registration. Although
the FTRAC has such features, it also has significant drawbacks. First, the FTRAC restricts fluoroscopic acquisition because the technician must position the C-arm in at least three distinct poses where the FTRAC and seeds are in the same field of view yet do not overlap. This is a challenging task since the C-arm already has little room to maneuver as the C-arm detector is typically confined to a small space between the raised legs of the patient in the lithotomic position. Second, the FTRAC complicates segmentation because of the different types and the number of features that need to be segmented. Although automatic segmentation algorithms exist [71, 31], no algorithm is fail-proof, and manual segmentation of points, lines and ellipses is both tedious and time-consuming. Finally, the mechanical registration that comes with the FTRAC is unsatisfactory. There are significant errors due to prostate deformation, as the TRUS probe must be inserted to capture TRUS images but is removed to capture fluoroscopic images. It is also reported that seed localization in an FTRAC-based intraoperative dosimetry system has an undesirable mean absolute system error of 4 mm [21], due to mechanical pre-calibration errors and biases that may be present during seed reconstruction. Besides the FTRAC, other components of their system also prove to be insufficiently robust. Their seed segmentation algorithm [72] requires user intervention via a manually selected ROI, and their reconstruction algorithm known as MARSHAL [23] is not only sensitive to common pose errors, but is also incapable of handling “hidden” overlapping seeds.

In this chapter, we present an alternative system for PPB intraoperative dosimetry. Based on ultrasound and fluoroscopy, our system overcomes limitations of other image-guidance systems because it is inexpensive, easily implementable, and thoroughly tested. Since we use the ubiquitous mobile non-isocentric C-arm, it is also an improvement to existing ultrasound-fluoroscopy intraoperative dosimetry systems because it uses standard OR imaging equipment. Finally, by shifting the paradigm to a simple marker-based fiducial and implementing a robust pipeline of image processing algorithms, our system overcomes the problems that come with the latest proposed intraoperative dosimetry systems.

3.2 Methods

3.2.1 System Workflow and Apparatus
Our proposed intraoperative dosimetry system follows a simple premise (see Figure 18). Three or more distinct 2D fluoroscopic images are taken of the seeds and fiducial. TRUS images are taken to acquire the prostate volume. Both image sets are processed and registered to compute dose.

Three pieces of hardware are required for our system. The first two are the imaging devices, i.e. the mobile non-isocentric C-arm and the TRUS scanner, both of which are assumed to be calibrated. The third is the fiducial, but instead of the FTRAC, our fiducial is a cylindrical radiolucent tube with nine seed-like point markers (see Figure 19). While fiducials based on large point markers, lines or conics may not be overlapped with the implanted seeds because it would degrade automatic seed segmentation, a fiducial with seed-like point markers may be overlapped because it would not interfere. This gives the technician the much needed freedom to maneuver the C-arm into the distinguishable poses required for reconstruction. Moreover, while other fiducials would entail a separate image processing pipeline, our fiducial allows the seed-like markers to be segmented and reconstructed just like implanted seeds. This streamlines the workflow and reduces the chances for error. The configuration of the nine markers is arbitrary; the only requirement in our experience is that at least four markers should be placed in a 3D configuration for more precise pose tracking. Such a liberty in configuration therefore also makes the fiducial trivial to

**Figure 18** Ultrasound-Fluoroscopy Intraoperative Dosimetry System Workflow
manufacture, especially when compared to other common tracking systems. This fiducial does not provide poses as precise as the FTRAC, but it is sufficiently precise for the purposes of our later-described seed reconstruction algorithm. And while the FTRAC is fixed in a predefined position, our fiducial may be moved to an arbitrary position using a flexible arm, since registration for our system is not done mechanically but computationally.

**Figure 19** Simple marker-based fiducial. (a) Illustration of fiducial with markers and coordinate system identified. (b) Photograph of fiducial clipped to needle-guiding template with a flexible arm in the OR.

The protocol for our system begins with the patient placed on the surgical table and anesthetized in the lithotomic position. Prostate contouring and seed planning under TRUS guidance is completed during the intraoperative preplanning stage using the planning software known as VariSeed (Varian, Palo Alto, CA, USA). Palladium-103 seeds (Theragenics, Buford, GA, USA) are then delivered into the prostate via needles and a Mick applicator (Mick Radio-Nuclear Instruments, Mount Vernon, NY, USA). After all seeds are implanted, the TRUS volume for intraoperative dosimetry is acquired by recording transverse ultrasound slices at 1 mm intervals while the TRUS probe is continuously retracted from a few millimeters superior to the base to a few millimeters inferior to the apex. The fluoroscopy images for intraoperative
dosimetry are then acquired using a framegrabber by capturing at least 3 distinct images within a 20° cone around the patient’s anterior-posterior axis with the TRUS probe fully retracted and the fiducial attached to the needle-guiding template. All images are then imported into our image-guidance software.

In software, there are four main image processing steps: 1) seed segmentation, 2) fiducial detection with pose estimation, 3) seed matching with reconstruction, and 4) fluoroscopy-to-TRUS registration. For each algorithm, graphical user interfaces (GUIs) have been set up for validation and for any required manual adjustments (see Appendix A).

3.2.2 Seed Segmentation

The first step in the image processing pipeline is seed segmentation, which has the purpose of localizing seeds in the multiple fluoroscopic images in preparation for seed matching with reconstruction. It therefore inputs a distortion-corrected image and outputs the 2D coordinates of every seed in the image (see Figure 20). Since our fiducial is composed of seed-like point markers, the marker coordinates are also outputted without differentiating markers from seeds; this distinction is left for the next step of fiducial detection with pose estimation. It is also designed to segment the seeds without a user-defined ROI, but if desired, an ROI may be selected via the provided GUI. Moreover, the algorithm attempts to recover overlapping seeds, but even if a few are not recovered by the end of this step, the remaining “hidden” seeds are generally recovered in our later step of seed matching.

Our algorithm is similar to the one presented in the previous chapter [31]. Briefly stated, the algorithm performs a morphological top-hat by reconstruction to improve contrast between the seeds and the background of the inputted image. The result is binarized by Otsu’s threshold and each connected component region is then analyzed to distinguish any seeds that are closely overlapping. However, to improve upon the aforementioned published algorithm, next we assume that all regions may contain up to five overlapping seeds, although regions generally contain no more than three. We then perform k-means clustering on the coordinates in each region, setting the number of clusters to this maximum number of overlapping seeds. If the resulting cluster coordinates are unreasonable by being too close or too different in pixel intensity, we assume the wrong number of clusters was inputted into the k-means algorithm and reduce it by one. This is iterated until the result from the k-means clustering algorithm satisfies our
conditions of pixel distance and intensity. Note that at least one seed will be identified per region through this process.

Figure 20 Seed segmentation and fiducial detection. (a) Before seed segmentation. (b) After seed segmentation and before fiducial detection, with single seeds (red dots) and overlapping seeds (magenta circles) identified. (c) After fiducial detection with markers identified (green dots).

3.2.3 Fiducial Detection with Pose Estimation

The second step is fiducial detection with pose estimation, which aims to distinguish the fiducial marker coordinates from among the segmented coordinates and calculate the respective pose from the marker coordinates for the later step of seed matching with reconstruction. This step therefore takes as input the segmented coordinates from the previous step and outputs the ones belonging to the fiducial as well as the corresponding pose (see Figure 20). We also assume the 3D model of the fiducial is known and there is some general knowledge of the pose (in our case, the length of the fiducial is oriented approximately foot-to-head and pose is roughly along the anterior-posterior axis), both of which are reasonable to know in a clinical setting. The fact that the fiducial model is one of the inputs also allows this algorithm to work for fiducials of arbitrary configuration.

Overall, this step is performed by iterating between two sub-functions we call template matching and pose estimation. Given a 3D pose, the template matching sub-function finds the best fit of the corresponding 2D fiducial projection among the segmented coordinates. Given 2D fiducial coordinates, the pose estimation sub-function calculates the optimal 3D pose. The algorithm is initialized with our assumed general knowledge of the pose. However, since this initial pose is not perfect, iteration between the two
sub-functions improves the results, with the outputs of each sub-function serving as the inputs to the other. This continues until convergence, which is generally within three iterations.

The details of the template matching sub-function are as follows (see Figure 21). First, the two furthest points are identified in the projected template (see Figure 21a). Next, these furthest points are registered in 2D with scale to a pair of segmented coordinates (see Figure 21b). Then, the registered template is overlaid on all the segmented coordinates to find the closest corresponding matches (see Figure 21c). Afterwards, an error metric is computed between the registered template and its closest matches; we chose mean Euclidean distance weighted by scale (see Figure 21d). In principle, this would be repeated over all pairs of segmented coordinates, and the registration with least error would be outputted as the best template match. However, to speed up computation time, we also added two heuristics that come from the assumption that the actual pose is within certain limits of the initial pose, thus reducing search time. The first heuristic is to consider only the pairs of segmented points that have a distance within a certain fraction of that of the furthest two points in the template, in our case 25%, since we assume that magnification will not differ significantly. The second heuristic is that the pairs of segmented coordinates must result in registrations within 15 degrees of in-plane rotation, since we do not expect to capture images with the fiducial oriented at a greater angle. With this approach, note that we would theoretically produce zero error if the fiducial is moved in 3D via four of the six degrees of freedom with respect to the initial pose. This is accomplished through the 2D registration with scale, which accounts for parallel movement (two translational degrees of freedom and one rotational degree of freedom, specifically yaw) and perpendicular movement (the third translational degree of freedom resulting in magnification) with respect to the imaging plane. We consequently notice that most errors in template matching are caused by the unaccounted differences about the other two rotational degrees of freedom (pitch and roll).
Figure 21 Steps in template matching. (a) Find the two furthest points in template (connected by red line) (b) register template (blue crosses) to a pair of segmented coordinates (red dots); (c) find the closest segmented coordinates (green circles) to the registered template, (d) calculate error, which in this case is high.

The other sub-function, pose estimation, is essentially an optimization problem with “projection error” as the cost function. To compute projection error, we consider that the image homogeneous coordinates, \( p_i^I = [p_{ix}^I, p_{iy}^I, 1]^T \), of the \( i \)th fiducial marker with world homogeneous coordinates, \( p_i^W = [p_{ix}^W, p_{iy}^W, p_{iz}^W, 1]^T \), is calculated as:

\[
p_i^I = \begin{bmatrix}
  f & 0 & u_0 & 0 \\
  0 & f & v_0 & 0 \\
  0 & 0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
  R(\Phi) & t \\
  0 & 1
\end{bmatrix}
\begin{bmatrix}
  p_i^W \\
  1
\end{bmatrix}
\]

where \( f \) and \((u_0, v_0)\) are the focal length and the image center, respectively, of the C-arm in units of pixels, assumed to be known through calibration, and \( R(\Phi) \) and \( t \) are the pose rotation in rotation matrix form and the pose translation vector, respectively. If the homogeneous segmented coordinates of the fiducial marker is notated as \( \hat{p}_i^I = [\hat{p}_{ix}^I, \hat{p}_{iy}^I, 1]^T \), projection error is therefore computed as \( PE_i = \| p_i^I - \hat{p}_i^I \| \). Therefore the optimization problem becomes:

\[
\min_{\Phi, t} \sum_{i=1}^{NM} PE_i
\]
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where $N_M$ is the number of fiducial markers. This problem may be solved by various unconstrained optimization techniques, such as Newton’s method.

### 3.2.4 Seed Matching with Reconstruction

The pipeline continues with the third step of seed matching with reconstruction, which computes a 3D seed cloud from the three or more distinct fluoroscopic images. This algorithm therefore takes as input the total number of implanted seeds and the previously computed results from all the images; it then outputs the 3D seed coordinates with respect to the fiducial coordinate system (see Figure 22). The algorithm we use is known as Automatic Pose Correction Reduced Dimensionality Matching Algorithm for Prostate Brachytherapy Seed Reconstruction (APC-REDMAPS) published by Lee et al. [38]. It is an extremely robust reconstruction algorithm that resolves hidden seeds while being insensitive to pose imprecision.

To describe it briefly, the crux of the reconstruction problem is to determine the unique correspondences of all the seeds among the images. However, since seeds may be hidden, this assignment problem should be modified so that each segmented coordinate may be assigned multiple times across images. In the case of the minimum of three images, it may be formulated as the following large combinatorial optimization problem:

$$\min_{x_{ijk}} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \sum_{k=1}^{N_3} c_{ijk}(\Phi, t)x_{ijk},$$

s.t. \[ \sum_{j=1}^{N_2} \sum_{k=1}^{N_3} x_{ijk} \geq 1, \forall i \]

\[ \sum_{i=1}^{N_1} \sum_{k=1}^{N_3} x_{ijk} \geq 1, \forall j \]

\[ \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} x_{ijk} \geq 1, \forall k \]

\[ \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \sum_{k=1}^{N_3} x_{ijk} = N \]

\[ x_{ijk} \in \{0, 1\}, \forall i, j, k \]

where $N$ is the total number of implanted seeds; $N_1, N_2, N_3$ are the numbers of segmented seed coordinates in images 1, 2, and 3, respectively; $c_{ijk}$ is the cost of matching seed coordinates $i, j,$ and $k$ from images 1, 2, and 3, respectively and is a function of pose rotation $\Phi = (\phi_1, \phi_2, \phi_3)$ and translation $t = (t_1, t_2, t_3)$;
and $x_{ijk}$ is a binary variable equal to 1 if seed coordinates $i$, $j$, and $k$ from images 1, 2, and 3, respectively, are matched or 0 otherwise. In other words, the algorithm finds the matching that minimizes an overall cost such that the following constraints are satisfied: 1) every segmented coordinate in each image is matched at least once (hence $\geq 1$), and 2) the total number of matches is equal to the total number of implanted seeds.

The particular cost metric that is used is known as “reconstruction accuracy”, which is defined as the root mean squared distance between the backprojected lines and their symbolic intersection. While it would normally be expensive to solve this huge optimization problem, the algorithm significantly reduces computation time by exploiting the nature of this cost metric to prune numerous impossible solutions, and converting this NP-hard binary integer program into a polynomial-time linear program. Once this matching optimization problem is solved, reconstruction naturally follows by computing the intersection of the now matched backprojected lines.

At this stage, although the reconstruction is optimal for the poses provided, it might not be perfect since the poses themselves are not perfect; we therefore resolve these errors through automatic pose correction. The inspiration for this method comes from the fact that the 3D reconstructed seed cloud itself may serve as a model for recomputing the poses, as opposed to the inputted poses which were computed using only the fiducial markers. Automatic pose correction is therefore similar to the previous pose estimation subfunction, but the projection error is now minimized over the now reconstructed points, as we have correspondences of each 3D coordinate $p_i^w$ to their respective 2D segmented coordinates $p_i^*$ in each $j$th image. The ensuing poses may then be raised for reconstruction, resulting in iterations between seed matching and automatic pose correction. This makes APC-REDMAPS less sensitive to imprecision in pose, which is critical for our less precise marker-based fiducial. We refer readers to Lee et al. [38] for more details.
3.2.5 Fluoroscopy-to-TRUS Registration

The last step of the pipeline is fluoroscopy-to-TRUS registration. The idea is to take the now computed fluoroscopy 3D seed coordinates and position them properly in the TRUS volume for dosimetry. The algorithm thus inputs the 3D reconstructed seed coordinates and the acquired TRUS volume, and outputs a registered set of seed coordinates with respect to the TRUS coordinate system (see Figure 22). The prostate contour outlined during intraoperative preplanning should also be inputted, but if it is
unavailable, a volume of interest may be manually selected. The algorithm we use for this task is the one published by Dehghan et al. [8]. It is an image-based point-to-volume registration method that affinely registers the fluoroscopy seed points to the bright hyper-echoic regions of the TRUS volume.

To summarize it briefly, the algorithm completes the following steps. It begins by thresholding the TRUS volume to isolate the outlier hyper-echoic regions of the TRUS volume which are likely to be seeds. Next, a Gaussian blurring function is applied to provide an intensity gradient to guide optimization. Imposing realistic constraints on the parameters, the registration is then formulated as the following constrained optimization:

$$\max_{\Phi, t, \lambda} S(\Phi, t, \lambda),$$

s.t. $\Phi_{\min} < \Phi < \Phi_{\max}$

$$t_{\min} < t < t_{\max}$$

$$\lambda_{\min} < \lambda < \lambda_{\max}$$

where $\Phi = (\phi_1, \phi_2, \phi_3)$ and $t = (t_1, t_2, t_3)$ are the registration rotation and translation, respectively, and $\lambda$ is a registration scaling factor in the anterior-posterior direction (hence, an affine registration) to account for TRUS probe pressure which is present in the TRUS volume but not in the fluoroscopy seed reconstruction. The cost metric, $S(\Phi, t, \lambda)$, is defined as the summation of image intensity over cuboids of size $\Delta x \times \Delta y \times \Delta z$ around each fluoroscopy reconstructed seed after registration, and is computed as:

$$S(\Phi, t, \lambda) = \sum_{i=1}^{N} \int_{-\frac{\Delta x}{2}}^{\frac{\Delta x}{2}} \int_{-\frac{\Delta y}{2}}^{\frac{\Delta y}{2}} \int_{-\frac{\Delta z}{2}}^{\frac{\Delta z}{2}} I_G \left( T(\Phi, t, \lambda; s_i) + \begin{bmatrix} x \\ y \\ z \end{bmatrix} \right) dx dy dz$$

where $I_G(x, y, z)$ is the Gaussian-blurred volume, $T(\Phi, t, \lambda; s_i)$ is the affine registration, and $s_i$ is the coordinates of seed $i$ in the fluoroscopy coordinate system. The particular optimization used is a robust and efficient stochastic optimization method known as the Covariance Matrix Adaptation-Evolution Strategy (CMA-ES). The optimization is initialized by centering the reconstruction within the provided prostate contour or volume of interest. We refer readers to Dehghan et al. [8] for more details.
Putting it all together, we have an ultrasound-fluoroscopy intraoperative dosimetry system which localizes seeds already implanted into the prostate. A straightforward calculation based on seed activity information and these registered seed coordinates results in our final desired intraoperative dosimetry.

3.3 Results

The system has been evaluated on 37 patients under approval of the Institutional Review Board at the Johns Hopkins Hospital (Baltimore, MD, USA) using an OEC 9800 C-arm (GE Healthcare, Milwaukee, WI, USA) and Pro Focus ultrasound scanner (BK Medical, Peabody, MA, USA). While most of the TRUS volumes were acquired in slices at 1 mm intervals, there were 2 exceptions which had 2.5 mm intervals, which are identified in Table 7. For the first 24 patients, the TRUS images had pixel size of $0.1793 \times 0.1793 \text{mm}^2$, while those of the last 13 patients had pixel size of $0.1652 \times 0.1652 \text{mm}^2$. Although only 3 fluoroscopic images are required to run our system, a total of 6 images were acquired for research purposes. Each fluoroscopic image had a pixel size of $0.44 \times 0.44 \text{mm}^2$. The total time for TRUS and fluoroscopy image acquisition was approximately 2 minutes. For each patient case, the C-arm was calibrated to determine distortion and camera parameters (focal length and image center). Each step in the pipeline has been thoroughly tested.

The results for seed segmentation are found in Table 6. Out of all 37 patients, the overall false negative rate was 1% and false positive rate was 5%. False negatives are defined as actual seeds or markers that were in the field of view but were either completely missed in segmentation or resulted in an incorrect reconstruction due to failed separation of slightly overlapping seeds, while false positives are defined as segmented coordinates that are not actually seeds or markers. 10 of these patient cases, each identified in Table 6, had implants or otherwise radio-opaque objects in the field of view and therefore generated a significant number of false positives. If these 10 patients were excluded, the overall false positive rate would reduce to 2%.

After correcting any errors in seed segmentation, the results for fiducial detection with pose estimation are also found in Table 6. While overall fiducial detection rate is 98%, it is 100% for most patient cases.
Table 6 Seed Segmentation and Fiducial Detection Results

(Grayed patients had other radio-opaque objects in the field of view)

<table>
<thead>
<tr>
<th>Patient</th>
<th>Actual Number of Seeds and Markers</th>
<th>Average Number of Segmented Coordinates</th>
<th>Average Number of False Negatives</th>
<th>Average Number of False Positives</th>
<th>Fiducial Detection Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>112</td>
<td>108</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>87</td>
<td>85</td>
<td>1</td>
<td>3</td>
<td>83%</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>70</td>
<td>0</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>86</td>
<td>83</td>
<td>2</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>5</td>
<td>84</td>
<td>88</td>
<td>2</td>
<td>8</td>
<td>100%</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>64</td>
<td>1</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>7</td>
<td>87</td>
<td>81</td>
<td>1</td>
<td>1</td>
<td>96%</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>73</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>9</td>
<td>110</td>
<td>103</td>
<td>5</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>10</td>
<td>91</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>11</td>
<td>102</td>
<td>97</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>12</td>
<td>87</td>
<td>98</td>
<td>1</td>
<td>14</td>
<td>100%</td>
</tr>
<tr>
<td>13</td>
<td>121</td>
<td>116</td>
<td>1</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>14</td>
<td>101</td>
<td>105</td>
<td>0</td>
<td>7</td>
<td>100%</td>
</tr>
<tr>
<td>15</td>
<td>119</td>
<td>129</td>
<td>1</td>
<td>16</td>
<td>100%</td>
</tr>
<tr>
<td>16</td>
<td>114</td>
<td>116</td>
<td>1</td>
<td>10</td>
<td>91%</td>
</tr>
<tr>
<td>17</td>
<td>98</td>
<td>114</td>
<td>1</td>
<td>21</td>
<td>100%</td>
</tr>
<tr>
<td>18</td>
<td>123</td>
<td>119</td>
<td>1</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>19</td>
<td>101</td>
<td>103</td>
<td>1</td>
<td>6</td>
<td>100%</td>
</tr>
<tr>
<td>20</td>
<td>115</td>
<td>120</td>
<td>3</td>
<td>15</td>
<td>100%</td>
</tr>
<tr>
<td>21</td>
<td>83</td>
<td>90</td>
<td>1</td>
<td>14</td>
<td>96%</td>
</tr>
<tr>
<td>22</td>
<td>106</td>
<td>100</td>
<td>2</td>
<td>3</td>
<td>96%</td>
</tr>
<tr>
<td>23</td>
<td>106</td>
<td>103</td>
<td>0</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>24</td>
<td>101</td>
<td>95</td>
<td>1</td>
<td>2</td>
<td>100%</td>
</tr>
<tr>
<td>25</td>
<td>89</td>
<td>86</td>
<td>1</td>
<td>1</td>
<td>96%</td>
</tr>
<tr>
<td>26</td>
<td>92</td>
<td>94</td>
<td>2</td>
<td>8</td>
<td>100%</td>
</tr>
<tr>
<td>27</td>
<td>110</td>
<td>108</td>
<td>0</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td>28</td>
<td>81</td>
<td>78</td>
<td>2</td>
<td>3</td>
<td>96%</td>
</tr>
<tr>
<td>29</td>
<td>113</td>
<td>113</td>
<td>1</td>
<td>7</td>
<td>93%</td>
</tr>
<tr>
<td>30</td>
<td>89</td>
<td>86</td>
<td>1</td>
<td>1</td>
<td>83%</td>
</tr>
<tr>
<td>31</td>
<td>107</td>
<td>102</td>
<td>1</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>32</td>
<td>103</td>
<td>99</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>33</td>
<td>102</td>
<td>103</td>
<td>1</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td>34</td>
<td>108</td>
<td>104</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>35</td>
<td>104</td>
<td>100</td>
<td>1</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>36</td>
<td>112</td>
<td>107</td>
<td>1</td>
<td>4</td>
<td>96%</td>
</tr>
<tr>
<td>37</td>
<td>97</td>
<td>97</td>
<td>1</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td>Overall Rate</td>
<td></td>
<td>99%</td>
<td>1%</td>
<td>5% (2%)</td>
<td>98%</td>
</tr>
</tbody>
</table>
The results for seed matching with reconstruction are found in Table 7. The 6 fluoroscopic images captured per patient were partitioned into 2 sets of 3 images each, thus forming 2 reconstructions per patient. There are no ground truth seed positions for these clinical cases, so instead we used reconstructions of 5 or all 6 images as our ground truth. This resulted in an overall mean reconstruction rate of 0.4 mm for our system, very close to the 0.5 mm mean reconstruction rate reported by Lee et al. [38]. It therefore shows that the marker-based fiducial does not alter the effectiveness of APC-REDMAPS.

Finally, the results for fluoroscopy-to-TRUS registration are also found in Table 7. Like reconstruction, there are no ground truth seed positions for these clinical cases, so instead we manually selected some seed-like hyper-echoic spots close to the registered seeds that we examined carefully to confirm they were true seeds. 10 seeds were manually segmented per patient in this way. This resulted in an overall mean registration error of 1.3 mm, with 0.4 mm, 0.5 mm, and 0.9 mm errors along the x, y, and z axes, respectively. This agrees closely to the overall mean registration error of 1.5 mm, with 0.5 mm, 0.5 mm, and 1.1 mm errors along the x, y, and z axes, respectively, reported by Dehghan et al. [8]. This therefore also shows that the marker-based fiducial does not alter the effectiveness of the registration algorithm.
Table 7 Reconstruction and Registration Results

(Grayed patients had 2.5 mm TRUS slice intervals while others has 1 mm)

<table>
<thead>
<tr>
<th>Patient</th>
<th>Reconstruction Error (mm) Mean ± Std</th>
<th>Registration Error (mm) Mean ± Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>0.8±0.3</td>
<td>0.4±0.5</td>
</tr>
<tr>
<td>1</td>
<td>0.4±0.4</td>
<td>0.2±0.2</td>
</tr>
<tr>
<td>2</td>
<td>0.3±0.2</td>
<td>0.4±0.4</td>
</tr>
<tr>
<td>3</td>
<td>0.4±0.2</td>
<td>0.3±0.3</td>
</tr>
<tr>
<td>4</td>
<td>0.6±0.4</td>
<td>0.3±0.3</td>
</tr>
<tr>
<td>5</td>
<td>0.6±0.5</td>
<td>0.6±0.9</td>
</tr>
<tr>
<td>6</td>
<td>0.6±0.3</td>
<td>0.3±0.4</td>
</tr>
<tr>
<td>7</td>
<td>0.5±0.3</td>
<td>0.5±0.4</td>
</tr>
<tr>
<td>8</td>
<td>1.2±1.3</td>
<td>0.4±0.3</td>
</tr>
<tr>
<td>9</td>
<td>0.5±0.5</td>
<td>0.2±0.2</td>
</tr>
<tr>
<td>10</td>
<td>0.4±0.3</td>
<td>0.4±0.3</td>
</tr>
<tr>
<td>11</td>
<td>0.4±0.2</td>
<td>0.4±0.4</td>
</tr>
<tr>
<td>12</td>
<td>0.3±0.2</td>
<td>0.4±0.5</td>
</tr>
<tr>
<td>13</td>
<td>0.3±0.2</td>
<td>0.3±0.3</td>
</tr>
<tr>
<td>14</td>
<td>0.9±0.6</td>
<td>0.2±0.2</td>
</tr>
<tr>
<td>15</td>
<td>0.3±0.4</td>
<td>0.2±0.2</td>
</tr>
<tr>
<td>16</td>
<td>0.4±0.4</td>
<td>0.2±0.1</td>
</tr>
<tr>
<td>17</td>
<td>0.5±0.5</td>
<td>0.4±0.5</td>
</tr>
<tr>
<td>18</td>
<td>0.4±0.3</td>
<td>0.2±0.1</td>
</tr>
<tr>
<td>19</td>
<td>0.4±0.3</td>
<td>0.5±0.5</td>
</tr>
<tr>
<td>20</td>
<td>0.4±0.3</td>
<td>0.3±0.2</td>
</tr>
<tr>
<td>21</td>
<td>0.2±0.2</td>
<td>0.1±0.1</td>
</tr>
<tr>
<td>22</td>
<td>0.5±0.7</td>
<td>0.3±0.2</td>
</tr>
<tr>
<td>23</td>
<td>0.4±0.3</td>
<td>0.4±0.4</td>
</tr>
<tr>
<td>24</td>
<td>0.3±0.7</td>
<td>0.4±0.4</td>
</tr>
<tr>
<td>25</td>
<td>0.3±0.2</td>
<td>0.2±0.2</td>
</tr>
<tr>
<td>26</td>
<td>0.3±0.4</td>
<td>0.5±0.4</td>
</tr>
<tr>
<td>27</td>
<td>0.3±0.2</td>
<td>0.1±0.0</td>
</tr>
<tr>
<td>28</td>
<td>0.5±0.4</td>
<td>0.4±0.4</td>
</tr>
<tr>
<td>29</td>
<td>0.3±0.2</td>
<td>0.5±0.3</td>
</tr>
<tr>
<td>30</td>
<td>0.5±0.3</td>
<td>0.3±0.4</td>
</tr>
<tr>
<td>31</td>
<td>0.3±0.2</td>
<td>0.5±0.6</td>
</tr>
<tr>
<td>32</td>
<td>0.2±0.2</td>
<td>0.6±0.6</td>
</tr>
<tr>
<td>33</td>
<td>0.2±0.2</td>
<td>0.4±0.4</td>
</tr>
<tr>
<td>34</td>
<td>0.3±0.2</td>
<td>0.3±0.2</td>
</tr>
<tr>
<td>35</td>
<td>0.3±0.2</td>
<td>0.3±0.3</td>
</tr>
<tr>
<td>36</td>
<td>0.2±0.2</td>
<td>0.6±0.3</td>
</tr>
<tr>
<td>Overall</td>
<td>0.4±0.5</td>
<td>0.4±0.4</td>
</tr>
</tbody>
</table>
3.4 Discussion

As mentioned previously, there are 10 cases when our revised seed segmentation algorithm performs poorly due to radio-opaque implants or objects in the field of view. In these cases, it is necessary to rerun the segmentation on a user-selected ROI and manually correct the segmentation result. However, it is interesting to note that if we manually segment these undesired radio-opaque objects, we may use our system in an unconventional way to determine the location of these objects. Figure 23 shows an example where a cloth with embedded radio-opaque loops was accidentally placed in the fluoroscopy field of view. Reconstruction confirms that the loops were located far from the implanted seed cloud, indicating that they were indeed not part of an object implanted in the patient but actually within the cloth lying on the patient’s abdomen. Although not part of the original intent of our system, this suggests that our system may be applied to localize other objects besides brachytherapy seeds in applications beyond the scope of PPB.

Figure 23 Reconstruction of extraneous objects. (a) Fluoroscopic image with ends of radio-opaque loops segmented (blue arrows). (b) Reconstruction showing loops (blue crosses) between seeds (red dots) and fiducial (green dots).
While our new fiducial detection algorithm detects the fiducial perfectly most of the time, in the instances when it is imperfect, the algorithm at least detects some of the markers in all our patient cases. The most common partial detection occurs when the lower portion of the fiducial overlaps with the seed cloud, resulting in the misdetection of 2 fiducial markers (see Figure 24). This suggests that a fiducial configuration with the markers more separated may result in higher detection rates, although the current configuration is sufficient for our purposes.

![Image](image.jpg)

**Figure 24** Misdetection of two fiducial markers (green arrows).

Finally, the system as a whole also has the capability of detecting cold spots as shown in Figure 25. This highlights the utility of the system, as cold spots may then be addressed immediately in the OR rather than requiring the patient to return for additional therapy after being discharged.
Figure 25 Intraoperative dosimetry result showing cold spot. (a) TRUS image is overlaid with the 100% isodose level (thick green line) computed from the registered seed reconstruction (red dots). Contours are also displayed as thin lines (red for prostate, blue for urethra, green for rectum, and yellow for planning target volume). (b) 3D rendering of the same prostate and 100% isodose level; cold spot is evident at the anterior-superior end of the prostate.

3.5 Conclusion

In this chapter, we presented an image-guidance system for PPB intraoperative dosimetry. With the help of a marker-based fiducial and four robust image processing algorithms, dose is accurately and quickly computed with unprecedented convenience. While there are other alternative dosimetry systems in development, our system may be readily adopted in clinics worldwide, being inexpensive, easily implementable, and simple to use. The system therefore ultimately leads to saved time and money while improving the surgical outcome for prostate cancer patients.
Chapter 4. Photoacoustic Imaging of Seeds Using a Clinical Ultrasound System

Seed localization systems based on TRUS and fluoroscopy are rather mature and may be adopted into clinics worldwide in the near future. Still, there are reasons to pursue better ways to localize seeds that avoid giving extra radiation to the patient and may be operated in real-time. The primary contribution of this work, previously presented at SPIE Medical Imaging [33] and published in the Journal of Biomedical Optics [34], is a prototype photoacoustic imaging system based on a clinical ultrasound scanner to detect seeds in gelatin phantoms and in an ex vivo dog prostate. Photoacoustic imaging is a modality that has only been recently applied to PPB. It is also challenging to put such a system together because its sensitive components must be integrated appropriately. Nonetheless, results of this system in preclinical phantom experiments demonstrate that seeds indeed may be imaged with high contrast, even with changes in various parameters, and shows promise of viability as the system is continually improved.

4.1 Introduction

Researchers have long been investigating imaging systems that would resolve the issue of intraoperatively visualizing and localizing seeds in relation to the prostate. These systems include TRUS-fluoroscopy [14, 63, 56], cone-beam CT [75], MRI [6], and more, each of which has its strengths and weaknesses for PPB. Nonetheless, photoacoustic imaging has recently emerged as a promising imaging modality for various biomedical applications [76], and may be particularly fitting for PPB. This technology is centered on a physical phenomenon known as the photoacoustic effect, in which electromagnetic energy, such as pulsed light from a laser source, is absorbed by a target material, converted into acoustic energy through rapid thermoelastic expansion, and may consequently be detected with ultrasound transducers. Photoacoustic imaging would be effective in localizing seeds due to the strong contrast it generates between seeds and tissue at certain wavelengths of light. It would also be practical for PPB since it takes advantage of already-existing ultrasound equipment in the OR, thus reducing any additional burden on the
surgeon. Photoacoustic imaging could also be cost-effective, since it would not require any large imaging equipment such as a CT or MRI scanner, but only the addition of a laser.

There are other groups who have worked on photoacoustic imaging of metal needles [59], brachytherapy seeds in chicken tissue [19], and iodine seeds in bovine prostate tissue [60]. However, we provide an alternative photoacoustic imaging system [2, 33], validating it by imaging palladium seeds in the prostate tissue of a dog, which is a common animal model for the human prostate. Although this research area is still in its infancy, we present initial results to demonstrate the possibility of applying photoacoustic imaging to PPB.

4.2 Materials and Methods

4.2.1 Photoacoustic imaging system hardware

The hardware for our photoacoustic imaging system consisted of three parts: 1) the laser, 2) the ultrasound system, and 3) the data acquisition device (see Figure 26).

![Photoacoustic imaging system setup](image)

**Figure 26** Figure of photoacoustic imaging system setup. System was composed of laser (bottom right), ultrasound system (top left), and data acquisition device (not in view).

A neodymium-doped yttrium aluminum garnet (Nd:YAG) laser called the Minilite II (Continuum, Santa Clara, CA, USA) was used for the laser component of our system. Its pulse repetition rate could be
varied from 1 to 15 Hz, and the energy of the laser could also be adjusted from 0 to 50 mJ/pulse. The laser spot size could be altered by optics, but for our purposes, it was kept at the default beam diameter of 3 mm \((1/e^2\) full width). The wavelength was centered at 1064 nm, which provided good contrast between the metallic seeds that strongly absorb such light and the soft tissue of the prostate that does not [60]. As far as human safety is concerned, the maximum permissible exposure (MPE) at this wavelength is 100 mJ/cm\(^2\). Finally, the pulse duration was approximately 5 ns, which well satisfied the thermal and stress confinement conditions for generating the photoacoustic effect efficiently.

The ultrasound system in this setup was the SonixRP (Ultrasonix, Richmond, BC, Canada). It is a diagnostic ultrasound system packaged with an Ultrasound Research Interface that allowed some features for research purposes that are not available on a purely clinical system. We equipped this system with a standard 128-element 60 mm linear array transducer (model L14-5W). Note that all our ultrasound equipment was commercialized and approved for clinical use. This made our setup rather distinct, since most other photoacoustic groups used customized ultrasound transducers rather than equipment that is already clinically approved [76].

The final hardware was the data acquisition device, which was necessary to acquire photoacoustic images in real-time. Although photoacoustic and ultrasonic data may both be acquired by ultrasound transducers, their acquisition processes are fundamentally different. In ultrasound, most images are acquired using focused beams transmitted along lines. After transmission, the signals received by the transducer elements are then combined in such a way as to tune to the area excited by the focused ultrasound beam (a process known as beamforming) to form a single line of data. The process repeats until all lines (generally, 128 lines, or however many elements there are in the transducer) are acquired to form one frame. On the other hand, in photoacoustic imaging, rather than exciting a single line, a single laser pulse may excite the whole field of view, implying that acquisition should be done frame-by-frame rather than line-by-line. Moreover, we are no longer interested in the post-beamformed data of a single line but the raw pre-beamformed data of the entire frame, which may then be reconstructed as we choose. Unfortunately, clinical ultrasound systems generally do not provide access to this level of data due to the lack of current clinical interest and the vast size of pre-beamformed data that is generally collected.
However, Ultrasonix (Richmond, BC, Canada) had recently made available the SonixDAQ, a data acquisition device that allowed the acquisition of raw pre-beamformed data in parallel to standard imaging. Our group initialized the development of this SonixDAQ module specifically for this application in collaboration with the University of Hong Kong and Ultrasonix. It supports 128 elements with 12-bit sampling along with external triggering for synchronous data acquisition. In addition, the SonixDAQ has 16 GB internal memory, a 40 MHz internal clock, and a USB port for transferring data.

All the hardware also needed to be synchronized to ensure proper imaging. To accomplish this task, we used the SonixRP to trigger the SonixDAQ, as the SonixDAQ was so designed to work with Ultrasonix ultrasound systems. We also used the same SonixRP signal to trigger the Minilite II. However, the unmodified signal from the SonixRP was incompatible with the Minilite II, so we built a monostable multivibrator circuit to transform the SonixRP impulse train trigger signal into the proper Minilite II transistor-transistor logic signal. Even so, there was a delay of approximately 150 μs between the trigger signal and the actual firing of the laser because of the Q-switched nature of the Minilite II. We accounted for this by adding in software the same delay after the trigger signal before acquiring data with the SonixDAQ.

4.2.2 Real-time photoacoustic imaging software

Some software was also needed to acquire and reconstruct photoacoustic images in real-time. While the SonixDAQ provided us the functionality of acquiring pre-beamformed data, it only allows the user to download the data off the device after acquisition and does not provide real-time streaming of the data. To circumvent this limitation, we developed a software module we called the MUSiiC-DAQ-Server [27] which we incorporated into our larger software architecture known as MUSiiCToolkit [57]. The MUSiiC-DAQ-Server was therefore a module that streamed packets of data from the SonixDAQ and was created based on the Software Development Kit (SDK) provided by Ultrasonix. The data was then communicated via the network using an extended version of OpenIGTLink [67], which we called OpenIGTLinkMUSiiC [26]. The pre-beamformed data was finally loaded into MATLAB by Mathworks (Natick, MA, USA) using the OpenIGTLink/MATLAB interface.
Once the data was loaded into MATLAB, we had several beamforming and reconstruction algorithms available to generate photoacoustic images. While we implemented the standard delay-and-sum beamforming algorithm, we also utilized the one-step image reconstruction function for linear measurement surfaces provided in the photoacoustic simulation MATLAB toolbox known as k-Wave [68]. This reconstruction algorithm is based on the exact frequency-domain reconstruction formula provided by Xu et al. for thermoacoustic tomography [77], therefore generating in theory more accurate photoacoustic images than delay-and-sum. The resulting reconstruction was then envelope-detected and the dynamic range compressed by a square root function to produce our final photoacoustic image.

4.2.3 Phantom experiments

We performed several phantom experiments to analyze how our photoacoustic imaging system responded to various situations as applicable in PPB, such as variations in laser parameters and variations in phantom set up. The seeds we used were decayed Palladium-103 seeds from Theragenics Corporation (Buford, GA, USA) encapsulated in titanium cylindrical shells 0.8 mm in diameter and 4.5 mm long implanted into gelatin from porcine skin. Due to the limited power of our laser, we imaged a single or, at most, a few seeds in these experiments. These numbers were not nearly sufficient for thorough validation, since dozens of seeds are typically implanted in an actual brachytherapy operation. However, the purpose of these experiments was not to thoroughly validate this photoacoustic imaging system but to provide an initial understanding of its basic capability and feasibility. A more thorough validation may then be provided given a more powerful laser.

The first two experiments involved imaging a single seed while varying laser parameters, which were the pulse repetition rate and the laser energy. The first experiment therefore involved acquiring a series of images by varying pulse repetition rate from 1 to 15 Hz with a step size of 1 Hz, keeping all other parameters constant. The second experiment involved varying the energy from 50 to 0 mJ/pulse with a step size of 10 mJ/pulse, likewise keeping all other parameters constant. Except for the particular parameter that was being studied, the standard settings for these parameters were: 1) a repetition rate of 10 Hz, 2) an energy of 10 mJ/pulse, 3) the seed implanted 1 cm deep with respect to the laser source, 4) the seed
implanted 2 cm deep with respect to the linear transducer probe, and 5) the probe oriented perpendicular to the seed (see Figure 27).

![Figure 27 Photograph of baseline setup. Note that laser was directed independently of transducer probe.](image)

We also varied several parameters involving the phantom (see Figure 28). Thus, the third experiment involved varying the depth of the seed implanted into the gelatin with respect to the laser, varying from 0 to 10 cm with a step size of 1 cm. This was done by starting with a large 10 cm slab of gelatin and gradually cutting away the gelatin down to 0 cm. In the fourth experiment, we varied the depth from the probe from 0 to 5 cm with a step size of 0.5 cm, again starting with a larger slab and cutting down to 0 cm. Finally, we also changed the orientation of the probe with respect to the seed, starting at 0 degrees and ending at 90 degrees with a step size of 15 degrees. Like the laser parameters, we kept all other parameters at the standard settings indicated earlier with a few exceptions. The first exception was for the third experiment, that in addition to the standard data for the energy of 10 mJ/pulse, we also acquired data for the maximum energy of 50 mJ/pulse to see the effect of varying the depth of the seed with respect to the laser more clearly. The second exception was for the last experiment in that the seed was implanted 4 cm deep with respect to the laser, rather than the usual 1 cm deep, to make room for a full 90 degree probe rotation.
Figure 28 Illustration of phantom parameter experiments. The left figure illustrates a side view of how the third experiment was conducted involving the parameter of the depth of the seed with respect to the laser. The center figure illustrates a front view of how the fourth experiment was conducted involving the parameter of the depth of the seed with respect to the probe. The right figure illustrates a top view of how the fifth experiment was conducted involving the parameter of the orientation of the probe with respect to the seed.

Finally, we also imaged a phantom consisting of an ex vivo dog prostate implanted with four seeds and again embedded in gelatin from porcine skin. This particular experiment was taken at a repetition rate of 10 Hz and at an intensity of 40 mJ/cm² using different but similar components to the previously described setup. Here we used the Surelite II, a larger more powerful sibling to the Minilite II, and the SonixCEP, a close kin to the SonixRP.

4.3 Results and Discussion

The results for the first experiment with varying pulse repetition rate are shown in Figure 29. Note that the signal-to-noise ratio (SNR) after reconstruction reduces slightly with increasing pulse repetition rate. On the other hand, theory suggests that the strength of the photoacoustic effect is independent of the pulse repetition rate and should therefore be constant. The slight reduction in signal may be due to the fact that the photoacoustic effect is inherently a vibration which moves the light-weight seed and phantom. Such movements, although miniscule, may cause slight misalignment of the seed within our especially small Gaussian-profiled laser spot. Less intense signals therefore resulted from the suboptimal laser energy flux reaching the seed, and would have accumulated as the experiments were conducted from 1 to 15 Hz. Although the slight reduction is apparent here, we would expect to have a more uniform and larger laser flux in a clinical setting, and could therefore expect that repetition rate would have little effect when
applying photoacoustic imaging to PPB. SNR here has been calculated as the difference of the maximum and minimum of the reconstructed data divided by the root mean squared of a constant ROI representative of noise. Each data point was averaged over 8 frames, and error bars in the figure represent standard deviation around this mean data point.

Figure 29 Results of the first experiment showing signal-to-noise ratio with respect to repetition rate.

Likewise, the results for the second experiment with varying pulse energy are shown in Figure 30. Note that SNR here is roughly linear, or perhaps slightly exponential, with respect to laser pulse energy. This generally agrees with the theoretical equation [68]:

$$p_0 = \Gamma \mu_a \Phi$$

where $p_0$ is the initial pressure distribution caused by the photoacoustic effect, $\Gamma$ is the Grüneisen parameter, which is a constant that relates absorbed light with the initial pressure, $\mu_a$ is the optical absorption coefficient, and $\Phi$ is the light fluence. Thus in theory, as laser energy increases, the light fluence, $\Phi$, increases proportionally while the Grüneisen parameter, $\Gamma$, and the absorption coefficient, $\mu_a$, remain constant, causing a linear increase in the signal due to the linear increase in initial pressure distribution, $p_0$. However, the slightly exponential nature of the curve may again be due to miniscule seed movement within the sensitive alignment of the laser spot. Since the experiments were conducted starting from 50 mJ/pulse and ending at 0 mJ/pulse, the higher energy samples would have slightly more signal
than expected compared to the lower energy samples. Nonetheless, assuming a larger and more uniform laser spot, we expect a linear increase in signal with increasing pulse energy in a clinical experiment.

Figure 30 Results of the second experiment showing signal-to-noise ratio with respect to energy.

The results for the third experiment with varying seed depth from the laser are shown in Figure 31. Except for the first few centimeters, a roughly exponential decay in SNR is seen for both the 10 mJ/pulse case and the 50 mJ/pulse case. This agrees with the theory of Beer’s Law that is applicable to photoacoustic imaging which states:

$$\mathcal{I}(z) = \mathcal{I}_0 e^{-\mu_a z}$$

where $\mathcal{I}(z)$ is the light intensity as a function of the depth $z$, $\mathcal{I}_0$ is the initial intensity, and $\mu_a$ is the optical absorption coefficient of the medium. However, note that the first few centimeters of depth (0 to 2 cm) do not correspond at all with exponential decay. This may be due to inevitable inconsistencies in laser spot alignment mainly caused from cutting the gelatin phantom, which becomes much more difficult to do at smaller depths than larger ones. Inconsistent alignment would therefore cause the inconsistencies seen in the first few centimeters of our plot. However, it may be concluded that sufficient signal can be generated up to 5 cm (roughly the length from base to apex of a human prostate) using 10 mJ/pulse and up to 9 cm using the max energy of 50 mJ/pulse.
Figure 31 Results of the third experiment showing signal-to-noise ratio with respect to depth of seed from laser.

Figure 32 shows photoacoustic images from our fourth experiment with varying seed depth from the probe. In this experiment, SNR does not play as significant a role, since signal related to depth may easily be accounted for using the time-gain control of the ultrasound system. However, note the shape of the seed in these photoacoustic images remains relatively the same. This again agrees with theory as the acoustic waves generated by the photoacoustic effect should reconstruct to the same shape regardless of its location with respect to the probe. An ultrasound echo may also be seen below the actual location of the seed due to its closeness to the edge of the phantom (about 1 cm away). Echoes may be expected since the impedance mismatch at the edge of the phantom causes the ultrasound waves generated by the photoacoustic effect to reflect and eventually be detected by the probe. Such echoes may also occur in a patient setting, particularly at tissue-air and tissue-bone interfaces, but such interfaces are generally far from the imaging area of the seeds and are not expected to be an issue. Reflections from tissue-seed interfaces are more concerning, but it is yet to be seen if such small interfaces would cause a significant problem. In addition, streaking artifacts are somewhat noticeable in the image, but this is due to the reconstruction algorithm being applied on data acquired with a probe of finite length, whereas a complete and clean reconstructed image would require a probe of infinite length.
Figure 32 Results of the fourth experiment showing images for 5 cm (far left), 4 cm (middle left), 3 cm (middle right), and 2 cm (far right) depths of the seed from the ultrasound probe.

Figure 33 then shows photoacoustic images from our fifth experiment with varying seed orientation with respect to the probe. Note that the orientation of the seed is clearly seen in the reconstructed photoacoustic images, growing from a small axial cross-section in the 0° orientation to a long longitudinal cross-section in the 90° orientation of the cylindrical seed. As the orientations of the many seeds implanted in the prostate may differ in an actual brachytherapy procedure, this capability to visualize orientation differences may prove useful.

Figure 33 Results of the fifth experiment showing images for 0 degrees (far left), 30 degrees (middle left), 60 degrees (middle right), and 90 degrees (far right) of the probe oriented with respect to the seed.

Finally, Figure 34 shows the results of our final *ex vivo* dog prostate phantom experiment. Although four seeds were implanted in the prostate, only two seeds may be seen in this plane of view. Using standard delay-and-sum reconstruction, only one seed is visible. However, we may also take advantage of the linear geometry of the probe to apply to the same raw data the exact reconstruction formula provided in the k-Wave toolbox. The two seeds are consequently more visibly distinguishable.
Figure 34 Results from ex vivo phantom, including photograph (left), delay-and-sum image (middle), and exact photoacoustic reconstruction image (right).

### 4.4 Conclusion

In this chapter, we presented a photoacoustic imaging system that is capable of imaging prostate brachytherapy seeds. We studied the capabilities of our system by varying laser and phantom parameters. Finally, we also showed the results on an ex vivo dog prostate phantom to show the potential of applying this system to a clinical PPB procedure.

However, it is obvious that there is much more to be done before this system can become a viable clinical system. For one, we need a more powerful laser system to enable the imaging of larger volumes and multiple seeds. Imaging of many seeds may be a potential issue in photoacoustic imaging as it is in ultrasound, since seeds closer to the transducer may obstruct the acoustic waves from seeds that are farther away. However, photoacoustic imaging has a distinct advantage over ultrasound since it captures more acoustic data using the full transducer aperture compared to the windowed aperture used in ultrasound, so image quality is not anticipated to suffer so significantly. Testing also needs to be done with a transrectal probe to ensure proper translation into the OR. Most probes used in brachytherapy have two transducers, one for transverse imaging and the other for longitudinal imaging. Functionality and scan conversion for both modes of operation should be made available for a complete photoacoustic imaging system. Light delivery of the laser to the prostate is also an issue that needs to be considered. While external radiation via the perineum would theoretically penetrate sufficiently deep to image the prostate, it would be advantageous to incorporate optical fibers to ease light delivery. However, considering the laser intensity required to image the entire prostate, it would be challenging to develop a fiber setup to channel the laser...
power that is required. Finally, in vivo clinical studies should incorporate all these factors to eventually deliver a fully capable system into the OR.
Chapter 5. *In vivo* Photoacoustic Imaging of Prostate Brachytherapy Seeds

The photoacoustic imaging system presented in the previous chapter was sufficient for imaging seeds *ex vivo* in the laboratory, but was still far from the ideal system which would image seeds *in vivo* in the OR. The greatest challenge to this transition is obtaining sufficient photoacoustic signal with the laser energy now channeled to the *in vivo* prostate via fiber optics. The primary contribution of this work, previously presented in the Ultrasound Imaging and Tissue Characterization Symposium [35], is therefore the ability to visualize multiple seeds *in vivo* in the OR with photoacoustic imaging. Results of an *in vivo* dog experiment show that this next generation photoacoustic system is capable of visualizing multiple seeds at safe energies.

5.1 Introduction

As mentioned previously, photoacoustic imaging is a promising method combining the techniques of optical imaging and ultrasound for solving the seed localization problem of ITP. While ultrasound alone generates numerous false positives and negatives as seeds are implanted, photoacoustic imaging produces the wavelength-specific contrast required to visualize the seeds. Moreover, the transrectal probe used in contemporary PPB practice may be utilized both for ultrasound and photoacoustic imaging, therefore requiring minimal effort in the registration of the prostate and the seeds, while also being practical for brachytherapists to eventually adopt.

While we presented a prototype photoacoustic system in the previous chapter [34], several key components were missing which prevented it from being clinically usable. Additional hardware components were needed such as a more powerful laser system and a clinical transrectal probe. Laser energy delivery issues also needed to be addressed to make the system viable in a clinical setting. While other research groups have also presented their prototype photoacoustic systems for PPB [59, 60, 19, 48], none of them have successfully applied their systems in an *in vivo* setting.
In this chapter, we therefore present our next generation photoacoustic system for PPB intraoperative dosimetry. Our system overcomes the limitations of alternative intraoperative dosimetry systems because it is effective, easily implementable, and safe. It is also an improvement to existing photoacoustic systems because it clearly images multiple seeds in the OR.

5.2 Materials and Methods

5.2.1 Photoacoustic imaging system

Our photoacoustic system is basically composed of a the laser system and the ultrasound scanner. Our system also consists of several additional components to acquire photoacoustic data and make it more clinically usable in the operating room (see Figure 35).

![Figure 35](image_url) Photograph of photoacoustic imaging system setup in the laboratory.
The first component in our system was a tunable laser called the Phocus, which is composed of an optical parametric oscillator (Opotek Inc., CA, USA) attached to a neodymium-doped yttrium aluminum garnet (Nd:YAG) pump laser (Quantel, Bozeman, MT, USA). Even though the laser output of the optical parametric oscillator could have been used, we chose instead to operate from the alternative 1064 nm access port of the laser due to its high power. The maximum energy of the pump laser at this fundamental wavelength is 360 mJ/pulse, the pulse repetition rate was 10 Hz, and the pulse duration was 5 ns, therefore easily satisfying the thermal and stress confinement conditions for generating the photoacoustic effect efficiently. The laser was air-coupled into a 1 mm core diameter optical fiber with a 0.37 numerical aperture (Newport, CA, USA). All optics were securely positioned on a portable optical table (Thorlabs, Newton, NJ, USA) for transportation between the laboratory and OR.

The second component in our system was the SonixTouch (Ultrasonix, Richmond, BC, Canada), a diagnostic ultrasound system packaged with additional research functions. We equipped this ultrasound scanner with a standard clinical TRUS probe which has two 128-element transducers, a linear one to acquire sagittal images (model BPL9-5/55) and a curvilinear one to acquire axial images (model BPC8-4/10). The probe was locked into a clinical brachytherapy stepper (Nucletron, Veenendaal, The Netherlands). In addition, a data acquisition device known as the SonixDAQ (Ultrasonix, Richmond, BC, Canada) was attached to the ultrasound scanner to access the raw prebeamformed data that is required for photoacoustic imaging. The sampling rate of the SonixDAQ is 40 MHz, and was triggered by the flashlamp output signal of the Phocus. Any delays between the trigger signal and the emission of light were accounted for in the custom software of the SonixDAQ.

### 5.2.2 Delivering Laser Energy to the Seeds

Even though the photoacoustic setup described delivers sufficient laser energy through an optical fiber to generate the photoacoustic effect in seeds, there are several different approaches of light delivery for an actual patient setting. These include the external, needle, transrectal, and transurethral approaches (see Figure 36). The simplest of the approaches, the external approach, would not require the fiber to be inserted into the body, but would illuminate the seeds from outside the patient. Although it may be the most convenient option, it is doubtful that the external approach would generate images due to the amount of
tissue that would attenuate the laser energy between the fiber and the seeds. The second approach, the needle approach, which we opted to implement for the experiments in this chapter, would insert the fiber into the prostate like a brachytherapy needle. This has a significant advantage due to the proximity of the fiber to the seeds, but also has a major disadvantage because the tissue surrounding the fiber has a tendency to generate a photoacoustic effect of its own. The third approach, the transrectal approach, is also a feasible approach requiring a side-shooting fiber to be inserted along with the probe into the rectum, but there are concerns that fat, known to absorb 1064 nm light, would strongly attenuate the laser energy between the rectum and prostate. Finally, the last approach, the transurethral approach, would insert a side-shooting fiber through the urethra within a catheter to be in close proximity to the seeds, like the needle approach; however, it would be challenging to know which direction the fiber is oriented once inserted into the patient. As mentioned, we chose the needle approach for our experiments, but these alternatives may also be investigated to determine the configuration which produces the best results.

Figure 36 Illustrations of various feasible configurations to position the optical fiber (thick red line) for seed illumination (transparent red triangle) – external (top left), needle (top right), transrectal (bottom left) and transurethral (bottom right) approaches.
5.2.3 Maximizing Photoacoustic Signal

Even with a large optical fiber, it was difficult to generate sufficient photoacoustic signal, being especially limited by the MPE of 100 mJ/cm² at 1064 nm as defined by the American National Standard Institute. To satisfy this safety requirement while delivering sufficient laser energy, the free end of the optical fiber was inserted into a translucent plastic ProGuide needle (Nucletron, Veenendaal, The Netherlands), which is typically used for high-dose-rate brachytherapy (see Figure 37). These 24 cm long ProGuide needles have a hollow opening on one end with an inner diameter of 1.5 mm and outer diameter of 2 mm, and a closed conical pointed tip of 2 mm on the other end. The optical fiber, having a total diameter of 1.4 mm (including core, cladding, and coating) happened to fit snugly into the hollow needle. Since the needle is not fully transparent, a fiber sheathed with the needle was found to have approximately half the energy output as compared to an unsheathed fiber; at the same time, a sheathed fiber had eight times the surface area as compared to an unsheathed fiber. Both of these factors aid in reducing the energy density to satisfy the clinically safe energy density limit. In addition, a sheathed fiber was found to have an output that was more omnidirectional than an unsheathed fiber, which was favorable in attempting to image seeds that were to the side of the fiber.

![Figure 37](image) Photographs of needles and seeds. On the top left, PPB needle, ProGuide needle, and optical fiber are shown separately, while on the bottom left, the optical fiber is inserted into the ProGuide needle. On the right, three decayed seeds coated in India ink are shown above an uncoated seed.

Also in effort to maximize photoacoustic signal, decayed Palladium-103 brachytherapy seeds (Theragenics, Buford, GA, USA) of length 4.5 mm and diameter 0.8 mm were coated in black India ink.
Black ink is reported to increase optical absorption in brachytherapy seeds, with approximately 18.5 dB increase in SNR and a doubling of imaging depth [48]. The seeds were coated by immersing the seeds in the ink and allowing them to air dry before applying another coat of ink. Each seed was coated at least three times before being used in experiments.

### 5.2.4 Signal Processing and Analysis

Once the raw prebeamformed data was acquired by the ultrasound transducer, the data needed to be reconstructed to form an image. The MATLAB simulation toolbox known as k-Wave [68] has a fast one-step image reconstruction function for linear and planar measurement surfaces which we used for reconstructing our sagittal data acquired by the linear transducer. While the k-Wave toolbox also has a slower time-reversal reconstruction for measurement surfaces of other geometries that may be used for reconstructing axial data acquired by the curvilinear transducer, most of our photoacoustic data were acquired by the linear transducer because of convenience. The resulting reconstruction was then envelope-detected and normalized to produce our final photoacoustic images.

To compare between reconstructions, several metrics were also calculated, including seed contrast (C), contrast-to-noise ratio (CNR), and signal-to-noise ratio (SNR). The equation used to compute contrast was:

$$ C = 20 \log_{10} \left( \frac{S_i}{S_o} \right) $$

where $S_i$ and $S_o$ are the mean signals at the same depth inside and outside the brachytherapy seed, respectively. Designating $\sigma_o$ as the standard deviation of the signal outside the seed, CNR was calculated based on the following equation:

$$ CNR = \frac{|S_i - S_o|}{\sigma_o} $$

Finally, SNR was calculated as:

$$ SNR = \frac{S_i}{\sigma_o} $$

To make fair comparisons between reconstructions, the window size for determining $S_i, S_o$, and $\sigma_o$ was also kept consistent within each dataset.
5.2.5 *In vivo* Dog Experiment

An *in vivo* dog experiment was conducted at the Johns Hopkins Medical Institutions (Baltimore, MD, USA) under the approval of the Animal Care and Use Committee. After the imaging equipment was transported and set up in the OR, the dog was anesthetized and placed on its back on the operating table under the care of veterinary technicians (see Figure 38). A prostate stepper template (Nucletron, Veenendaal, The Netherlands) was then inserted onto the stepper to guide the positioning of needles for both seed and fiber placement. Needles (brachytherapy and ProGuide), seeds (coated and uncoated), and the optical fiber were all implanted by an expert radiation oncologist with many years of experience treating human patients with PPB. Seeds were implanted by the standard method of puncturing the perineum with a PPB needle and dropping seeds through the hollow core of the needle. The optical fiber was implanted by first puncturing the perineum with the ProGuide needles stiffened by metal obturators; afterwards, the obturators were removed from within the needles to insert the fiber. Ultrasound images and photoacoustic data were then collected for different scenarios of fiber and seed placement within the prostate of the dog. Since tissue at the tip of the optical fiber also generates a photoacoustic effect and may consequently obscure the signal from seeds, images were intentionally taken with the transducer directed away from the fiber but towards the seeds, verified by ultrasound. At the end of the experiment, a cone-beam CT was taken of the seed-filled prostate with the dog still positioned on its back on the operating table.
Three particular scenarios were conducted in the dog (see Figure 39), all acquired by the linear transducer of the transrectal probe. In the first scenario, one uncoated seed was placed approximately 5 mm away from the sheathed optical fiber in the elevation direction. The second scenario was similar to the first, except a coated seed was placed instead of an uncoated seed. In the last scenario, three coated seeds were placed in a line along the axial direction, each approximately 5 mm apart from another (see Figure). The sheathed optical fiber was also positioned out of plane approximately 5 mm away in the elevation direction from the seed closest to the probe. In all these scenarios, photoacoustic images were acquired at various sampled energies between 0 to 11 mJ/pulse (i.e. approximately 0 to 175 mJ/cm²), measured from the tip of the sheathed fiber, to determine how the images change with respect to energy.
Illustrations of the positions of seed(s), fiber, and probe in the experiment. The left represents the first and second scenario with one uncoated and coated seed, respectively. The second represents the final scenario with three coated seeds.

### 5.3 Results and Discussion

The results of the first scenario with one uncoated seed are shown in Figure 40. The photoacoustic image clearly shows a signal at the location of the seed, even at the MPE of 100 mJ/cm². Contrast, CNR, and SNR also decrease in magnitude with decreasing energy, until finally reaching the sensitivity limit of the probe at around 3 mJ/pulse. Even though the photoacoustic image clearly shows a signal at the location of the seed, the undefined shape of the signal brings into question whether the signal is truly from the uncoated seed, or if it is actually from the photoacoustic effect of the tissue at the tip of the fiber. Even though the transducer was directed away from the fiber to avoid detecting the signal at the tip, it is possible that the transducer is still sensitive enough in the elevation direction at this distance to detect this photoacoustic effect, especially in the absence of other stronger signals.
Figure 40 Results of imaging a single uncoated seed. Top left shows the processed photoacoustic image at MPE (red dotted line in plots); top right shows SNR with respect to energy; bottom left shows contrast with respect to energy; and bottom right shows CNR with respect to energy.

As opposed to the first scenario, the results of the second scenario with one coated seed clearly display the photoacoustic signal from the seed rather than the fiber, and are shown in Figure 41. The photoacoustic image, even at MPE, shows an approximately 4.5 mm bright linear-shaped signal, as would be expected from a seed, rather than a nebulous spot that would be expected of fiber. Two lines are also seen at the seed, which may be attributed to signal coming from the sides of the seed, or reverberations occurring within the seed. Furthermore, contrast, CNR, and SNR all decrease in magnitude with decreasing energy, until reaching the sensitivity limit of the transducer at around 2 mJ/pulse. Note, however, that the numbers between the coated seed and uncoated seed cases may not be directly compared since the scenarios, although similar, are not identical, especially having a large difference in imaging depth (26 mm
for the uncoated seed compared to 14 mm for the coated seed). Nonetheless, one of the main concerns for conducting photoacoustic imaging for PPB in live animals was the effect that tissue, water, and blood would have on image quality. Even though these constituents do absorb 1064 nm light, evident by signal at the tip of the fiber, this particular experiment shows that seeds may still be imaged clearly in their presence.

![Figure 41](image)

**Figure 41** Results of imaging a single coated seed. Top left shows the processed photoacoustic image at MPE (red dotted line in plots); top right shows SNR with respect to energy; bottom left shows contrast with respect to energy; and bottom right shows CNR with respect to energy.

The results of the third scenario are finally shown in Figure 42. Although three seeds were implanted, evident in both ultrasound and CT images, only two seeds are visible in the photoacoustic image. Moreover, the contrast, CNR, and SNR of both seeds decrease with decreasing energy as expected, with Seed 1 having higher magnitudes than Seed 2 because it is both closer to the fiber and to the probe. There are also two other signals visible in the photoacoustic image. The one at an imaging depth of 8 mm is
confirmed to be from the fiber, which although is outside the imaging plane, is still detected. The other, located at an imaging depth of 20 mm, is an unknown artifact, being not visible in either ultrasound or CT. It is possible that it is the edge of the third seed, but its location is a bit too far from the probe to be the third seed. Another possible reason for this artifact is an accumulation of blood at that specific location which may especially absorb laser energy to generate such a photoacoustic signal. However, a more plausible explanation is that the artifact is a reflection of the fiber tip photoacoustic signal from Seed 2. The fiber tip was inserted approximately 7 mm away from Seed 2 (more precisely, $\sqrt{5^2 + 5^2} = 5\sqrt{2} \approx 7$ mm), and Seed 2 is approximately 13 mm from the probe, explaining the artifact’s 20 mm position that is equivalent to the sum of the two distances. The higher intensity of the artifact compared to the fiber may also be due to the fact that the probe is oriented toward the reflection off Seed 2 but away from the fiber, therefore being more sensitive to the reflection rather than the fiber.

![Figure 42](image)

**Figure 42** Results of imaging three coated seeds. Top row, from left to right, shows the sagittal photoacoustic image at MPE (red dotted line in plots), the sagittal ultrasound image aligned with the photoacoustic image, and an axial CT slice, respectively. Bottom row, from left to right, shows contrast with respect to energy, CNR with respect to energy, and SNR with respect to energy, respectively.

### 5.4 Conclusion
In this chapter, we presented a next generation photoacoustic imaging system for visualizing brachytherapy seeds in the OR. It is a vast improvement to our previous system as it includes a more powerful laser system, a more advanced ultrasound scanner, and additional essential components to make it viable in the OR. In addition, a translucent fiber sheath and coating of seeds enables the system to obtain stronger photoacoustic signals. Finally, experiments of an *in vivo* dog prostate demonstrate that single and multiple seeds are clearly visible in a live animal.

It is clear, however, that there are also potential problems with photoacoustic imaging for use in PPB that may be considered for future directions. First, the photoacoustic effect of tissue at the tip of the fiber is often detected, even when the probe is oriented so the fiber tip is outside the imaging plane. This may likely be avoided by another method of laser energy delivery such as the transurethral approach, which would have the fiber inserted into a catheter to allow more space between fiber and tissue, thus preventing a strong photoacoustic effect from occurring. Another option is to alter the tip of the fiber, perhaps by extending the surface area into a cylinder by which the laser energy may be emitted, so that the energy density may be reduced to diminish the photoacoustic effect from tissue. The most concerning issue, however, is the possible presence of false positive reflection artifacts in the photoacoustic images. More study is necessary to confirm if reflection artifacts are significant in photoacoustic imaging, and if so, innovative methods will be required to overcome such an issue.

Nonetheless, generating photoacoustic images of multiple seeds in a live animal is a significant step in making photoacoustic imaging possible for PPB patients. With additional research, photoacoustic imaging may become a standard means of intraoperative dosimetry in PPB.
Chapter 6. Conclusions and Future Directions

Two intraoperative dosimetry systems have been proposed. The first uses TRUS and mobile non-isocentric C-arm X-ray fluoroscopy to localize the seeds in relation to the prostate. The second takes the novel approach of photoacoustic imaging by adding a laser to the standard PPB clinical ultrasound system.

Both proposed systems are effective for seed localization. The TRUS-fluoroscopy system generates a mean registration error of 1.3 mm, while the photoacoustic system generates a contrast of up to 5.8 dB at MPE for multiple seeds simultaneously acquired in an in vivo dog prostate. Both systems are economical. Compared to other approaches that require expensive CT or MRI scanners, the system based on TRUS-fluoroscopy only adds a simple marker-based fiducial, while the one based on photoacoustic imaging requires just an addition of a laser. Finally, both systems are practical. Both the TRUS-fluoroscopy and photoacoustic systems incur few changes to contemporary clinical PPB procedures.

Specifically, my individual contributions in this dissertation were the following:

1. I have demonstrated an algorithm that simultaneously segments the tracking fiducial and brachytherapy seeds in fluoroscopic images, thereby minimizing the need for manual intervention. This algorithm successfully segmented the FTRAC with a rate of 88.3% on over 150 clinical images. Mean pose estimation errors were less than 1° in rotation and approximately 2 mm in translation. It also produced excellent seed segmentation results, with a false negative rate of 1.1% and false positive rate of 2.6% on over 7000 clinically implanted seeds. A majority of overlapping seeds were also detected and separated. The algorithm easily completed all the image processing within the several seconds it takes to position the C-arm from pose to pose. Moreover, segmentation did not require an ROI, allowing for direct pipelining from fluoroscopic image acquisition to seed reconstruction.

2. I have demonstrated our next generation TRUS-fluoroscopy intraoperative dosimetry system based around a simple marker-based fiducial. The system portrayed a paradigm shift, requiring only a fiducial with at least 4 seed-like markers to significantly simplify workflow. The 4 image processing steps were all thoroughly tested and validated on 37 patients as approved by the
Institutional Review Board at the Johns Hopkins Hospital. Seed segmentation resulted in a 1% false negative rate and 2% false positive rate. Fiducial detection with pose estimation successfully detected 98% of the markers. Seed matching with reconstruction produced a mean reconstruction error of 0.4 mm. And fluoroscopy-to-TRUS registration generated a mean registration of 1.3 mm. Moreover, the system successfully identified cold spots that are so crucial to detect within the OR.

3. I have demonstrated a prototype photoacoustic imaging system for the localization of brachytherapy seeds. Starting with a clinical ultrasound scanner, a photoacoustic system was integrated with an addition of a pulsed laser using 1064 nm light. The photoacoustic system agreed closely with theory, showing minimal changes in SNR with variations in pulse repetition rate, but a linear increase in SNR with laser energy per pulse, and an exponential decrease in SNR with laser-to-seed distance. Moreover, the shape of the seed did not change with probe-to-seed distance, but displayed in correspondence with the respective orientation of the probe with the seed. Finally, the clinical feasibility of this system was shown as two seeds were clearly reconstructed in an ex vivo dog prostate.

4. I have demonstrated the next generation photoacoustic imaging system for the localization of brachytherapy seeds in a clinical setting. Fiber optics and equipment specific to PPB were included in the system, and the first known in vivo study of imaging seeds for PPB was conducted until the approval of the Animal Care and Use Committee at the Johns Hopkins Medical Institutions. While results for bare seeds proved inconclusive due to the possible detection of the photoacoustic effect at the fiber tip, coated seeds are clearly imaged with a contrast of 15 dB at MPE. Two seeds were also imaged simultaneously, showing that photoacoustic imaging is indeed feasible in an in vivo setting, despite possible negative effects of blood, water and tissue.

These individual contributions present solid progress towards bringing ITP into clinics worldwide. However, there are still several shortcomings that may be considered as future directions for research. Although the TRUS-fluoroscopy system is a mature project, there is still room for improvement, since the system requires a fiducial as well as a phantom for C-arm calibration. Fiducial-less reconstruction has been
attempted and has thus far has proven unfruitful, but it would be a valuable improvement if it can be made robust. C-arm calibration is also quite cumbersome but is required to correct image distortions and compute intrinsic camera calibration parameters. It may be possible to estimate these parameters without a calibration phantom, but doing so would require the system to be more robust to any imprecision that may result. For the photoacoustic system, there is much more room for future work as it is still in its adolescent stages. While we have implemented a real-time photoacoustic system, there are many limitations which cause it to have an unsatisfactory slow frame rate. Hardware upgrades to the DAQ device and software improvements are required to overcome this bottleneck. In addition, more investigation is required to determine if reflection artifacts are significant in photoacoustic imaging. If so, innovation is needed to eliminate these artifacts, including already present artifacts such as the one generated by the fiber tip. Imaging of many seeds has also not yet been done since it is difficult to fully illuminate the prostate. More advanced laser energy delivery methods beyond the standard optical fiber, including side-shooting or cylindrically-shooting fibers, should be investigated. Finally, the work presented in this dissertation show 2D photoacoustic images but 3D photoacoustic volumes should eventually be collected. If energy delivery becomes resolved so a large volume is illuminated, the 2D slices should then be integrated to image the seeds in 3D.

Despite these shortcomings, the work presented in this dissertation lays a foundation for future research in this area. The contributions have also made significant strides for improving healthcare technology in our world. Only time will tell how much impact these contributions will have, but it is conceivable that we will see these two intraoperative dosimetry systems being used on a loved one, or even on ourselves, some day.
Appendix A. The Registration of Ultrasound and Fluoroscopy Graphical User Interface

The contents of this appendix present an overview of the MATLAB graphical user interface (GUI) we have developed to aid the Registration of Ultrasound and Fluoroscopy (RUF) project. Although the software is by no means intended for commercial use, it has proved to be indispensable in the transition from the previous generation of the TRUS-fluoroscopy intraoperative dosimetry system presented by Jain et al. [20, 21] to the latest generation of the RUF system. The following may be considered as a user manual for the readers who are interested in operating the software.

A.1 The rufMainGUI Window

The RUF GUI is executed by running rufMainGUI.m within MATLAB, the simplest method of which is to enter “rufMainGUI” in the command window once the current folder is set to the Main_GUI directory of the RUF program. Once executed, the rufMainGUI window should appear (see Figure 43).
There are several panels in the rufMainGUI window each with their own title – Patient Information, C-arm Calibration, Image Acquisition, RUF, and Analysis. The final panel of Analysis is under development and beyond the scope of this dissertation and will therefore be excluded from this manual. Within the remaining panels are several buttons, but the ones named Calibrate C-arm, Reconstruct Seeds, and US-Fluoro Registration are the lengthiest to describe and are thus saved for later sections. The remaining buttons are explained in this section, which have the function of selecting identifiers, directories and files that are essential for the algorithms in the program to operate.

First, the root directory, located as the first entry in both the Patient Information and C-arm Calibration panels, indicates the file path in which all data will be stored. The Select buttons next to these root directory entries pop up a window that allows the user to select or make a new folder to serve as the root directory. As a convenient feature, the root directory path is saved every time the program is closed so it may begin with the most recently selected root directory when the program is reopened.

Next is the patient ID, which is located as the second entry of the Patient Information panel. This entry contains the date of an operation as well as an identifier for the specific patient. It also selects the
appropriate patient directory in the internal file system of the GUI to store the patient’s data. The Select button next to the patient ID entry pops up a window to select the directory of a previous patient or to create a new patient directory for which to acquire data (see Figure 44). If adding a new patient is desired, the patient ID indicated by the user is automatically prefixed with the current date. By default, the latest patient ID is selected when the RUF program is opened.

![Select a patient window](image)

**Figure 44** Selecting a patient ID

Similar to patient ID is the calibration session, located as the second entry of the C-arm calibration panel. Like patient ID, this entry contains the date of a C-arm calibration as well as an identifier for that particular calibration. It also selects the appropriate internal directory to store the calibration data. The corresponding Select button is very similar to the one for patient ID, in that the user may select a previous calibration session or create a new calibration session which is automatically prefixed with the current date (see Figure 45). By default, the latest calibration session is selected when the main program is opened.
Also, since C-arm calibration must be done the day of each patient case, the dates on the patient ID and calibration session must agree or a warning message will appear.

![Select a session](image)

**Figure 45** Selecting a calibration session

Once the calibration session has been identified, the particular calibration image must also be selected. This is indicated by the third Image entry in the C-arm Calibration panel. Multiple images may be collected for C-arm calibration although only one is needed. The corresponding Select button therefore pops up the rufCalibImageSelection window which allows the user to select a previous calibration image or to acquire/import a new one (see Figure 46). By default, the latest calibration image for the chosen calibration session is selected when the program is opened. Fluoroscopic images, including calibration images, may be acquired directly by the RUF program, assuming a framegrabber is connecting the C-arm to the computer. However, it is often more convenient to acquire images by the framegrabber’s own software. There is therefore also an option to import, rather than acquire, images when the Acquire New button in the rufCalibImageSelection window is pushed. Thus, images are often acquired by the
framegrabber’s software and then imported into RUF by this function. Whether acquired or imported, each calibration image is automatically named sequentially for easy identification.

![Figure 46 Selecting a calibration image](image)

While one image is required for calibration, multiple images are required for patient data, since a set of three or more distinct images is needed for fluoroscopic reconstruction, and a collection of images is needed to form an ultrasound volume. These groups of images are referred to as “batches”, and may be selected for both fluoroscopy and ultrasound using the Select button next to the Batch entry and depending on the entry selected in the Image Modality drop-down menu within the Image Acquisition panel of the rufMainGUI window (Figure 47). While more images may be acquired, the RUF program can only display 12 fluoroscopy images within a batch at a time; for ultrasound, the images are stacked to form a volume so the only limit to the number of images is from memory constraints. By default, the latest fluoroscopy and ultrasound batches for the chosen patient ID are selected when the program is opened. Note that the images within a batch should be acquired at the same time point within the brachytherapy operation, i.e. no additional seeds should be implanted until all images in a batch are acquired. Like calibration images, fluoroscopic patient images may be acquired directly by the RUF program but it is often more convenient to import images. The Acquire Images button of the Image Acquisition panel will offer both options of
acquiring and importing for fluoroscopy. For ultrasound, there is no option to directly acquire images into RUF, and therefore the Acquire Images button will only import images when the Image Modality menu is selected as Ultrasound. Ultrasound images are typically acquired by the treatment planning software (e.g. VariSeed or RadVision) and then imported into RUF through this function. Like for calibration images, whether acquired or imported, each batch and each image is automatically named sequentially for easy identification.

**Figure 47** Selecting a fluoroscopic batch

Before acquiring fluoroscopy images, however, note that C-arm calibration (see Section A.2) must be completed before the Acquire Images button is pushed. The reason for this is that a series of algorithms that depend on C-arm calibration are immediately executed once a fluoroscopy image is acquired or imported. Those particular algorithms include image masking, distortion correction, seed segmentation, fiducial detection, and pose estimation, altogether taking less than 10 seconds per image to run. The results
of these algorithms may later be manually corrected by pushing the Reconstruct Seeds button under the RUF panel of the rufMainGUI.

Finally, to exit the program, simply press the red X at the top right corner. The root directory will be saved automatically for the next time the program is opened.

A.2 The rufCalibrationGUI Window

The rufCalibrationGUI window appears when the button called Calibrate C-arm under the C-arm Calibration panel in the rufMainGUI window is pushed (see Figure 48). This window performs the functions of calibrating the C-arm using the selected calibration image, which is initially displayed in the window. The calibration image is a shot of a two-plane calibration phantom (made of a grid of BBs on the first plane closer to the C-arm detector and a series of lines on the second plane farther from the detector) that should be taken on the day of patient image acquisition.
The rufCalibrationGUI window before calibration.

The selected calibration image is automatically displayed.

The rufCalibrationGUI window has three main buttons – Compute Mask (video), Dewarp, and Calibrate. Each of these buttons executes an algorithm that is necessary to calibration the C-arm. There is also a fourth button called Auto Dewarping & Calibration. This button pipelines the three tasks of calibration so that the algorithms run sequentially without the need for the user to push each of the three buttons individually. When each calibration algorithm is executed, rufCalibrationGUI displays the relevant images and numbers that result from each algorithm for verification purposes (see Figure 49). All algorithms together generally take less than 20 seconds to run.
The image mask (top right), masked image (bottom left), bead-segmented image (bottom middle), and line-segmented image (bottom right) are displayed as the calibration algorithms are executed.

The first of the three calibration functions is Compute Mask. Its purpose is to compute an image mask to apply to the calibration image. Images taken with the C-arm generally include information, such as patient and surgeon names, contrast information, and X-ray imaging parameters, within the image but outside the C-arm field of view. This information needs to be removed because image processing algorithms that are to be later applied would generate erroneous results with the information remaining in the image. There are three different masks that may be computed, including Compute Mask (video), Compute Mask (dicom), and No mask. Of these three, Compute Mask (video) is most commonly used and is in fact the default method of computing mask when the Auto Dewarping & Calibration button is selected, since calibration images are generally video captured by a framegrabber. Although much less frequently used, Compute Mask (dicom) is still available in case DICOM calibration images are available.

Figure 49 The rufCalibrationGUI window after calibration.
The user also has the option of choosing No Mask, which skips the step of computing a mask, in case that method is desired. Moreover, all three of these options automatically compute a Dewarping threshold based on the histogram of the calibration image for the next step in the calibration pipeline.

The second of the three calibration functions is Dewarp. Its purpose is to segment the BBs of the calibration image and compute a distortion map from the segmentation. This step is needed to produce the precise calculations that are needed to reconstruct the implanted seeds from the C-arm images. The calibration phantom that is imaged was designed with a perfectly aligned grid of BBs. However, even though the image should theoretically display the grid of BBs perfectly aligned with proper perspective projective geometry, the image is warped due to magnetic field distortions caused by the environment affecting the C-arm electronics. Dewarp therefore segments the BBs, matches each BB with its true grid location and reverses the image distortion generated by the C-arm. It also enforces a fixed pixel resolution of 0.44 mm/pixel. Moreover, it automatically computes a Calibration threshold for the next step of the calibration pipeline.

Finally, the last of the three calibration functions is Calibrate. Its purpose is to compute the intrinsic camera parameters of the C-arm, particularly, focal distance and origin. These parameters are necessary for other image processing steps, particularly fiducial detection, pose estimation, and reconstruction. To compute these parameters, Calibrate first segments the 12 lines in the second plane of the calibration phantom. It then calculates the intersection of planes generated by these segmented lines in the imaging plane and the true manufactured positions of these lines to compute the focal length and origin.

All outputs are automatically saved in files within appropriate internal folders as each algorithm is executed. To exit the rufCalibrationGUI window, press Done or close the window by pushing the red X at the top right corner.

A.3 The rufReconGUI Window

The rufReconGUI window appears when the button called Reconstruct Seeds under the RUF panel in the rufMainGUI window is pushed (see Figure 50). This window performs the function of processing the batch of fluoroscopic images, which is initially displayed in the window, to eventually form
a 3D reconstruction of seeds. As mentioned in Chapter 2, there are four main steps to our TRUS-fluoroscopy system. This window covers three of these steps, particularly seed segmentation, fiducial detection with pose estimation, and seed matching with reconstruction. The window for the fourth of these steps, i.e. fluoroscopy-to-TRUS registration, is covered in Section A.4. The first two steps, i.e. seed segmentation and fiducial detection with pose estimation, have already been performed on the images by this stage since they were executed immediately when the images were acquired. The results of those algorithms are displayed under each image in the form of the number of seeds segmented, shown in brackets by the image name, and the mean residual error of the estimated pose.

![The rufReconGUI window.](image)

The batch of fluoroscopic images is initially displayed.
Even though seed segmentation and fiducial detection with pose estimation have already been executed on these images, there may be some errors in the automatic processing of these images. To manually correct errors, select the Seed button by the particular image that needs to be corrected. When selected, the following seed segmentation window with the corresponding image should appear (see Figure 51).

![Seed segmentation window](image)

**Figure 51** The seed segmentation window.

In this seed segmentation window, points identified as single seeds appear as red dots, points identified as overlapping seeds appear as magenta circles, and points identified as fiducial markers appear as green dots. Some points may not actually be seeds or markers, however, and are therefore false positives; there may also be some seeds or markers that have not been identified and are therefore false negatives. There are two main options to correct the segmentation. First, one may reuse the automatic seed segmentation and fiducial detection algorithms. To apply the seed segmentation algorithm, push the Auto Segment button, and the entire image will be resegmented. Since seed segmentation depends on a threshold to binarize the image, there is also an option to apply a user selected threshold or to use an automatic threshold for more accurate seed segmentation. To apply a user selected threshold, check the User
Threshold checkbox and adjust the Threshold slider bar to select an appropriate threshold; otherwise, to use an automatic threshold, uncheck the User Threshold checkbox. It may also be advantageous to select an ROI for seed segmentation. To do so, press the Zoom In Out button, then click-and-drag the mouse over an ROI. Then push Auto Segment to apply auto segmentation again. Fiducial detection with pose estimation may also be reused. To do so, simply push the Detect BBs algorithm, and the fiducial detection algorithm will run on the segmentation currently in the window. The other option to correct the segmentation is to do so manually. There are three methods to manually correct segmentation, all of them rather self-explanatory. To add seeds, choose the Add Seed button and click on the image to add red segmented points to the image. For some computer assistance, the Find Closest Point checkbox may be checked to automatically segment the closest darkest point to the user’s mouse clicks. To delete segmented points, choose the Delete Seed/BB button and click near a segmented point (whether red, green, or magenta). If the mouse is clicked far from a segmented point, an error message will appear to advise the user to select closer to a segmented point. And finally, to identify a segmented point as a seed or fiducial marker, choose the Convert Seed/BB button and click near a segmented point to change the color from red/magenta to green (for marker) or from green to red (for seed). Again, an error message will appear if the mouse is clicked too far from a segmented point.

There is also one more function in the seed segmentation window, which is Refine Segmentation. This function will perturb all the segmented points so each will fall on the darkest spot in its vicinity. This may be useful, but could also cause errors, especially for overlapping seeds. Finally, to close the segmentation window, either click the Save and Close button or click the Cancel button. Save and Close will estimate pose if not already done so for the new segmentation, save the results, and close the window. Cancel will close the window without saving, and pushing the red X at the top right corner performs the same function as Cancel.

Once the images have been corrected, we may proceed to the next step of the pipeline, which is seed matching with reconstruction. To run reconstruction with APC-REDMAPS, simply check the checkboxes next to the images that are to be used for reconstruction (as few as 3 and as many as 6 images). If there are more images than necessary in a batch, a good rule of thumb to obtain the best reconstruction is to select the combination of images with the lowest mean residual pose errors and have seed segmentation...
numbers close to the true number of seeds. Once the images are selected, enter the actual number of implanted seeds in the Number of Seeds entry (by default, it is set to the maximum number of segmented seeds among all images in the batch), and push the Reconstruct Seeds button. The program will then execute APC-REDMAPS, save the results, and show a message box when it is finished. While the program is running, the user may look at the MATLAB command window to see how the APC-REDMAPS computations are going. A rule of thumb to see if it is running well is to verify that eta (the dimensionality reduction threshold) is decreasing per iteration. The ultimate solution (sometimes the penultimate solution if the ultimate iteration fails) should also be optimal with a low eta. Completion may take as little as a minute to as much as a few hours to run, depending mostly on the number of images and the number of implanted seeds. Once APC-REDMAPS is done, click the View Results button and select the reconstruction file to open (identifiable by the image names concatenated together) to open the rufFluoroResultsGUI for that reconstruction to verify correctness.

The rufFluoroResultsGUI window allows the user to check if the reconstruction is accurate. If it is not accurate, the user must go back to the rufFluoroReconGUI window to correct any problems in seed segmentation or pose estimation. The rufFluoroResultsGUI has two main methods to verify reconstruction: 1) the back-projected images, and 2) the projection views. Click the Previous or Next buttons to rotate among the back-projected images and the projection views.

The back-projected images (see Figure 52) show the back-projected points of the reconstruction overlaid on each of the segmented images. Segmented seeds are identified as red dots, while the back-projected reconstructed seeds are identified as magenta circles. Likewise, segmented markers are identified as green dots, while the back-projected reconstructed markers are identified as yellow circles. The user should verify that for each image, each segmented seed (red dot) has a corresponding reconstructed seed (magenta circle), and each segmented marker (green dot) has a corresponding reconstructed marker (yellow circle). The user should also verify that reconstructed single seeds (lone magenta circle) are indeed single seeds while reconstructed hidden seeds (magenta circles closely overlaid on each other) may indeed truly be hidden seeds.
The projected views (see Figure 53) show the reconstruction projected on each of the coordinate axes – axial, coronal, sagittal. This is helpful to identify any errors that are not obvious in the back-projected images. The user should verify that the seeds are clustered in a cloud and that there are no stray reconstructed seeds separate from the others. Stray reconstructed seeds often mean a matching error and the user should therefore go back to the segmented images to especially segment overlapping seeds that may be manually resolved. Note that the grids on the projected views are inaccurate since they were first implemented in conjunction with the FTRAC but have now become obsolete.
Figure 53 The rufFluoroResultsGUI window: Projected views – axial (top), coronal (middle), sagittal (bottom)
Finally, the remaining buttons in the rufFluoroResultsGUI are the Export button and the Close button. The Export button saves the 3D coordinates of the reconstructed seed cloud in a designated file location, but since a text file is automatically saved when reconstruction is run, this function is rarely used. The Close button closes the rufFluoroResultsGUI, which may also be done by pushing the red X in the top right corner.

Once reconstruction is completed, we may move on to the fourth step of the pipeline, which is fluoroscopy-to-TRUS registration. Press Done or the red X to close the rufFluoroReconGUI window and to go back to the rufMainGUI window.

A.4 The rufRegistrationGUI Window

The rufRegistrationGUI window appears when the button called US-Fluoro Registration under the RUF panel in the rufMainGUI window is pushed (see Figure 54) and a specific reconstruction is selected. This window covers the last of the four steps of the processing pipeline, which is fluoroscopy-to-TRUS registration. It also has the feature of computing dose. By the time this window is opened, it is assumed that all prior steps have already been completed. It therefore initially shows the volume of the selected ultrasound batch and the selected reconstruction (red dots) either centered (if a previous registration has not been saved) or registered (if a previous registration has been saved) on the ultrasound volume. The ultrasound image information, including the origin and pixel spacing, as well as the numbers of this initial registration, including the rotation matrix, translation vector, and scale, are also initially displayed.
The selected ultrasound volume and reconstruction are initially displayed.

To run the fluoroscopy-to-TRUS registration algorithm, several inputs must first be set. The plan must be loaded; or, if the plan is unavailable, an ROI may be selected instead. Both inputs are used to initialize optimization in the registration algorithm. To load a plan, select the Load Plan button and find the DICOM images which contain the planned seed locations. Otherwise, to select an ROI, the user may push the Select ROI button, click-and-drag across the ultrasound image, and double-click to accept the drawn ROI. The user may also manually input the limits (minimums and maximums) of the desired ROI. Finally, the user should also set a threshold for segmenting the bright hyperechoic spots in the volume which is
used for the point-to-volume registration. By default, this value is set to 2.5. The origin and spacing are also inputs into the registration algorithm; while the values may be changed, they should generally be kept to their default values. Once all inputs are set, push Register to run the fluoroscopy-to-TRUS registration.

While the program is running, the user may look at the MATLAB command window to see how the iterations are going. Registration generally completes within one minute. The registered reconstruction should appear immediately on the ultrasound volume once registration is finished (see Figure 55). The corresponding numbers, i.e. rotation matrix, translation vector, and scale, should also be updated in their appropriate locations. Click the arrows on the slider bar to go through slices of the ultrasound volume and registration. The images may also be zoomed, panned and rotated by the mini-toolbar located at the top left corner of the window. The user should verify that the registered reconstructed seeds (red dots) generally overlap the bright hyperechoic spots on the ultrasound volume.
Figure 55 The rufRegistrationGUI window after registration.

Although registration is the last algorithm of the pipeline, it may be helpful to also see other information overlaid in this window, including the plan, the contours, and the dose (see Figure 56). As indicated earlier, the plan may be loaded by the Load Plan button. The display of the plan may be turned on or off by pressing the appropriate radio button under the Display section of the Information panel. When turned on, the planned seed locations will display as green squares on the ultrasound volume. The contours may be loaded by the Load RT Structure button and choosing the appropriate DICOM files that contain the contours. Like the plan, the contours may be displayed by pressing the appropriate radio button. When turned on, the contours will display as thin lines – red for the prostate, yellow for the planning target.
volume, blue for the urethra, and green for the rectum. Dose may also be displayed after the Compute Dose button is pressed. This button calculates dose from the current registered seeds once inputted source activity and prescription dose are entered. To display the dose, choose the appropriate radio buttons next to the desired isodose level to display. The dose will then display as thick lines – blue for 200%, yellow for 150%, and green for 100%. Displaying the contours along with the dose helps in identifying cold spots.

Figure 56 The rufRegistrationGUI window after registration with all plan, contours, and dose overlaid.

Finally, the remaining buttons in the rufRegistrationGUI are the Cancel button and the Save and Close button. Cancel will close the window without saving, and pushing the red X at the top right corner
performs the same function. Save and Close will save all the results, including the registration, the plan, the contours, and the dose.

In this appendix, we presented an overview and user manual of our RUF GUI. It has proved an invaluable tool, as more than 50 patients have been acquired and analyzed with the RUF GUI. It has also played an important role to make RUF more accessible to other clinics, as its design has served as a model for the ultrasound-fluoroscopy portion of the commercial treatment planning software produced by Acoustic MedSystems, Inc. known as RadVision.
Appendix B. Localization of Brachytherapy Seeds in Magnetic Resonance Imaging

While seed localization may be best achieved by ultrasound and fluoroscopy, or by photoacoustic imaging, they are by no means the only imaging modalities that may be applied. MRI is another method that may be used to both visualize and localize seeds. Being closely related to the topic of this dissertation but not sufficiently significant to be included as a chapter, this appendix, originally presented at the IEEE International Symposium on Biomedical Imaging [37], demonstrates some preliminary results toward this objective.

B.1 Introduction

MRI is a promising modality for guiding brachytherapy, since it provides excellent substructure imaging of the prostate. Currently, many practitioners use TRUS accompanied by X-ray to guide seed placement in the OR. While TRUS is useful for prostate imaging, it is an inadequate modality for visualizing seeds and substructures such as tumors. X-ray displays seeds well but images the prostate poorly. Since MRI can image both the prostate and the needles used during seed deployment, MRI-guided brachytherapy has been tested and validated in over 500 patients using the Signa SP 0.5T open-bore scanner [5] and is now progressing toward conventional closed-bore scanners through the aid of robotics [64, 9].

Localizing seeds within MR images has been problematic because the seeds generally appear as diffuse, dark voids (see Figure 57). Previous studies have assessed MR pulse sequences in imaging brachytherapy seeds [10, 50]. However, recent developments in pulse sequences that image local changes in susceptibility provide a new opportunity to revisit this topic. In this paper, we provide an initial demonstration of the potential to image and localize brachytherapy seeds using the Inversion-Recovery with ON-Resonant Water Suppression (IRON) pulse sequence [58]. Our results demonstrate a clarity of seed visualization that is unprecedented. The potential for localization of seeds using non-invasive MRI has
implications both for in-scanner delivery of seeds and for postoperative evaluation of implant dosimetry profiles.

![Figure 57](a) Fast Spin Echo (FSE) image of the prostate. (b) Magnified view of the prostate area (white box) in (a). Red circles indicate three implanted seeds.

**B.2 Materials and Methods**

**B.2.1 Inversion-Recovery With ON-Resonant Water Suppression**

IRON is a versatile MRI methodology that enables positive contrast visualization in regions of magnetic field susceptibility [58]. It is based on the principle that a particle (e.g., a seed) with a magnetic susceptibility different than that of its surroundings (e.g., tissue) causes a disturbance to the static magnetic field of the MR scanner [52]. If a sphere of magnetic susceptibility $X$ and radius $a$ is placed at the origin in a homogeneous static magnetic field of magnitude $B_0$ along direction $z$, the resulting field disturbance is described by the equation

$$\Delta B_z = \frac{\Delta X B_0 a^3}{3} \frac{2z^2 - x^2 - y^2}{(x^2 + y^2 + z^2)^{5/2}}$$
where $\Delta X = X - X_{\text{surroundings}}$. The total magnetic field disturbance may be characterized as a dipole with positive $\Delta B_z$ values along the axis of the magnetic field surrounded by negative $\Delta B_z$ values in the form of an annulus (see Figure 58). Such a particle therefore causes an external frequency shift of

$$\Delta \omega_{\text{external}} = \gamma \Delta B_z$$

where $\gamma$ is the gyromagnetic ratio of hydrogen. It is clear from these equations that the presence of the particle produces components in the MR frequency spectrum that are distinct from the Larmor frequency of $\omega_0 = \gamma B_0$ [see Figure 59(a)].

Figure 58 Simulation of the magnetic field disturbance caused by a palladium sphere of radius 0.5 mm in water.

(a) XY view. (b) XZ view. (c) YZ view. (d) Isosurface.
IRON selects these off-resonant protons near the susceptibility generating particle by deliberately applying a spectrally selective on-resonant radio frequency (RF) saturation pulse with a limited bandwidth ($BW_{Sat}$) prior to the imaging part of the pulse sequence [see Figure 59(b)]. This suppresses the on-resonant water protons of the background tissue but leaves the off-resonant protons near the particle unaffected. The area around the susceptibility-generating particle may thus be seen with positive contrast. Moreover, the size of the area with positive signal may be controlled by $BW_{Sat}$ and the level of background suppression may be controlled by the flip angle, $\alpha_{Sat}$.

![Figure 59](image-url)

**Figure 59** (a) MR frequency spectrum without IRON prepulse. (b) MR frequency spectrum with IRON prepulse.

### B.2.2 Seed Localization

Once IRON images have been acquired, the brachytherapy seeds must be localized for dosimetry calculation. We thus developed a localization algorithm based on the blob detection technique of the Laplacian of a Gaussian (LoG) [41] to determine seed coordinates from the IRON volume.

In order to apply the LoG, the first step to our localization algorithm is to apply morphological preprocessing so each seed appears more blob-like. To do so, a morphological top hat by reconstruction is applied to the complemented volume, resulting in an image with only the blob-like centers of the dipoles. Next, the volume is filtered by a LoG to narrow down the seed locations. The minima to this resulting image may be thresholded to obtain a binary image volume, each region containing one or more seeds.

Once we have a binary image, each region is then analyzed to determine the number of seeds in the region and, ultimately, the seed locations. By this point in the algorithm, due to scaling issues, seeds are generally well localized in the XY plane but not so well in the Z direction. We thus determine the number of seeds in each region by analyzing the region volume statistics. Once each region's seed count is
determined, the region is divided into equal subregions along the Z axis, where finally, the centroids of each subregion determine the seed coordinates.

**B.2.3 Experiment**

We built two MRI compatible phantoms to assess the potential of using IRON for prostate brachytherapy seed visualization and localization. Typical seed compositions were first researched to determine which materials should be included in the phantom. In general, seeds consist of radioactive agents such as iodine-125 or palladium-103. The outer cylindrical shell is often composed of titanium or stainless steel. Seeds also contain gold or silver spheres to serve as X-ray markers.

The first phantom is made of gelatin (Knox; Kraft Foods, Tarrytown, NY, USA) embedded with five layers of three “seeds” each, for a total of fifteen seeds. The “seeds” in each of the five layers are made of different seed-related materials (dimensions shown in Table 8), in particular, 99.95% pure nonradioactive palladium, 99.95% pure silver, titanium alloy Ti6Al, nonmagnetic stainless steel, and training seeds (Theraseed; Theragenics Corporation, Buford, GA, USA). The training seeds, however, are not equivalent to actual seeds because they are not radioactive. The second phantom is also made of gelatin, but this time in a 61 nonradioactive palladium “seed” configuration inserted using an actual treatment plan.

<table>
<thead>
<tr>
<th>Material</th>
<th>Diameter (mm)</th>
<th>Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Palladium</td>
<td>0.8</td>
<td>4.0</td>
</tr>
<tr>
<td>Silver</td>
<td>0.8</td>
<td>4.0</td>
</tr>
<tr>
<td>Titanium</td>
<td>0.6</td>
<td>4.0</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>0.7</td>
<td>5.0</td>
</tr>
<tr>
<td>Theraseed</td>
<td>0.8</td>
<td>4.5</td>
</tr>
</tbody>
</table>

MR imaging was carried out on a 3T Achieva MRI system (Philips Medical Systems). For the first phantom, the parameters for the on-resonant water suppression prepulse were $BW_{\text{Sat}} = 100$ Hz and $\alpha_{\text{Sat}} = 90^\circ$, determined and optimized for the first palladium layer. Imaging time was 3.7 minutes per layer. The parameters for the second phantom were $BW_{\text{Sat}} = 40$ Hz and $\alpha_{\text{Sat}} = 110^\circ$ with total imaging time of 15 minutes. Typical parameters for the 3D segmented k-space gradient-echo (GRE) imaging sequence that followed the IRON prepulse were as follows: 3.9/1.5, 19 broadband on-resonant radiofrequency excitations
per k-space segment with a constant 15° flip angle, 74 msec acquisition window, 140 × 112 mm field of view, partial echo, 642 Hz/pixel bandwidth, and 288 × 220 image matrix.

## B.3 Results

The resulting MR images of the first phantom are shown in Figure 60 and Figure 61. Table 9 shows volume magnetic susceptibilities [52] as well as summarized statistics.

![GRE slice images of the five phantom materials without the IRON prepulse](image)

**Figure 60** GRE slice images of the five phantom materials without the IRON prepulse. (a) Palladium. (b) Silver. (c) Titanium. (d) Stainless steel. (e) Training seed (Theraseed).

The difference that the IRON prepulse makes in the appearance of the seeds is clearly evident in these figures. In Figure 60, the cylinders appear as dark unclear voids. On the other hand, images with the IRON prepulse in Figure 61 show strong positive contrast with a characteristic dipole shape. The background is also significantly darkened due to the suppression of on-resonant protons in the gelatin. Although this background suppression is inhomogeneous near the boundaries (red arrows in Figure 61),
this is expected behavior as susceptibility differences near the phantom borders also generate off-resonant protons.

Figure 61 GRE slice images of the five phantom materials with the IRON prepulse. Red arrows show areas of inhomogeneous background suppression. (a) Palladium. (b) Silver. (c) Titanium. (d) Stainless steel. (e) Training seed (Theraseed).

The size and contrast of each material also generally correlate with $\Delta X$ (see Table 9), and therefore follows our theoretical equations. Stainless steel seems to be an exception, since it appears smaller than palladium although theoretically it has a larger $\Delta X$. However, the actual $\Delta X$ of the stainless steel seeds in the phantom is uncertain and may truly be less than palladium. This is suggested not only by Figure 61 and Table 9 but also by Figure 60 taken prior to any IRON imaging.
Table 9 Average statistics for IRON images in Figure 61.

<table>
<thead>
<tr>
<th>Material</th>
<th>X  (\times 10^{-6})</th>
<th>ΔX (\times 10^{-6})</th>
<th>Y (mm)</th>
<th>Z (mm)</th>
<th>Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Palladium</td>
<td>806</td>
<td>~815</td>
<td>12</td>
<td>14</td>
<td>32</td>
</tr>
<tr>
<td>Silver</td>
<td>-24</td>
<td>~15</td>
<td>3.4</td>
<td>5.4</td>
<td>3</td>
</tr>
<tr>
<td>Titanium</td>
<td>182</td>
<td>~191</td>
<td>8.7</td>
<td>8.3</td>
<td>15</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>3520 to 6700</td>
<td>~5120</td>
<td>8.3</td>
<td>6.1</td>
<td>24</td>
</tr>
<tr>
<td>Theraseed</td>
<td>Unknown</td>
<td>Unknown</td>
<td>6.7</td>
<td>4.5</td>
<td>13</td>
</tr>
<tr>
<td>Gelatin/Tissue</td>
<td>-11.0 to -7.0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

This agreement with theory is further exemplified in the isosurface shown in Figure 62. The shapes of the three palladium cylinders in Figure 62(a) are clearly similar to the characteristic dipole shape shown for a sphere in Figure 58(d). Our theoretical equations suggest both positive and negative magnetic field distortions; however, IRON shows both distortions with positive contrast. Although simulations of a finite cylinder would be more suitable, the physics of such a magnetic field distortion is not easily described and was therefore not simulated. Nonetheless, the similarity of the phantom’s short finite cylinders to the spherical model shows that IRON produces images as was expected through theory.

**Figure 62** Isosurface of palladium layer using IRON imaging. Red arrows show areas of positive distortion shown with positive contrast; blue arrows show areas of negative distortion shown with positive contrast.

Finally, it may appear at first glance that it is not easy to localize the seeds because of the extended pattern that is characteristic of the IRON images. However, we developed the localization algorithm described in Section B.2.2 and applied it to the more realistic 61 seed configuration of the second phantom as an initial demonstration to determine its feasibility.
Figure 63 (a) Slice in the simulation volume of 61 seed phantom. (b) Slice in the MRI IRON volume of 61 seed phantom.

Figure 63 shows a slice through the simulated and actual IRON MRI volumes, while Figure 64 shows steps along the process of the localization algorithm. In the simulation, 61 of 61 seeds were correctly localized with a mean localization error of 1.1643 mm (standard deviation 0.7412). Running time in MATLAB was 70 s for the $512 \times 512 \times 60$ double precision volume on a 2.33 GHz Intel Core 2 Duo CPU. In the IRON MRI case, 62 seeds were identified (1 false positive) with a mean localization difference of 2.5660 mm (standard deviation 1.6851) when compared to manual segmentation. Running time was longer at 123 s since the algorithm needed to be adjusted for the longer cylindrical seeds in the IRON volume as compared to the spheres in the simulation.
Figure 64 Steps of localization algorithm on IRON volume. (a) Slice after morphological top hat by reconstruction. (b) Slice after LoG. (c) Slice after binarizing volume.

B.4 Discussion

In all, this study shows the feasibility of using the IRON pulse sequence for seed localization in MRI. With palladium depicted very well in the phantom images, we expect actual palladium-103 seeds to be similarly well visualized through IRON imaging. Even iodine-125 seeds should be visible with IRON
MRI as they often have titanium or stainless steel shells, both of which produce large signals. As signal strength may be adjusted with $BW_{sat}$, this also leaves room for an adjustment in size should seeds of either type appear too large or too small.

The initial localization algorithm also shows that seeds imaged by IRON can be easily detected. Without IRON imaging, seed localization may be challenging for a human, much more so for a localization algorithm. With IRON imaging, however, simple localization algorithms can complete the task well.

In the future, more realistic phantom experiments need to be carried out in order to properly discern the appearance of brachytherapy seeds in a clinical setting. This involves replacing pure materials with more seed-like objects, while also increasing the density of seeds. Moreover, as air may result in positive contrast signals through IRON, air-prone organs near the prostate, such as the rectum or the urethra, must also be emulated to assess such an effect. Lastly, a clinical study with patients and actual seeds should also be conducted to make intraoperative seed localization and real-time dosimetry in MRI a reality.

In summary, this study presents exciting opportunities in MRI brachytherapy research. IRON has shown to be a promising methodology for imaging seeds, avoiding the disadvantages of conventional MR pulse sequences. With proper seed localization techniques, it consequently allows MRI to be more effective in guiding brachytherapy operations than TRUS or X-ray. Finally, as intraoperative seed localization and real-time dosimetry are a near possibility, prostate cancer patients can receive more optimized cancer treatment with IRON enhanced MRI-guided prostate brachytherapy.
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