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Abstract

RNA sequencing (RNA-seq) measures gene expression in cell populations at an unprecedented resolution. The advent of this new technology around 2008 spurred the need for new techniques for finding scientific meaning in the resulting data. Early statistical techniques for analyzing RNA-seq data were inspired by methods for microarray data analysis, and they involved quantifying gene expression by counting the RNA-seq reads falling within boundaries of pre-specified genes. However, RNA-seq data is very high-resolution, and much of that resolution is lost during the gene counting process. To that end, this thesis introduces novel statistical methods and software for analyzing RNA-seq data at a resolution beyond that of gene counting. First, we propose a technique for segmenting the genome into regions of differential expression between two population using single-base-level measures of signal. Next we focus on transcript-level differential expression analysis; in particular, we introduce tools for finding statistical differential expression signal in transcriptomes that were assembled de novo from RNA-seq reads. Finally, we create a tool for evaluating the statistical properties of RNA-seq differential expression methods: our new tool
ABSTRACT

generates RNA-seq reads to simulate an experiment with known transcript-level differential expression. These statistical and computational contributions to the RNA-seq analysis literature further our ability to draw meaningful biological conclusions from high-throughput RNA sequencing data.
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Chapter 1

Introduction

One of the fundamental principles of how living organisms function is outlined by the central dogma of molecular biology. The central dogma states, in essence, that cells function by transcribing pieces of their DNA sequence to RNA molecules, which exit the cell nucleus and are translated into necessary proteins. The transcription step – transfer of information in a DNA sequence into an RNA molecule, called a transcript – is the beginning of the process called gene expression. Variation in gene expression plays a key role in several important scientific contexts: gene expression changes are involved in phenotypic differences between in human populations, cells’ cancer status, and determination of a cell’s identity.

Scientists investigating questions in these and other areas related to gene expression have developed methods to measure a gene’s expression level by quantifying the amount of RNA in the cell that was transcribed from that gene. One of the earliest
CHAPTER 1. INTRODUCTION

gene expression measurement techniques was the northern blot,\textsuperscript{6} which size-separates a cell population’s total RNA for easy quantification of specific sequences and radioactively or fluorescently labels the RNA corresponding to the gene sequence of interest. The northern blot is designed to measure expression of one gene at a time, which is useful when researchers have an idea of what they are looking for, but is less applicable to whole-genome studies. To that end, scientists developed other technologies to measure expression of many genes at a time, including expressed sequence tags\textsuperscript{7} and quantitative polymerase chain reaction (qPCR).\textsuperscript{8,9}

These techniques were good for measuring overall expression of genes. However, most genes emit not one but several different mRNA transcripts, called \textit{isoforms}, through a process called \textit{alternative splicing},\textsuperscript{10–14} and these older techniques for measuring gene expression did not give isoform-specific expression measurements. The DNA microarray revolutionized expression measurement by making it truly “high-throughput”: microarrays make it very easy to get expression measurements for several thousand genes at a time.\textsuperscript{15} They rely on knowing the sequences of the specific transcripts for which expression measurements are desired: known transcripts are assigned locations on the microarray chip, and isolated complementary DNA created from RNA in the cell is allowed to hybridize to those locations. Several effective statistical methods for normalization and differential expression analysis were developed for microarray data.\textsuperscript{16–18} However, microarrays do not allow for easy quantification of alternative transcript expression, nor do they allow for discovery of expression out-
side of the probes being interrogated. These limitations are major drawbacks to the microarray: even in the organisms with the most well-characterized genomes, we have not yet annotated or discovered all the splice variants or the genomic regions capable of expression.

To that end, researchers have begun to rely on the current state-of-the-art gene expression measurement technique: RNA sequencing, or RNA-seq. This technology directly sequences all of the messenger RNA (mRNA) present in a given cell population. RNA-seq works by first shearing isolated mRNA into short (200-600 nucleotide) fragments, and then reading the nucleotide sequence off of one or both ends of each fragment. Most popular RNA-seq protocols can only read short nucleotide sequences: about 100 bases at a time. However, if enough short reads are generated in an RNA-seq experiment, they are immensely useful: RNA-seq is potentially capable of measuring expression of novel splice variants or in regions not previously annotated, and of measuring expression of all the isoforms of individual genes. This flexibility, coupled with rapidly declining sequencing costs, has led to explosive growth in the use of RNA-seq technology in recent years.

This thesis focuses on using RNA-seq data to detect differential expression, or the phenomenon in which a single genomic feature (exon, transcript, or gene) is expressed at different levels between two cell populations. The most popular existing differential expression analysis approaches fall into two categories, defined by how units of expression are defined and their expression quantified: (1) annotate-then-identify.
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and (2) assemble-then-identify. With microarrays, differential expression is relatively straightforward to quantify: intensity measurements from the same probe are compared across samples. In contrast, with RNA-seq reads, across-sample comparisons are not straightforward because the unit of expression measurement is not defined by the technology. Therefore, reads must be somehow summarized into units of expression before differential expression analysis can be performed. Annotate-then-identify methods do this summarization by counting the number of reads that fall within previously identified boundaries of known genes. On the other hand, assemble-then-identify methods seek to assemble full transcripts directly from the reads and perform transcript expression quantification based on likelihood methods. In both cases, differential expression analysis can then be performed on the resulting measurements at the gene or transcript level.

Here we make several contributions to the existing body of work on differential expression analysis of RNA-seq data. Chapters 2 and 3 propose a novel method for detecting genome-wide differential expression with RNA-seq that is more flexible than an annotate-then-identify approach while simultaneously avoiding the enormous challenge of full transcriptome assembly and quantification. In Section 2.1, we more fully describe the limitations with the two classes of existing approaches and propose our new intermediate class of methods, which we refer to as identify-then-annotate. We then propose and evaluate a specific implementation of the identify-then-annotate class of methods, called Differentially Expressed Region Finder (DER Finder). We
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show that identify-then-annotate methods like DER Finder provide a good compromise between gene-counting methods and full transcriptome assembly methods.

In Chapters 4 and 5, we shift focus to the assemble-then-identify class of methods for detecting differential transcript expression. This chapter introduces and evaluates a new software package called *Ballgown*, which makes major inroads to solving some of the challenges facing users of assemble-then-identify approaches, particularly *Cufflinks*\textsuperscript{22} and *Cuffdiff*\textsuperscript{24}. Existing approaches suffered from a lack of flexibility in the types of experimental designs that could be analyzed, unreasonably conservative distributions of transcript-level p-values from differential expression tests, and extremely large computational time and memory requirements for experiments with more than a few biological replicates. Chapters 4 and 5 show these challenges can be solved by connecting transcriptome assemblies output by existing assemble-then-annotate methods to fast, flexible statistical models in R and the Bioconductor project.\textsuperscript{25}

Finally, in Chapter 6, we introduce a new tool for simulating RNA-seq experiments with isoform-level differential expression. The tool, named *Polyester*, was designed to aid methods developers in testing their new approaches to isoform-level differential expression analysis, since the ground truth is almost never known in non-simulated RNA-seq data, and spike-in experiments are costly and difficult to do, especially at the transcript level. To our knowledge, no publicly-available, existing simulators have built-in mechanisms for specifying differential expression in transcripts at the read level, so *Polyester* was created to fill this need.
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These contributions to software and methods for differential expression analysis using RNA-seq are steps toward a better understanding of the important research areas involving gene expression.
Chapter 2

Differential expression analysis of RNA-seq data at single-base resolution

This chapter describes work published in separate form in the journal *Biostatistics*, with contributions from co-authors Sarven Sabunciyan, Kasper D. Hansen, Rafael A. Irizarry, and Jeffrey T. Leek.

RNA-sequencing (RNA-seq) is a flexible technology for measuring genome-wide expression that is rapidly replacing microarrays as costs become comparable. Current differential expression analysis methods for RNA-seq data fall into two broad classes: (1) methods that quantify expression within the boundaries of genes previously published in databases and (2) methods that attempt to reconstruct full length RNA
transcripts. The first class cannot discover differential expression outside of previously known genes. While the second approach has discovery capabilities, statistical analysis of differential expression is complicated by the ambiguity and variability incurred while assembling transcripts and estimating their abundances. In this chapter, we propose compromise between these two classes: a novel method that first identifies differentially expressed regions (DERs) of interest by assessing differential expression at each base of the genome. Our method then segments the genome into regions comprised of bases showing similar differential expression signal, and then assigns a measure of statistical significance to each region. Optionally, DERs can be annotated using a reference database of genomic features. We compare our approach to leading competitors from both current classes of differential expression methods and highlight the strengths and weaknesses of each.

2.1 Introduction

In this section, we discuss the two classes of existing approaches to differential expression analysis with RNA-seq data and discuss how DER Finder’s philosophy relates to these approaches.

RNA-sequencing generates millions or billions of short sequences from individual mRNA molecules. Analyzing these sequence reads requires several steps: First, each read must be matched to the position it originates from in the genome in a process
called alignment. Then, the number of reads aligned to specific regions must be summarized into quantitative measurements. The measurements are then normalized for the total number of reads measured for a particular sample and statistical models are applied to the summarized units. Oshlack, Robinson, and Young\textsuperscript{26} describe this RNA-seq data analysis process in much more detail. Based on the summarization step, current statistical methods for the analysis of RNA-seq data can be grouped into two major classes. The methods in the first class, which we call \textit{annotate-then-identify}, summarize the reads by counting the number that fall within pre-specified exons or genes. The exon and gene specifications, collectively called the annotation, are obtained from databases of previously identified genomic features.

Once the reads have been summarized at the exon or gene level, the statistical problem for the annotate-then-identify methods is similar to statistical analysis of microarray data, with some adjustments because the raw measurements are counts instead of intensities. The results from RNA-seq experiments can be naturally summarized into matrices like the results of microarray experiments, where rows are genes or exons and columns are samples. Therefore, many of the earliest statistical methods for analysis of RNA-seq data fall into the annotate-then-identify category because they were natural extensions of methods developed for microarrays. Two of the most widely-used annotate-then-identify methods are EdgeR\textsuperscript{27,28} and DESeq\textsuperscript{29} Alexa-seq,\textsuperscript{30} DEXSeq,\textsuperscript{31} and a method developed by Wang et al.\textsuperscript{32} are further examples of annotate-then-identify pipelines focusing on differential expression analysis of
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genomic structures that may indicate splicing or transcriptional differences between groups.

The annotate-then-identify approach provides a straightforward and interpretable analysis, and tested statistical methodology is available once raw read counts have been summarized into a gene-level matrix. However, one disadvantage is that it relies heavily on the accuracy of annotation databases of gene and exon boundaries, and current annotation may be unreliable or hard to interpret. As shown in Figure 2.1a, the annotated transcript structure at individual genomic loci can be complex. Biologically, the distinct but overlapping regions in vertical columns represent a single exon used slightly differently in multiple transcripts. This complexity requires the analyst to make important counting decisions in advance, since each distinct use of an exon (represented by a box in Figure 2.1b) represents a distinct potential counting region for annotate-then-identify methods. It is well known that different choices in how to count (all regions, only non-overlapping regions, or other choices) may lead to dramatically different results. In the case shown in Figure 2.1, using a union model might allow for discovery of whole-gene differential expression, but it may mask a differential expression signal if, say, just one of the transcripts is overexpressed. Also, there is no “correct” gene model to use, so methods requiring this choice are at a disadvantage to those that do not. DER Finder does not require a gene model: if just a few transcripts or exons are differentially expressed, even in a complex scenario like Figure 2.1 shows, the gene will simply be flagged as displaying a complicated
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Figure 2.1: Complex gene structures cause counting complications. (a) Structures of annotated transcripts in a 6kb region of the human genome (corresponding gene ID: ENSG00000099917). A transcript structure this complex causes problems in annotate-then-identify pipelines, as there is no clear way to determine which transcript or exon generated each read, especially if there is a high degree of overlap between unique features, as shown in panel (b): here, we zoom in on the exon on the right-hand side of panel (a) and see four overlapping yet distinct regions. Biologically, this could indicate a single exon with a varying transcription end site, but analytically, it introduces four potential counting regions and requires a critical counting decision to be made. Using a method like DER Finder eliminates the need for these decisions: if just one transcript or one form of an exon is differentially expressed, the genomic regions that uniquely identify that transcript or exon form will be called differentially expressed, and further analysis can be done on the small region to determine the exact phenomenon causing the observed pattern.

differential expression pattern. This type of result is not possible in a gene-model-based approach. A second disadvantage of annotate-then-identify methods is that they do not allow for discovery of novel or previously uncharacterized exons or genes, since they rely on previously-constructed databases.

The methods in the second class, which we call assemble-then-identify, attempt to assemble the full sequences of the mRNA molecules from which the short reads
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originated. These methods rely less heavily on annotation databases of exon or gene boundaries. Another advantage is that assemble-then-identify methods aim to fully quantify all the potential isoforms of mRNA molecules emanating from each gene. However, the short length of typical sequencing reads leads to inevitable ambiguity when attempting to assemble and quantify abundances of individual mRNA molecules: it is virtually impossible to determine which of many possible sets of assembled transcripts truly generated the observed RNA-seq data. This ambiguity leads to varying and structured covariances between transcript measurements within genes, which complicates statistical analysis. There is also a high computational cost associated with assembling full transcripts, quantifying their abundances, and performing transcript-level statistical tests, as compared to the more direct annotate-then-identify approach. The most widely used algorithm in this category is Cufflinks/Cuffdiff,\textsuperscript{22,24} others include Scripture\textsuperscript{20} and IsoLasso.\textsuperscript{35} In our experience, the computational cost of transcriptome assembly is non-trivial: for the 15-replicate experiment described later in this chapter (Section 2.3), Cufflinks took approximately 5 hours on 4 cores for each replicate, merging the 15 assemblies in preparation for DE analysis took 1 hour 39 minutes on 4 cores, and running Cuffdiff (assigning reads to transcripts and identifying DE) took about 42 hours on 4 cores, comparing expression in 9 of the replicates to that in the other 6. For comparison, alignment with TopHat took about 30 hours per sample on 4 standard cores. Other researchers\textsuperscript{36} have confirmed that assembly with tools other than Cufflinks also took several hours,
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and Cufflinks is one of the fastest assembly algorithms. Many of these tools allow the user to avoid the assembly problem by testing known transcripts for differential expression, but they then suffer from the previously mentioned shortcomings of annotate-then-identify methods.

Here we propose an intermediate class of methods which we call identify-then-annotate. These methods first summarize the RNA-seq experiment by counting the number of reads with alignments overlapping each individual base in the genome. Then they form a base-by-base statistic to identify nucleotides that are differentially expressed between groups. Consecutive bases showing a common differential expression signature are grouped into differentially expressed regions (DERs). The unit of statistical analysis is the DER, which can be evaluated for statistical significance using permutation or bootstrap approaches. DERs can then be compared to previous databases of exons and genes to identify: (1) regions of differential expression corresponding to known exons or genes and (2) novel regions of differential expression.

Currently, the closest analysis framework to an identify-then-annotate method is to combine pipelines: use an existing tool like rnaSeqMap\textsuperscript{37} or an assembler like Cufflinks to identify expressed genomic regions, then test those regions for differential expression using existing statistical methods (e.g., DESeq\textsuperscript{29} or EdgeR\textsuperscript{27,28}). Another identify-then-annotate pipeline has been proposed in the form of MMD,\textsuperscript{38} but it does not have a software implementation available and is designed to test known genes for differential transcript expression - not to be run on an entire genome. Here we propose
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a new identify-then-annotate model that builds on the ideas behind the combining-pipelines approach: we feature a full statistical framework for expression detection and differential expression analysis.

The proposed identify-then-annotate model (1) allows for detection of differential expression in regions outside of known exons or genes, (2) allows for direct evaluation of differential expression of known genes and exons, (3) does not incur the added ambiguity and computational cost of assembly from short reads, and (4) can nonetheless detect differential splicing patterns and other expression differences between populations. Also, an identify-then-annotate tool can be used to address several commonly-posed research questions at once, including differential expression, splicing analysis, and detection of novel features. For example, we could analyze differential expression of known features with annotate-then-identify tools, then use an assembly tool to detect novel features, then re-run the annotate-then-identify tool to analyze differential expression of the novel features – but an identify-then-annotate tool would address all of these issues at once. The primary disadvantage is that the proposed class of methods does not allow for direct quantification of isoform-level expression. However, regions of potential alternative transcription can be easily identified where a subset of exons for a gene overlaps DERs but another subset does not, and those regions could be explored further with other tools.
2.2 Methods

2.2.1 Base-level Statistics

The first step in DER Finder is quantifying the evidence for differential expression at the nucleotide level. Since RNA-seq produces reads from mRNA transcripts, rather than directly from the genome, reads must be aligned using a strategy that accounts for reads that span intron-exon boundaries, called junction reads. In identify-then-annotate approaches like DER Finder, these junction reads are treated identically to reads that map directly to the genome when computing base-level coverage, but they should be aligned properly for correct quantification. TopHat\(^39\) is an example of an aligner that appropriately handles junction reads. The user must make choices about mapping parameters to use during the alignment step: for example, some reads will map to more than one genomic location (due to, e.g., repetitive regions or pseudogenes). Non-unique read alignments can either be discarded, in which case repetitive regions would not appear to be expressed at all, or kept, which would allow all repetitive regions to appear expressed but would not allow those regions to be distinguished from each other. Whatever alignment strategy and corresponding parameters are used, the result is ultimately a large matrix with rows corresponding to bases and columns corresponding to samples; entries of this matrix are the number of aligned reads from a particular sample that overlap a particular nucleotide. We
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refer to this matrix as the *coverage matrix*.

To quantify differential expression while accounting for biological variability and possible confounders, we fit a linear regression model to each row of the coverage matrix. Specifically, we let

\[
g(Y_{ij}) = \alpha(l_j) + \sum_{p=2}^{P} \beta_p(l_j)X_{pi} + \sum_{k=1}^{K} \gamma_k(l_j)W_{ik} + \varepsilon_{ij} \tag{2.1}
\]

where:

- \( Y_{ij} \) is coverage for sample \( i \) at location \( l_j \)
- \( g \) is a Box-Cox style transformation\(^{40}\) (e.g., a log transformation) that makes the linear assumption acceptable
- \( \alpha(l_j) \) represents the baseline gene expression (coverage) level at location \( l_j \)
- \( X_i \) is the covariate of interest for sample \( i \) (e.g., a 0/1 indicator variable for whether sample \( i \) is a case or a control)
- \( \beta(l_j) \) is the parameter of interest that quantifies differential expression between cases and controls at location \( l_j \) (e.g., if \( g \) is a log transform, then \( \beta(l_j) \) represents the log fold change in expression for cases compared to controls)
- \( W_{ik} \) (\( k = 1, \ldots, K \)) are the values of \( K \) possible confounders for sample \( i \), which may include sample-specific GC effect,\(^{41,42}\) demographic variables like sex and age, or technical processing data. Including confounders in this model
is optional. We recommend setting $W_{i1}$ to be some measurement of library size for sample $i$ (e.g., median or 75th percentile of coverage for the sample across all bases)

- $\gamma_k(l_j)$ represents the effect of confounder $k$ on gene expression at location $l_j$
- $\varepsilon_{ij}$ represents residual measurement error at location $l_j$

The goal is to segment the genome into contiguous regions $A$ where $\beta_p(l_j) \neq 0$ for at least one $p$ for all $l_j \in A$. Instead of modeling $\beta_p(l_j)$ as a function (for example, with wavelet models or splines), we adopt a modular approach: we first estimate $\beta_p(l_j)$ for each location $l_j$, and then we divide the estimates into regions in a separate step. To estimate $\beta_p(l_j)$ along the genome and obtain test statistics from testing the null hypothesis that any of the $\beta_p(l_j) = 0$, we can use methods for estimating regularized linear contrasts, which use a shrinkage approach that is appropriate for small sample sizes and borrows information across bases. Details of this approach are available in Section 3.1.1.

### 2.2.2 Identifying Candidate DERs with Segmentation

In this section, we refer to the test statistic resulting from the test for whether any $\beta_p(l_j) = 0$ as $s(l_j)$. (For ease of notation, we omit the $j$ subscript in the discussion.
that follows). For most experiments, we expect the function $s(l)$ to be a step function that is mostly 0, since most of the genome is not differentially expressed. We do not expect $s(l)$ to be smooth, because gene expression usually has a clear-cut start and end location. Hidden Markov Models (HMMs) are a natural way of modeling $s$, and we describe the specifics of our implementation here.

We assume there is an underlying Markov process along the genome, $D(l)$, with three hidden states: $D(l) = 0$ if $\alpha(l) = \beta(l) = 0$, $D(l) = 1$ if $\alpha(l) \neq 0$ and $\beta(l) = 0$, and $D(l) = 2$ if $\beta(l) \neq 0$. State $D(l) = 0$ corresponds to regions producing practically no gene expression. This state will be the most common, as most bases will not be covered by any reads because abundant gene expression is confined to a relatively small fraction of the genome. State $D(l) = 1$ corresponds to regions for which gene expression is observed but does not differ between populations. We are interested in finding regions in the differentially expressed state, $D(l) = 2$.

We assume that $D(l)$ is a first-order Markov chain with hidden state probabilities $\pi_d = \Pr(D(l) = d)$. We treat the transition matrix as fixed. By default, we set the retain state probabilities as very high with low transition probabilities between states, due to the sparsity of genes in the genome (Section 3.1.2; equation 3.1). The hidden state probabilities $\pi_d$ can be roughly estimated based on the relative frequencies of bases covered or not covered by genes, along with a prior estimate of the number of differentially expressed genes. DER Finder results are largely robust to changes in the prior estimates for $\pi_d$ (Section 3.2.3).
Conditional on the hidden state of each base $l$, we then assume $s(l)$ follows a normal distribution. Specifically, $s(l) \mid D(l) = d \sim N(\mu_d, \sigma_d^2)$. When $D(l) = 0$, there is little expression observed for base $l$, so we model the distribution as $N(0, \delta)$, where $\delta$ is an arbitrary, very small positive number. This distribution restricts $s(l)$ to values to very close to zero. We estimate $\pi_0$ empirically by calculating the fraction of bases where the average coverage is less than a threshold $c$. In our implementation, we considered a base to have hidden state $d = 0$ if none of the samples had coverage greater than 5.

The model parameters for states $D(l) = 1$ and $D(l) = 2$ ($\mu_1, \mu_2, \sigma_1^2$, and $\sigma_2^2$) can be estimated using a standard two-groups mixture model, first proposed for the analysis of differential expression in microarray experiments. We assume that the statistics $s(l)$ from these two states are drawn from a mixture $f(s) = f_1(s)\pi_1^* + f_2(s)\pi_2^*$, where $\pi_1^* + \pi_2^* = 1$. (Estimates for $\pi_1^*$ and $\pi_2^*$ are scaled by the estimate of $\pi_0$ to obtain estimates for the overall state probabilities, $\pi_1$ and $\pi_2$, such that $\pi_0 + \pi_1 + \pi_2 = 1$.) Each mixture component is again assumed to be normal and can be estimated using the empirical null distribution defined in the two-groups model. We can then directly estimate the most likely path of unobserved states $D(l)$ based on the observed statistics $s(l)$ using standard estimation techniques for HMMs.

Further details on this approach to segmentation are available in the supplement to this chapter, including HMM parameter estimation (Section 3.1.2), specific form of the test statistics (Section 3.2.3), and validity of HMM assumptions (Section 3.2).
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2.2.3 Statistical significance

The Hidden Markov Model essentially segments the genome into regions, where a region is defined as a set of contiguous bases having the same predicted hidden state. A region of bases with predicted hidden state $D(l) = 2$ is referred to as a candidate DER. After the segmentation step in the DER Finder pipeline, all analysis is done on the region level rather than the base level. Region-level analysis ensures the number of statistical tests is not unreasonably large, as it would be if we did a formal test at every base, and makes it such that variations in read coverage at individual bases that can arise due to technical artifacts in RNA-seq data will not affect the final results.

After segmenting the genome into regions, we assign a p-value to each candidate DER using a permutation procedure. In calculating the p-values for each candidate DER, we consider the size of the individual statistics within each region, since regions with very large test statistics are more likely to be truly differentially expressed. We apply an approach similar to Jaffe and others (2012): first, we calculate the average base-level test statistic within each potential DER $r$: $\bar{s}_r = \frac{\sum_{l \in DER_r} s(l)}{\text{length}(DER_r)}$. Note that $\bar{s}_r$ is the region-level test statistic for region $r$. In the simple case-control scenario with no confounders, we can assign p-values to DERs with the following permutation procedure:

1. Permute the values of the covariate of interest ($X_i$) for all samples.

2. Re-calculate the base-level statistics using equation 2.1. Denote these null statis-
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ditics by \( s^0(l) \).

3. Re-run the HMM on the \( s^0(l) \)s to identify a set of null DERs, indexed by \( \rho \) and denoted by \( \text{DER}^0_\rho \).

4. To form region-level null test statistics, calculate the average base-level statistic within each null DER \( \bar{s}^0_\rho = \frac{\sum_{l \in \text{DER}^0_\rho} s^0(l)}{\text{length}(\text{DER}^0_\rho)} \)

Steps 1-4 are repeated \( B \) times, and the empirical p-value for region \( r \) is \( p_r = \frac{1}{\sum_{b=1}^{B} P_b \sum_{\rho=1}^{P_b} 1(\bar{s}^0_\rho > \bar{s}_r)} \), where \( P_b \) is the number of null DERs for permutation \( b \). This quantity is the percent of null DERs with average statistic as or more extreme than the observed statistic for candidate DER \( r \) calculated on the observed data. Standard false discovery rate calculations can be applied to adjust these p-values for multiple testing. A statistical discussion of the validity of these p-value and FDR calculations is presented in Section 3.3.

In the case where confounders or additional covariates are included in model 2.1, a straightforward bootstrap extension of this permutation approach can be derived.

After assigning statistical significance to each region, the DERs can be annotated using a reference database of known genomic features; an example of specific rules that could constitute an annotation procedure is described in Table 3.1.
2.3 Results: Comparison on Real Data

Our method is designed for differential expression detection in experiments with biological replicates, but many published experiments do not include such replicates. We therefore designed an experiment comparing brain tissue between 9 human males and 6 human females to assess the performance of competing methods: the Y chromosome was tested for differential expression between sexes using DER Finder, EdgeR and DESeq (using previously annotated exons) and Cufflinks/Cuffdiff. Specific details of the experiment are described in Section 3.4.

Two sets of results were obtained: one analysis compared males to females, and the other compared a randomly selected set of five of the males to the other four males. We expect virtually all genomic features of the Y chromosome (barring the pseudoautosomal region, pseudogenes, and other irregularities) to be differentially expressed between males and females, since females do not have a Y chromosome, and no genomic features to be differentially expressed between control males.

2.3.1 DER Finder results

DER Finder identified 534 Y-chromosome regions as differentially expressed ($q < 0.05$) between males and females. Six of these regions were classified as underexpressed in males, which we know to be artifacts since the whole Y chromosome is overexpressed in males, but the other 528 were identified as overexpressed in males as ex-
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expected. Additionally, we found 280 novel differentially transcribed regions \(q < 0.05\).

These novel transcribed regions ranged in length from 1 to 3814 bases, with only 19 of these regions having lengths less than 50 bases (Figure 2.2). These novel regions may indicate noise from the method (especially if they are very short), but they also may point to regions that should be examined further, either because they have interesting mapability characteristics or because they might truly be expressed and not yet annotated. The 534 differentially expressed regions pointed to 411 differentially expressed exons, using the criteria outlined in Table 3.1. These 411 exons came from 33 different genes, which means we found those 33 genes to be differentially expressed or indicate an event of interest. In comparing males to each other, we did not identify any differential expression on the Y chromosome: the minimum q-value for the regions found to be differentially expressed in the HMM step was 0.86.

2.3.2 Cufflinks/Cuffdiff results

Of 808 assembled transcripts tested for differential expression on the Y chromosome between males and females, the Cufflinks/Cuffdiff pipeline found no differentially expressed transcripts. The minimum q-value for these assembled transcripts was 0.45. While 736 of these transcripts showed nonzero abundance in males and zero abundance in females, these differences were not found to be statistically significant using the Cuffdiff methodology. Similar, too-conservative results were reported in the supplementary material of the manuscript accompanying the release of Cuffdiff
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**Figure 2.2:** Distribution of lengths of DERs that indicate novel (un-annotated) differentially transcribed regions.

version 2. In the comparison of normal males, none of the 818 assembled transcripts were called differentially expressed: the minimum q-value was 0.63.

### 2.3.3 EdgeR and DESeq results

Both of these methods tested 433 exons on the Y chromosome for differential expression between males and females. The other annotated exons on the Y chromosome did not have any reads mapping to them or the counting model did not allow for any reads to be counted for them. Of these 433 exons, EdgeR classified 113 and DESeq classified 115 as differentially expressed between males and females ($q < 0.05$). 97 exons were found by both EdgeR and DESeq. When comparing the males to each other, neither method found any exons to be differentially expressed: all except two
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q-values (two exons that EdgeR assigned \( q = 0.12 \)) were 1.

### 2.3.4 Comparison of results across methods

DER Finder exhibits performance comparable to that of EdgeR and DESeq, while all three methods outperform Cufflinks/Cuffdiff. DER Finder also has major advantages over EdgeR and DESeq: DER Finder is agnostic to annotation, which means it can identify differential expression signal in two important cases: (a) the case where a feature may be slightly mis-annotated or where the read mappings do not quite match up with the feature’s annotation, and (b) the case where differential expression exists in regions that do not overlap annotated features. Both these scenarios occurred in the dataset studied. Figure 2.3a illustrates a case where the location or length of an exon may be incorrectly annotated. In that example, the mis-annotation caused the exon’s expression to be underestimated when counting reads overlapping it. As a result, the statistical tests used in EdgeR and DESeq did not have enough power to call this Y-chromosome exon differentially expressed (both tools report \( q = 1 \)) between males and females. DER finder more accurately reported the shown differentially expressed region as overlapping 61.3\% of an annotated exon with \( q = 0.001 \). Also, DER Finder can find regions of interest that fall outside of annotated exons (Figure 2.3b). Closer inspection of the illustrated region reveals no Ensembl-annotated genes in the region, but shows that the expression is supported by five ESTs, providing evidence that the signal here is truly biological rather than simply background noise.
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Figure 2.3: Cases where DER Finder correctly calls differential expression and annotate-then-identify methods do not. (a) Example of an exon (from gene EIF1AY, Ensembl exon id ENSE00001435537) whose location appears to be mis-annotated, leading EdgeR and DESeq to underestimate the exon’s abundance and therefore incorrectly call this exon not differentially expressed. (b) Example of a differentially expressed region ($q = 0.001$) falling outside of an annotated exon, which can be found by DER Finder but not by EdgeR or DESeq. Though there are no annotated exons in this region, we believe this finding is more than noise because it is supported by the following annotated ESTs: CT001420, BF810102, BF369919, BF858017, CV424981 (GenBank accession numbers). Top panels: single-base resolution coverage (on log2 scale). Middle panels: $t$-statistics from linear model fit by DER Finder. Bottom panels: exon locations (denoted by purple boxes) and state calls from DER Finder: gray = not expressed, black = equally expressed, red = overexpressed in men.

Section 3.5 discusses other advantages of DER Finder over identify-then-annotate methods. Additional analysis of the agreement between DER Finder’s results and those of Cufflinks/Cuffdiff, EdgeR, and DESeq can also be found in the supplementary chapter (Section 3.6). DER Finder’s ability to find differential expression signal even in the presence of wrong or missing annotation is a key advantage over annotate-then-identify methods.

To assess whether the tools give reasonable results and to compare overall perfor-
mance of the three methods, MA plots\textsuperscript{18} were used to show the relationship between each genomic unit’s average expression (denoted with M) and the magnitude of differential expression it exhibits (denoted with A). The unit is a region for DER Finder, an exon for EdgeR and DESeq, and a transcript for Cufflinks/Cuffdiff. The MA plots resulting from the Y-chromosome experiment (Figure 2.4) reveal that DER Finder, EdgeR, and DESeq all produce reasonable results, but the findings from Cufflinks are somewhat problematic. While there does seem to be more overexpression of transcripts in males in the male/female differential expression analysis done by Cufflinks, we observe several extreme fold changes in the opposite direction, and the male-to-male comparison also produced these extreme fold changes. These problems do not exist in the other methods, whose MA plots illustrate high fold changes found between males and females and very little change found between males, as expected.

We note that in Figure 2.4, the displayed M and A values for EdgeR and DESeq are normalized. Specifically, the EdgeR plot is $\log_{2}\text{CPM}$ vs. $\log_{2}\text{FC}$, where $\log_{2}\text{CPM}$ is $\log_{2}$ counts-per-million and $\log_{2}\text{FC}$ is the $\log_{2}$ fold change (male to female); both are normalized for library size and dispersion and are reported in the output of the \texttt{exactTest} function. The DESeq plot is $\frac{\log_{2}(\text{baseMeanA}+0.5)+\log_{2}(\text{baseMeanB}+0.5)}{2}$ vs $\log_{2}(\text{baseMeanA}+0.5)-\log_{2}(\text{baseMeanB}+0.5)$, where $\text{baseMeanA}$ and $\text{baseMeanB}$ represent library-size-normalized counts for males and females, respectively, and are reported in the output table from the function \texttt{nbinomTest}. Since $\text{baseMeanA}$ and $\text{baseMeanB}$ were sometimes 0, we added 0.5 as an offset to avoid calculating $\log_{2}(0)$.
Figure 2.4: MA plots for Y chromosome regions, transcripts or exons, for each method and for both male vs. female (red) and male vs. male (blue) comparisons. On each plot, the x-axis represents the average log (base 2) abundance for each unit (region for DER Finder, transcript for Cufflinks, exon for EdgeR and DESeq), and the y-axis represents the log (base 2) fold change between males and females (red points) or the two groups of males (blue points). We expect to see the red, positively-sloped diagonal on all plots: this represents genomic regions expressed in males but not in females. In DER Finder, EdgeR, and DESeq, this diagonal corresponds with differential expression detected, however, no differential expression was detected in Cufflinks even though the red diagonal exists as expected.
Finally, to get a sense of each method’s accuracy, we evaluated the tables of differentially expressed regions between sexes and between males produced by each method. We gathered all resulting regions – both negative results, from the male versus male comparison, and positive results, from the male versus female comparison – and ordered them by the value of their test statistic. An algorithm ranking all positive results ahead of the negative ones is preferred. Figure 2.5 shows, at each percentile of the differential expression test statistic, the percent of regions that are results from the male vs. female comparison. This is analogous to finding the percentage of findings that were truly positive at different significance cutoffs, assuming all tests in the sex comparison should be positives and tests in the male comparison should be negatives. We find that EdgeR, DESeq, and DER Finder perform comparably: all or most of the top 20% of regions, ranked by test statistic, came from comparisons between sexes. Cufflinks/Cuffdiff does much worse: only about 60% of the top 20% of their top transcripts came from the male-to-female comparison. DER Finder performs just slightly better than EdgeR and DESeq in addition to having other advantages over these methods, as discussed earlier.

2.4 Discussion

We propose DER Finder as a specific implementation of a new class of methods for differential expression analysis of RNA-seq data. The new class deals with identified
Figure 2.5: Percentage of significantly differentially expressed regions/transcripts/exons originating from male-to-female comparisons, using various percentiles of the p-value distribution as a significance cutoff. We find that most highly significant results are true positives, i.e., results with low p-values and high test statistics stem from comparing males to females, for DER Finder, EdgeR, and DESeq, while Cufflinks exhibits problems in this area.
challenges by (a) not relying on existing annotation when calling differential expression and (b) avoiding the immensely difficult problem of full transcript assembly by putting differential expression into a more straightforward framework. We have built on the ideas behind the approach of combining pipelines (e.g., rnaSeqMap combined with DESeq) to create a full pipeline for statistical analysis of differential expression. DER Finder outperforms Cufflinks/Cuffdiff and performs comparably to EdgeR and DESeq, while having the added advantages of sensitivity even in the presence of incorrect annotation and transcript discovery capability. We have also considered DER Finder’s performance in other scenarios: a simulation study is presented in the supplementary material (Section 3.7.1) that addresses experimental design questions and examines DER Finder’s accuracy. An identify-then-annotate method like DER Finder is an important step in developing new ways to analyze RNA-seq data, so further properties of these types of methods are worth investigating.

2.5 Software

The software and code used to do the analyses in this chapter are available on GitHub (https://github.com/alyssafrazee/derfinder).
2.6 Acknowledgements

We acknowledge helpful discussions with Geo Pertea and Steven Salzberg. Post-mortem brain tissue was donated by The Stanley Medical Research Institute’s brain collection. We also thank Ms. Ou Chen for her technical assistance with high throughput sequencing.
Chapter 3

Supplementary Material:

Differential expression analysis of RNA-seq data at single-base resolution

This chapter does not stand on its own, but provides supplementary material for Chapter 2. This chapter was published as supplementary material to the published form of Chapter 2 in the journal *Biostatistics*, with contributions from co-authors Sarven Sabunciyan, Kasper D. Hansen, Rafael A. Irizarry, and Jeffrey T. Leek.
3.1 Details on segmenting the genome into regions showing differential expression signal

3.1.1 Base-level test statistics

In DER Finder, we fit linear models (as specified by equation 2.1) at each base in the genome. To do this, we use methods for estimating regularized linear contrasts as implemented in the *limma* Bioconductor package. We use a customized version of the `limFit` function, keeping the default parameters. For the two-group comparison presented in Section 2.3, the test statistic $s(l)$ is a moderated $t$-statistic. This statistic is similar to the ordinary $t$-statistic obtained from testing whether $\beta_2(l) = 0$, but the standard error estimate for $\beta_2(l)$ used in its calculation is shrunk toward a prior variance estimate. This framework allows for borrowing of information across bases, which makes the statistical results more reliable in experiments with small sample sizes.

To be more specific, we present some of the details from Smyth (2004) here; further details can be found in that paper. For ease of notation, since we are in two-group case, we drop the “2” subscript from $\beta_2(l)$ in the following discussion. Following Smyth’s framework, we assume a distribution on the estimated differential
expression effect at base $l$:

$$\hat{\beta}(l) \mid \beta(l), \sigma^2_l \sim N(\beta(l), v_l \sigma^2_l)$$

where $\sigma^2_l$ represents the residual variance and $v_l$ represents the unscaled variance at base $l$. We also assume a distribution on the estimated residual variance for the model at base $l$, assuming $d_l$ is the residual degrees of freedom for that model:

$$s^2_l \mid \sigma^2_l \sim \frac{\sigma^2_l}{d_l} \chi^2_{d_l}$$

Then, a prior with parameters $s^2_0$ and $d_0$ is assumed on $\sigma^2_l$:

$$\frac{1}{\sigma^2_l} \sim \frac{1}{d_0 s^2_0} \chi^2_{d_0}$$

The prior describes how variances are expected to vary across bases. A prior is also assumed on $\beta(l)$ when $\beta(l) \neq 0$:

$$\beta(l) \mid \sigma^2_l \sim N(0, v_0 \sigma^2_l)$$

This prior describes the distribution of differential expression parameters (here, log fold-changes) for differentially expressed bases. Under these priors, the posterior mean of $\sigma_i^{-2}$ given $s^2_l$ is $\tilde{s}_i^{-2}$, where:
Our test statistic \( s(l) \), here the moderated \( t \)-statistic at base \( l \), is then defined by:

\[
\tilde{s}_l^2 = \frac{d_0 s_0^2 + d_l s_l^2}{d_0 + d_l}
\]

This empirical Bayes approach, where the posterior variance is used in the \( t \)-statistic calculation instead of the sample variance, is implemented in the \texttt{eBayes} function in \texttt{limma}. Data-driven estimation of the values of \( d_0 \) and \( s_0^2 \) is built into the \texttt{eBayes} function, as described in Section 6 of Smyth (2004).\textsuperscript{16}

### 3.1.2 Hidden Markov Model

Once the nucleotide-level test statistics have been calculated, a Hidden Markov Model is fit on those statistics. In the general case, described in Section 2.2.2, we assume a three-state Markov process \( D \) along genomic locations \( l \), such that \( D(l) = 0 \) when base \( l \) is not expressed, \( D(l) = 1 \) when base \( l \) is equally expressed between conditions, and \( D(l) = 2 \) when base \( l \) is differentially expressed. However, in our implementation, we found it convenient to divide the differentially expressed state into two separate states. So in DER Finder, we define \( D(l) = 0 \) and \( D(l) = 1 \) the same way we do in the general case, but we assume here that \( D(l) = 2 \) corresponds to overexpression of base \( l \) in cases (compared to controls) and \( D(l) = 3 \) corresponds to underexpression.
of base $l$ in cases.

As input, the HMM requires several parameters: a transition matrix (defining probabilities of transitioning from one hidden state to another in consecutive base-pairs), fixed marginal probabilities of being in each hidden state, and parameters defining the distribution of $s(l) \mid D(l)$. For transition probabilities, DER Finder uses the following matrix as the default:

$$
\begin{pmatrix}
0.999 & (1/3) \times 0.001 & (1/3) \times 0.001 & (1/3) \times 0.001 \\
0.001 - 2 \times 10^{-12} & 0.999 & 1 \times 10^{-12} & 1 \times 10^{-12} \\
0.001 - 2 \times 10^{-12} & 1 \times 10^{-12} & 0.999 & 1 \times 10^{-12} \\
0.001 - 2 \times 10^{-12} & 1 \times 10^{-12} & 1 \times 10^{-12} & 0.999
\end{pmatrix}
$$

(3.1)

Entry $(k, k')$ ($k = 1, 2, 3, 4$) of 3.1 defines $Pr(D(l) = k - 1 \mid D(l - 1) = k' - 1)$. Low probabilities are intentionally assigned to transitions from a differentially expressed state to an equally expressed state and vice versa, based on the assumption that discrete genomic features are not usually only partially differentially expressed. These parameters may be changed by the user. Initial tests of DER Finder indicate the method is not sensitive to changes in the parameters of the transition matrix as long as the diagonal entries are reasonably large.

The parameters left to estimate are $\pi_d = Pr(D(l) = d)$, $\mu_d$, and $\sigma_d^2$ for $d = 0, 1, 2, 3$. Recall that we assume $s(l) \mid D(l) = d \sim N(\mu_d, \sigma_d^2)$. We estimate $\hat{\pi}_0$ as the
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fraction of bases where average coverage is less than some threshold \( c \), as described in Section 2.2.2. In that scenario, we used a slightly modified rule where we estimated the fraction of bases where no replicates had coverage of at least 5. Estimates of \( \hat{\pi}_1 \), \( \hat{\pi}_2 \), and \( \hat{\pi}_3 \) are obtained from the maximum likelihood approach of the two-groups model.43 This model estimates \( \hat{\pi}_1 \) directly, and we assume that \( \pi_2 = \pi_3 \), i.e., that differential expression in either direction is equally likely. Thus we estimate both \( \hat{\pi}_2 \) and \( \hat{\pi}_3 \) as \((1 - \hat{\pi}_0 - \hat{\pi}_1)/2\). The two-groups model also gives estimates for \( \hat{\mu}_1 \) and \( \hat{\sigma}_1^2 \), and we assign \( \hat{\mu}_0 = 0 \) and \( \hat{\sigma}_0^2 = 1 \times 10^{-7} \), requiring virtually all emissions from state 0 to be 0. Finally, we estimate \( \hat{\mu}_2, \hat{\sigma}_2^2, \hat{\mu}_3 \) and \( \hat{\sigma}_3^2 \) with a data-driven method. We will describe the procedure for estimating \( \hat{\mu}_2 \) and \( \hat{\sigma}_2^2 \); the method for \( \hat{\mu}_3 \) and \( \hat{\sigma}_3^2 \) is similar.

Define \( n \) to be the total number of nonzero \( t \)-statistics that were generated from differential expression tests. The two-groups model is only run on these \( n \) \( t \)-statistics, which means that it gives a direct estimate of what we will call \( \pi_{0nz} \), i.e., the percentage of nonzero \( t \)-statistics with true state \( D(l) = 1 \). Then \( \hat{\pi}_1 \) is estimated as \( \pi_{0nz}(1 - \hat{\pi}_0) \).

Next, define the function \( n.above(x) \) as the observed number of nonzero \( t \)-statistics greater than \( x \). Also define the function \( c(p) = \hat{\sigma}_1 \Phi^{-1}(p) + \mu_1 \), where \( \Phi \) represents the cumulative distribution function of the standard normal distribution. Note that for \( p \in [0,1] \), \( c(p) \) yields the 100\( p^{th} \) percentile of the normal distribution for the equally expressed \( t \)-statistics, i.e., \( t \)-statistics emitted from bases with hidden state \( D(l) = 1 \). Using an iterative procedure, and using our estimate for \( \pi_{0nz} \), we find the
value \( p \in [0,1] \) such that

\[
\text{n.above}[c(p)] - (1 - p)\pi_{0nz}n = 0.25(1 - \pi_{0nz})n
\]  

(3.2)

The reason behind finding this \( p \) is as follows: note that \( 0.25(1 - \pi_{0nz})n \) is the estimate of half the number of nonzero \( t \)-statistics corresponding to bases with \( D(l) = 2 \): \( (1 - \pi_{0nz})n \) is the estimated number of differentially expressed bases \( (D(l) = 2 \) or \( 3) \), half of those have \( D(l) = 2 \), and we multiply by 0.5 again to get half that quantity. Also note that \( (1 - p)\pi_{0nz}n \) gives the expected number of equally expressed \( t \)-statistics \( (D(l) = 1) \) greater than \( c(p) \). Thus, the difference between the number of observed \( t \)-statistics greater than \( c(p) \) and \( (1 - p)\pi_{0nz}n \) should yield the number of \( t \)-statistics with \( D(l) = 2 \) that are greater than \( c(p) \). When we find a \( p \) such that this difference equals half the estimated number of \( t \)-statistics with \( D(l) = 2 \), we can use \( c(p) \) as an estimate for the median of the distribution of overexpressed \( t \)-statistics. Since we assume this distribution is normal, \( c(p) \) also provides an estimate for its mean, \( \mu_2 \).

We can use \( \hat{\mu}_2 \) to estimate \( \hat{\sigma}^2_2 \): assume that \( p \) solves 3.2 above, and choose any value \( p' \) in \((p, 1)\). Define the quantity:

\[
q = 1 - \frac{\text{n.above}[c(p')]}{(1 - \pi_{0nz})0.5n} - (1 - p')\pi_{0nz}n
\]  

(3.3)

The numerator of the fraction in 3.3 gives the estimated number of overexpressed \( t \)-statistics greater than \( c(p') \), and the denominator gives the estimated total number of
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t-statistics with $D(l) = 2$. Therefore, $q$ denotes what percentile of the distribution of $s(l) \mid D(l) = 2$ is given by $c(p')$. Then, since we know $\Phi^{-1}(q)$, $c(p')$, and $\hat{\mu}_2$, we can solve the equation

$$\Phi^{-1}(q) = \frac{c(p') - \mu_2}{\sigma_2}$$

(3.4)

for the unknown $\sigma_2$, to get an estimate $\hat{\sigma}_2$. We then estimate $\hat{\mu}_3$ and $\hat{\sigma}_3^2$ analogously.

Numerical failure can occur in estimating $\hat{\mu}_2$, $\hat{\mu}_3$, $\hat{\sigma}_2^2$, and/or $\hat{\sigma}_3^2$. As backup, we estimate $\hat{\mu}_2$ with the 95th percentile of a normal distribution with mean $\hat{\mu}_1$ and variance $\hat{\sigma}_1^2$, $\hat{\mu}_3$ with the 5th percentile of that distribution, and $\hat{\sigma}_2^2$ and $\hat{\sigma}_3^2$ with whatever was estimated for $\hat{\sigma}_1^2$.

Simulation studies comparing our data-driven method to an EM algorithm, implemented with the mclust package, suggest that our algorithm is more conservative (i.e., distributions for $s(l) \mid D(l) = 2$ and $s(l) \mid D(l) = 3$ are estimated to be further from the distribution of $s(l) \mid D(l) = 1$) and more computationally efficient than the EM algorithm.

Using all these pre-set and estimated parameters, the HMM is fit in DER Finder using a Viterbi algorithm. For our implementation, we used the dthmm and Viterbi functions from the HiddenMarkov R package. By default, a non-stationary, homogeneous HMM is fit (non-stationarity is the default in dthmm), though the user may fit a stationary HMM if desired. The model outputs the most likely state for each base in the genome given the observed t-statistics.
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Runtime. The analysis done in Chapter 2 (Y chromosome analysis) took about 1 hour to run. Larger chromosomes took longer with the software we used when Chapter 2 was written: statistical analyses of chromosomes 1 and 12 took about 27 hours and 8 hours, respectively. The current release of the derfinder software\textsuperscript{50} is available from Bioconductor\textsuperscript{25} and is much more efficient than the version used in this chapter.

3.2 HMM Assumptions

Here we provide explanations and empirical evidence regarding the assumptions made in the HMM step in the DER Finder pipeline.

3.2.1 Correlation

DER Finder by default fits a first-order Hidden Markov Model. The data used as input to DER Finder is the base-by-sample coverage matrix. We expect adjacent bases to have high correlation in their coverage values, especially considering the 101-bp read length used in the Y-chromosome experiment presented. To explore the autocorrelation in coverage values across the genome, we estimated the average correlation between base-pairs at increasing distances from each other (Figure 3.1). As expected, the plot displays high correlations between bases that are close together. It also shows that this correlation is close to what would be expected under an au-
Figure 3.1: Observed average correlation of read coverage (y-axis) between bases of varying distances apart (x-axis), with the predicted AR(1) correlation for this data superimposed in red. Each black line represents one of the nine male samples used in the Y-chromosome analysis in Chapter 2.

toregressive (order 1) model, and such a correlation structure is acceptable under a first-order Markov model. Therefore we believe the first-order model is sufficient for this analysis.

3.2.2 Stationarity and Homogeneity

By default, we assume that $D(l)$ is a non-stationary, homogeneous Markov chain with hidden state probabilities $\pi_d = Pr(D(l) = d)$. However, the user may assume either or both of stationarity or homogeneity. A stationary Markov chain has constant marginal state probabilities across the genome, and a homogeneous Markov chain has constant transition probabilities between states across the genome. The
HMM also assumes the parameters of the mixture distribution generating the test statistics are the same across the genome. All these assumptions seem reasonable: stationarity can be assumed because we fit the model without using prior information about gene annotations or possible differential expression status, so constant marginal probabilities make sense; we note that we do not assume stationarity in our analysis, since it adds computation time (by adding a constraint to the model) and is not the default in *HiddenMarkov*. Homogeneity is also a reasonable assumption: we ignore prior annotation, so there is no reason to believe transition probabilities should be different in different genomic locations. Finally, along the entire genome, a test statistic high in absolute value should indicate differential expression, while a test statistic low in absolute value indicates no differential expression, so using the same parameters for the test statistics’ mixture distribution seems reasonable. If the user is particularly concerned about violations of these assumptions, separate HMMs (with constant marginal probabilities, or varying transition probabilities, or different emission distribution parameters) can be fit on different sections of the genome. Another option is to implement an alternative segmentation algorithm, such as circular binary segmentation.

### 3.2.3 Test Statistic Distribution

We assume that the test statistic at base \( l \), \( s(l) \) has latent state \( D(l) = 1, 2, \) or \( 3 \), and is a draw from a normal distribution, i.e., \( s(l) \mid D(l) = d \sim N(\mu_d, \sigma_d^2) \). We
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choose this normal distribution because the pre-built functions in the *HiddenMarkov* R package\(^4\) provided the computational framework for fitting this HMM, and because the observed distribution of test statistics seemed well-captured by a normal mixture distribution. As empirical evidence, we consider the test statistics obtained from the Y chromosome analysis presented in Chapter 2 (Figure 3.2): the normal mixture distribution estimated using the process described in Section 3.1.2 seems to fit the observed data quite well. The distribution of the underexpressed statistics overlaps almost entirely with that of the equally expressed statistics, but this is to be expected in Y chromosome data. We also investigated the effect of the prior estimate for \(\pi_1\), the proportion of base-pairs that are not differentially expressed, using the simulated data described in Section 3.7.1. In that scenario, we set 90\% of transcripts to be differentially expressed, and DER Finder produced exactly the same results using \(\hat{\pi}_1 = 0.8\), \(\hat{\pi}_1 = 0.9\), and \(\hat{\pi}_1 = 0.98\), the latter being the conservative estimate from the two-groups model. In general, we expect DER Finder to be quite robust to choice of parameters for the test statistic distribution: as long as large test statistics are classified as differentially expressed and test statistics close to zero are classified as not differentially expressed in a systematic manner, DER Finder will produce reasonable results.
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Figure 3.2: Estimated normal mixture distribution of test statistics generated from bases on the Y chromosome. This figure illustrates the plausibility of the assumption that \( s(l) \mid D(l) = d \sim N(\mu_d, \sigma^2_d) \). The separate components of the mixture distribution are plotted in different colors.

3.3 Validity of p-value and FDR estimates

DER Finder assigns a measure of statistical significance to each candidate DER using a permutation p-value, as described in Section 2.2.3. Each candidate DER is assigned a test statistic, defined as the mean base-level statistic over all bases contained in the region. To estimate the null distribution of region-level test statistics, permutation is used, and the null distribution is created by pooling null statistics from the entire genome. Using permutation with pooled null statistics is standard practice.\(^{52}\) It has been demonstrated that strong control of the FDR and FWER are guaranteed when a subset pivotality condition holds.\(^{53}\) The subset pivotality requires that for any

45
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subset of the null hypotheses, the joint distribution of the p-values for the subset is identical to that under the complete null.\textsuperscript{54} This condition holds provided that the p-values under the null hypothesis are jointly uniform.\textsuperscript{55} Further justification for our approach is that this type of permutation procedure has been thoroughly studied both empirically and theoretically and is widely applied in the analysis of fMRI data.\textsuperscript{56,57}

We show empirically that our null p-values are uniformly distributed and that our estimated FDRs are conservative: using the simulated dataset described in Section 3.7.1, we analyzed all p-values from regions known to contain no differentially expressed bases and found that the distribution was approximately uniform (Figure 3.3). Additionally, the true FDR in the simulation study at a q-value cutoff of 0.05 was 0, meaning our FDR estimate of 0.05 was indeed conservative. A false discovery in this case would be defined as calling a region differentially expressed when it did not overlap a transcript set to be differentially expressed.

We can also use the Y-chromosome experiment to show that the p-values and FDR adjustments used by DER Finder’s permutation test are reasonable: for the Y-chromosome data, p-value histograms for each method were created (Figure 3.4). P-values were assigned to each region assigned latent state $D = 2$ by the HMM step in DER Finder, to each transcript in Cufflinks, and to each exon in EdgeR and DESeq. The observed distributions were shaped as expected in the results from DER Finder, EdgeR, and DESeq: in the comparison between sexes, many low p-values were observed, corresponding to the fact that most of the Y chromosome should be
Figure 3.3: Histogram of null p-values from a small simulation study, where a region is considered null if none of the bases in that region were contained in a transcript that was set to be differentially expressed. This distribution is approximately uniform, which implies that these p-values have good theoretical properties.

differentially expressed. However, based on the p-value histogram generated from the Cufflinks transcripts, the analysis of differential expression between sexes did not produce many small p-values. Instead, it produced a cluster of p-values between 0.2 and 0.4, which is an unexpected finding given the nature of Y chromosome expression differences between males and females. This simple analysis shows that the statistical methodologies used by DER Finder, EdgeR, and DESeq produce reasonable results on an easy problem, while Cuffdiff exhibits problems even in a very simple scenario.
Figure 3.4: P-value histograms for tests of differential expression on the Y chromosome between males and females. For all methods except Cuffdiff, substantial differential expression is evident in the comparisons between sexes, as expected. The Cuffdiff p-value distribution is quite unusual and indicates that using p-values adjusted for multiple testing to assess significance may be problematic.
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3.4 Details for Y chromosome experiment

Section 2.3 presents an experiment in which we compared male and female gene expression on the Y chromosome. The data consisted of unpaired, 101-bp RNA-seq reads from 15 control samples (9 male, 6 female) of postmortem brain tissue. These reads were aligned to the Ensembl GRCh37 genome using TopHat version 2.0.8 with default parameters, which allow multiple alignments per read to be reported. DER Finder’s coverage matrix was calculated based on these TopHat alignments. Results from DER Finder were compared to results from the Cufflinks/Cuffdiff pipeline, EdgeR, and DESeq. EdgeR and DESeq analyses were run at the exon level, using exon-by-sample count tables created based on the TopHat alignment file with RSamtools and GenomicRanges. Exon-level expression summaries for EdgeR and DESeq were calculated using the `summarizeOverlaps` function in GenomicRanges, using the union model to count reads falling within overlapping exons (mode="Union" option in `summarizeOverlaps`). Default parameters and library size adjustments were used in EdgeR and DESeq. For these exon-by-sample count tables and for determining DER Finder’s regions’ overlaps with exons, we considered all annotated exons in the Ensembl GRCh37 build, as annotated in the databases used by the biomaRt Bioconductor package.

For Cufflinks/Cuffdiff, we used Cufflinks version 2.0.2 for transcript assembly and Cuffdiff version 2.0.2 for differential expression analysis. Default parameters were
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used for both steps.

The main model for DER Finder (model 2.1) was fit as follows: \( g \) was defined as the function \( g(x) = \log_2(x + 32) \), \( X_{2i} = 1 \) if sample \( i \) was male and 0 if sample \( i \) was female (this is essentially the case/control scenario, so \( P = 2 \)), and \( W_i \) was defined as the median of nonzero coverage values for each sample. Using this model setup, \( \hat{\beta}_2(l_j) \) represents the estimated log (base 2) fold change in expression of base \( l_j \) for males compared to females, when all coverage matrix values are offset by 32 to ensure that zero counts do not cause problems in the log transformation. No other confounders were included in the analysis. The test statistic on the base level was \textit{limma}'s moderated t statistic (see Section 3.1.1), and the HMM with DER Finder's default parameters (see Section 3.1.2) was run on these t statistics to obtain candidate DERs. To obtain p-values for the candidate DERs, a permutation test was run as described in Section 2.2.3, using \( B = 10 \) permutations. All p-values (from all pipelines) were adjusted for multiple testing by controlling the false discovery rate, so the q-value\(^{52}\) was used as a measure of statistical significance.

To connect the results from this experiment to annotated features, we labeled each DER with what type of genomic event it might indicate and which annotated features are involved (Table 3.1). These labels aid in determining which exons and genes are showing differential expression signal and finding regions that may indicate phenomena like possible alternative splicing. Further exploration of these regions is possible using assemble-then-annotate methods to evaluate potential alternative
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<table>
<thead>
<tr>
<th>Result</th>
<th>Flag</th>
</tr>
</thead>
<tbody>
<tr>
<td>A set of regions of state $D = 2$ overlaps more than 80% of an annotated exon.</td>
<td>Differentially Expressed Exon</td>
</tr>
<tr>
<td>There exists a set of regions of state $D = 2$ with differentially expressed exon flags such that all exons in a given gene are flagged by the set</td>
<td>Differentially Expressed Gene</td>
</tr>
<tr>
<td>There exists a set of regions of state $D = 2$ with differentially expressed exon flags such that at least one, but not all, of the exons in a given gene are flagged by the set</td>
<td>Unknown Event of Interest (e.g., alternative splicing)</td>
</tr>
<tr>
<td>Region of state $D = 1$ does not overlap any annotated exons</td>
<td>Novel Transcribed Region</td>
</tr>
<tr>
<td>Region of state $D = 2$ does not overlap any annotated exons</td>
<td>Novel Differentially Transcribed Region</td>
</tr>
</tbody>
</table>

Table 3.1: Possible genomic events indicated by results from DER Finder

or differential splicing events. Due to variance in read coverage across the genome, we observed some regions shorter than the length of an individual read. These small regions are particularly detrimental in the annotation and labeling step. We therefore choose to disregard regions shorter than the read length. Regions flanking very short (< 5-base) transitions between states are merged.

3.5 Additional figures illustrating problems with annotate-then-identify methods

Figure 2.3 illustrates specific instances in the analysis of the human Y chromosome where DER Finder correctly identifies differential expression between sexes and EdgeR and DESeq do not, either because an exon was incorrectly annotated
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or because the differential expression did not occur within an exon at all. The instances shown in the text are not isolated: in fact, 280 non-exonic regions of the Y chromosome were identified by DER Finder as significantly differentially expressed ($q < 0.05$). Additionally, Figure 3.5 demonstrates that differential expression does not always occur within exon boundaries, so an identify-then-annotate method may be necessary to achieve high sensitivity. We examined differentially expressed Y-chromosome regions found by DER Finder that overlapped only part of an exon: for a fixed percentage $x$, we gathered the DERs (identified with DER Finder) that overlapped no more than $x\%$ of an exon. Then we calculated the fraction of the set exons overlapped by those DERs that EdgeR and DESeq called differentially expressed ($q < 0.05$). Figure 3.5 plots different values of $x$ against these fractions. The figure’s message is that many exons showing a differential expression signal when analyzed with DER Finder are not called differentially expressed by EdgeR and DESeq, even in an easy analysis of differential expression between males and females on the Y chromosome. Figure 2.3 is a specific example of this problem, and Figure 3.5 suggests that the issue is not confined to only one example.

Figure 3.6 shows how DER Finder’s agreement with EdgeR and DESeq’s findings changes based on how much of an exon we require a DER to overlap in order to call that exon differentially expressed. While Figure 3.5 looked at how much EdgeR and DESeq agreed with DER Finder’s results, this figure examines how much DER Finder agrees with EdgeR and DESeq’s results. Given a percentage $x$ to use as a cutoff for
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Figure 3.5: Percentage of the exons overlapped by no more than \( x \% \) (for varying values of \( x \)) of a differentially expressed region \((q < 0.05)\) from DER Finder that are also identified as differentially expressed \((q < 0.05)\) by EdgeR and DESeq. (The EdgeR line was lowered by 0.01 so the differences between the two lines on the left side of the plot would be visible.)

how much an exon must be overlapped by a DER in order to be called differentially expressed by DER Finder, Figure 3.6 shows how many of the exons identified by DESeq or EdgeR as differentially expressed are also \( x \% \) covered by a DER. As more overlap is required for a differential expression call, the percent agreement between DER Finder and the identify-then-annotate methods decreases, but overall, most of the exons identified by EdgeR and DESeq also show a signal in DER Finder.

Together, Figures 3.5 and 3.6 show that DER Finder identifies most of the differential expression found by EdgeR and DESeq, but the identify-then-annotate methods miss signals identified by DER Finder due to the heavy reliance on pre-specified exon annotation.
**Figure 3.6:** Percentage of exons called differentially expressed \((q < 0.05)\) by EdgeR and DESeq that are overlapped by at least \(x\%\) of a differentially expressed region \((q < 0.05)\) from DER Finder, for varying values of \(x\).

### 3.6 Additional Y-chromosome analysis: agreement between methods

To determine the extent to which the different pipelines called the same features differentially expressed, we quantified differential expression and overlap between findings at varying q-value cutoffs, comparing DER Finder to Cufflinks/Cuffdiff (Table 3.2) and DER Finder to EdgeR and DESeq (Table 3.3). DER Finder produces better results than Cufflinks/Cuffdiff: we find differential expression between males and females on the Y chromosome, and find no differential expression between the males, while Cufflinks does not find differential expression between sexes unless the q-value
cutoff is above 0.45. When the q-value cutoff is high (0.50), only 5.3% of the differentially expressed Cufflinks transcripts are also called differentially expressed by the new method: as expected, transcripts with high q-values are not overlapped by differentially expressed regions from the new method (regions that are equally expressed will not make it past the HMM segmentation step). On the other hand, 32.5% of the differentially expressed regions \( (q < 0.50) \) are overlapped by differentially expressed transcripts, which shows some agreement between the methods.

The comparison to EdgeR and DESeq shows the annotation-based results to be somewhat similar. The q-value cutoff did not seem to matter when assessing exon-specific results from DER Finder for the male-to-female comparison of the Y chromosome (Table 3.3). Overall, the DER Finder results and the EdgeR and DESeq results were somewhat comparable on the exon level. The q-value cutoff had no bearing on the DER Finder results: all the differentially expressed regions covering at least 80% of an annotated exon had small q-values. At low q-values, DER Finder identifies more exons as differentially expressed than EdgeR and DESeq do, with some agreement between all three methods. Results from Table 3.3 are from the comparison between sexes; the males showed no differential exon expression in EdgeR/DESeq (all but two q-values 1), or DER Finder (minimum q-value of 0.86). It is worth noting that the method of summarizing the number of reads per exon affects EdgeR and DESeq results: in particular, the common counting methods do not allow reads to be counted toward more than one feature, so overlapping exons do not usually get
any reads assigned to them at all. In our experiment, this led to 345 exons having overlapping DERs assigned to them but not even being tested by EdgeR or DESeq. This issue explains some of the discrepancy between the exon-level findings for DER Finder and EdgeR/DESeq. Also, though DER Finder identifies more exons overall as being differentially expressed, 54 exons are identified only by EdgeR or DESeq. Closer examination of the coverage patterns of these exons revealed that most of them were either (a) very lowly expressed overall, or (b) were less than 80% covered by DERs, so the exons themselves were not called differentially expressed because of the cutoffs defined in Table 3.1. Users can adjust DER Finder parameters if they are particularly interested in discovering differential expression of lowly-expressed features (e.g., the function \( g() \) chosen in model 3.1 could be \( g(x) = \log_2(x + 0.5) \) rather than \( \log_2(x + 32) \), which is what was used the Y chromosome comparison). Also, DER Finder generally does show at least some signal in the general area of the exons in question, even if that signal does not overlap the exon by 80%, so the results still give meaningful information. Overall, these findings confirm the result that EdgeR, DESeq, and DER Finder perform similarly when analyzing already-annotated features.

3.7 Experimental Design Concerns

Biologists who collect RNA-seq data must make several decisions when designing their experiments. Two important considerations are whether to use single-end or paired-
### Table 3.2: Comparison of results from DER Finder to Tophat-Cufflinks-Cuffdiff. The first column is the number of differentially expressed regions found by DER Finder, while the second column is the number of differentially expressed transcripts found by Cufflinks, both at the specified q-value cutoff. The third column shows how many of the differentially expressed Cufflinks transcripts are at least 80% overlapped by a differentially expressed region from DER Finder, while the fourth column shows how many of the differentially expressed regions are at least 80% overlapped by a differentially expressed Cufflinks transcript.

<table>
<thead>
<tr>
<th>q-value</th>
<th># DE regions</th>
<th># DE transcripts</th>
<th># agreeing regions</th>
<th># agreeing transcripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>534</td>
<td>0</td>
<td>NA</td>
<td>0</td>
</tr>
<tr>
<td>0.10</td>
<td>1009</td>
<td>0</td>
<td>NA</td>
<td>0</td>
</tr>
<tr>
<td>0.50</td>
<td>1185</td>
<td>758</td>
<td>40</td>
<td>385</td>
</tr>
<tr>
<td>0.80</td>
<td>1259</td>
<td>787</td>
<td>48</td>
<td>412</td>
</tr>
<tr>
<td>(a) males vs. females</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>0.10</td>
<td>0</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>0.50</td>
<td>0</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>0.80</td>
<td>0</td>
<td>458</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>(b) males vs. males</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The table shows the comparison of results from DER Finder to Tophat-Cufflinks-Cuffdiff at different q-value cutoffs for males vs. females and males vs. males. The number of differentially expressed regions and transcripts, as well as the percentage overlap between DER Finder and Cufflinks results, are presented for each q-value.
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<table>
<thead>
<tr>
<th>q-value</th>
<th># DE Regions</th>
<th># DE DER Finder exons</th>
<th># DE EdgeR exons</th>
<th># DE DESeq exons</th>
<th>DER Finder/EdgeR overlap</th>
<th>DER Finder/DESeq overlap</th>
<th>EdgeR/DESeq overlap</th>
<th>All overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>534</td>
<td>411</td>
<td>113</td>
<td>115</td>
<td>66</td>
<td>76</td>
<td>97</td>
<td>65</td>
</tr>
<tr>
<td>0.10</td>
<td>1009</td>
<td>417</td>
<td>125</td>
<td>120</td>
<td>76</td>
<td>81</td>
<td>106</td>
<td>74</td>
</tr>
<tr>
<td>0.50</td>
<td>1185</td>
<td>417</td>
<td>143</td>
<td>165</td>
<td>80</td>
<td>86</td>
<td>127</td>
<td>79</td>
</tr>
<tr>
<td>0.80</td>
<td>1259</td>
<td>417</td>
<td>153</td>
<td>187</td>
<td>83</td>
<td>89</td>
<td>134</td>
<td>82</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of results from DER Finder to EdgeR and DESeq, analyzing differential expression at the exon level on the Y chromosome between males and females. The first column is the number of differentially expressed regions found by DER Finder, and the second, third, and fourth columns are the number of differentially expressed exons found by each method at the specified q-value cutoff. Differentially expressed exons for DER Finder were defined as exons that were more than 80% covered by regions of state $D = 2$; the q-value for each exon was taken to be the q-value of the region most overlapping it. The last four columns show the number of exons found by two or all three methods.

end reads and how deeply to sequence the samples. We address these considerations and their impact on DER Finder’s results in this section, using a small simulation study to support the conclusions drawn.

### 3.7.1 Simulation set-up

A small, 20-sample RNA-seq dataset with pre-defined differential expression was simulated using Flux Simulator version 1.2. We simulated 76-bp paired-end reads from 1000 randomly selected transcripts on chromosome 22. For these 1000 transcripts, we simulated approximately 400,000 reads per sample. We then randomly chose 50 of these transcripts to be overexpressed in 10 of the samples (group A) and 50 different transcripts to be overexpressed in the other 10 samples (group B). Overexpression was
simulated by generating an additional 80,000 reads from the designated 50 transcripts for each sample. Essentially, this process mimicked a 5x fold change per overexpressed transcript. The default error model for 76-bp reads was utilized, and all other parameters were left at the default value. The command run for each simulated sample was `flux-simulator -t simulator -x -l -s -p sample.par`. An example parameter (.par) file is available on GitHub ([https://github.com/alyssafrazee/derfinder](https://github.com/alyssafrazee/derfinder)). The simulated reads from each dataset were aligned to the Ensembl GRCh37 genome using TopHat 2.0.8 with default parameters, and coverage matrices were created from the TopHat alignment file.

### 3.7.2 Paired-end data in RNA-seq analysis

It is well-known that using paired-end data, i.e., data consisting of reads from both ends of the mRNA fragments instead of just one end, is better than using single-end data, even though paired RNA-seq experiments can cost up to twice as much as a single-end experiment.\(^{14,63}\) Mate-pair information is used during read alignment to more accurately determine the reads’ best mappings. Paired-end data is especially important in assemble-then-identify methods because it yields more reliable transcript assemblies and better per-transcript abundance estimates. Because annotate-then-identify and identify-then-annotate methods do not involve assembly or transcript-level quantification, paired-end data only improves these methods inasmuch as it improves the read alignment step. Therefore, since read alignment can be done with
either single-end or paired-end reads, it is appropriate to use DER Finder with either type of data. The coverage matrix would be calculated the same way for paired data as it is for single-end data; each mate of a mate pair would contribute a coverage value of 1 to all the bases to which it aligns.

The Y-chromosome analysis in this manuscript was done using single-end data, which may put Cufflinks/Cuffdiff (the assemble-then-identify method) at a disadvantage when comparing it to the other tools. To determine whether the poor statistical results from Cufflinks/Cuffdiff were due to the single-end reads, we ran Cufflinks and Cuffdiff (version 2.0.2, with default parameters) on the simulated dataset. Even though this dataset was paired-end and contained transcripts known to be highly differentially expressed, the statistical results from Cufflinks/Cuffdiff were unreasonable: they did not reflect any differential expression (Figure 3.7b), while DER Finder did detect the signal (Figure 3.7a). Therefore, we contend that while paired-end data may improve assembly methods, it is not the deciding factor in whether the Cufflinks/Cuffdiff pipeline produces reasonable statistical results.

3.7.3 Effect of sequencing depth

Sequencing depth (or read coverage) refers to how many times each mRNA nucleotide in the sample is read by the sequencing machine. Experiments with greater sequencing depth are better able to detect expression differences for features that are lowly expressed overall. This property holds for most existing differential expression anal-
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Figure 3.7: P-value histograms from a small, paired-end simulation study with known differentially expressed transcripts. DER Finder’s p-values have the expected distribution, while Cuffdiff produces unreasonable statistical results, calling nothing differentially expressed (minimum q-value 0.999) despite 10% of transcripts being overexpressed (fold change = 5) in one condition. This figure demonstrates that paired-end sequencing does not eliminate the problems with Cuffdiff’s statistical analysis.

ysis methods, including DER Finder. Therefore, experimenters wishing to use DER Finder and detect differential expression for lowly expressed features should deeply sequence their samples. One specific consideration in DER Finder is the choice of $g()$ in model 2.1. In general, we recommend using $g(x) = \log_2(x + k)$, where $k$ is a constant that allows the method to avoid taking the log of 0. In our experiment, we set $k = 32$ because we were not particularly interested in differential expression in areas with low coverage, and offsetting all counts by 32 attenuates the fold changes observed in very low-coverage regions. However, if the sequencing depth is high, the user may want to increase $k$ (if lowly-expressed features are not of interest), since the method will be more sensitive to differential expression of lowly-expressed features.
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with deep sequencing. Similarly, if the samples are not sequenced very deeply, the user may want to decrease $k$, since true differential expression may not be detected if the samples’ coverage values are offset too much. A good choice for a small $k$ is $k = 1$, since zeros in the original data will still be zeros after log-transforming.

We also investigated the effect of sequencing depth using the simulated dataset described above in addition to two more simulated datasets. These additional datasets were generated in the same manner as the first dataset except for read coverage: the first additional dataset had half as many reads as the original dataset, and the second had 1/4 as many reads as the original dataset. Based on the median length of the transcripts included in these experiments, the coverages for these datasets were approximately 24x, 12x, and 6x, respectively. Coverage matrices were created using TopHat alignments, and DER Finder was run on the chromosome 22 coverage matrix for each dataset, with model 2.1 defined as follows: $g(x) = \log_2(x + 32)$, $X_i = 1$ for samples in group A and 0 for samples in group B, and $W_{i1}$ was set as the median nonzero coverage value for each sample.

In this simulated dataset, DER Finder using the 24x and 12x datasets found 435 and 433 differentially expressed regions, respectively ($q < 0.05$), while the 6x dataset did not find any differential expression (minimum $q$-value 0.18). This is consistent with what we expect: the same offset ($k = 32$) was used for all three datasets, and this appears to be too much of an offset for the low-coverage (6x) dataset. To further investigate these findings, we used varying $q$-value cutoffs to create ROC curves for
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the different coverage levels (Figure 3.8). DER Finder appears to be performing well
in terms of sensitivity and specificity for the 12x and 24x experiments: for example,
in the 24x experiment, 97 out of the 100 pre-set differentially expressed transcripts
were overlapped by a significant \( q < 0.05 \) DER, while 93% of the transcript features
(exons, etc.) that were not simulated as differentially expressed were overlapped by
regions in the equally expressed state or with \( q \geq 0.05 \). In general, there was very
little difference between 12x and 24x coverage in this simulation, but 6x read coverage
appears to be too shallow when the offset is set at 32.
Figure 3.8: ROC curves from DER Finder, created based on the simulation study with known differential expression. Sequencing depth is noted by color, while line type denotes different ways of determining differential expression calls: the dashed lines were created at the feature level, i.e., the true positive rate was the percentage of differentially expressed transcript features (exons, etc.) that were overlapped by a significant DER. The solid lines were created at the transcript level, i.e., the true positive rate was the percentage of transcripts with at least one feature overlapped by a significant DER. DER Finder is performing well in terms of sensitivity and specificity when the sequencing depth is sufficient.
Chapter 4

Bridging the gap between transcriptome assembly and expression analysis

4.1 Introduction

This chapter describes work published in separate form in the journal *Nature Biotechnology*, with contributions from co-authors Geo Pertea, Andrew E. Jaffe, Ben Langmead, Steven L. Salzberg, and Jeffrey T. Leek.

Analysis of raw RNA sequencing reads makes it possible to reconstruct complete gene structures, including multiple splice variants, without relying on previously-established annotations.\(^{13,22,64}\) Downstream statistical modeling of summarized gene
or transcript expression data output from these pipelines is facilitated by the Bioconductor project, which provides open-source tools for analysis of high throughput genomics data. However, the outputs of upstream processing tools are often aggregated across samples, making it difficult to estimate between-sample variability, or are not in a format that is readily compatible with downstream Bioconductor packages. This gap has prevented rigorous statistical analysis of transcript-level data: some two-group analysis was possible, but complex analyses like eQTL (expression quantitative trait loci), timecourse studies, investigation of the effect of continuous covariates on expression, and adjustment for confounders were not. These difficulties have led to considerable controversy in the analysis of population-level RNA-seq data. Here and in Chapter 5, we report the development of two pieces of software, Tablemaker and Ballgown, that bridge the gap between transcriptome assembly and fast, flexible differential expression analysis (Figure 4.1).

First, Tablemaker uses a GTF file (the standard output from any transcriptome assembler) and spliced read alignments to produce files that explicitly specify the structure of assembled transcripts, mappings from exons and splice junctions to transcripts, and several measures of feature expression, including FPKM (Fragments Per Kilobase of transcript per Million reads sequenced) and average per-base coverage (Section 5.1). Tablemaker wraps Cufflinks to estimate FPKM for each assembled transcript. After the transcriptome assembly is processed using Tablemaker, the output files (Section 5.1) can be explored interactively in R using the Ballgown
Figure 4.1: The Ballgown pipeline. Ballgown is designed to be a tool-agnostic bridge between transcriptome assemblers and abundance estimation tools, and fast, flexible differential expression analysis pipelines in R and Bioconductor. Ballgown as a bridge between transcriptome assembly and fast, flexible differential expression analysis. For example, the Ballgown workflow connects transcript assembly tools like TopHat and Cufflinks to Bioconductor tools like EdgeR and DESeq for downstream analysis, but it is not specific to these particular tools. The software can be used with any assembly whose structure is specified in GTF format, coupled with a set of spliced read alignments in BAM format. RSEM and StringTie (in addition to Cufflinks) are currently officially supported, and we plan to add support for more tools.
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package. Ballgown converts Tablemaker's assembly structure and expression estimates into an easy-to-access R object (Figure 4.2) for downstream analyses. Tablemaker is specifically designed to connect the Cufflinks assembler with downstream R tools, but the Ballgown R object can be created with transcriptomes from any assembler with output in the right format. Currently, StringTie, a new, efficient assembler, can output the proper files, and Ballgown is also compatible with RSEM’s rsem-calculate-expression abundance estimation tool. Ballgown can be used to visualize the transcript assembly on a gene-by-gene basis, extract abundance estimates for exons, introns, transcripts, or genes, and perform linear-model-based differential expression analyses (Section 5.2.3).

The basic linear modeling strategy for differential expression testing implemented in Ballgown allows for analysis of eQTL, timecourse, continuous-covariate, or confounded experimental designs at the exon, gene or transcript level. This approach is similar to the linear modeling strategy implemented in limma, without empirical Bayes shrinkage, and can be applied to exon or gene counts available through the Ballgown object after appropriately transforming the count data. Alternatively, users can apply widely used Bioconductor packages for sequence count data. There is no existing statistical software that allows this level of flexibility for modeling transcript-level expression data. Count-based modeling strategies are not applicable to transcript-level data and Cuffdiff2 can only be applied to two-group transcript-level differential expression analysis. EBSeq could be used in combina-
Figure 4.2: The ballgown data structure. The Ballgown R provides a comprehensive data structure for transcriptome assemblies. The package loads assembly data into an object with linked data frames of expression measurements (expr) for exons, introns, and transcripts. The object also loads information about exon, intron, and transcript structures (structure), utilizing the efficient GenomicRanges\textsuperscript{60} data structures for storage. Finally, the object contains other relevant assembly data (indexes), including phenotype data, relationships between exons, introns, and transcripts, and paths to alignment files on disk for easy connection with the assembly.
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tion with RSEM as a pipeline for transcript-level differential expression analysis, but it less efficient than linear modeling and does not handle experimental designs beyond multi-group comparison.\(^{70}\)

In this chapter, we illustrate how to use Tablemaker and Ballgown with Tuxedo suite, a widely used pipeline for transcript assembly, quantification, and flexible differential expression analysis at transcript resolution. The Tuxedo suite consists of aligning reads using Bowtie\(^{71}\) and TopHat,\(^{39}\) assembling transcripts using Cufflinks,\(^{22}\) and differential expression analysis using Cuffdiff2.\(^{24}\) This suite has been used in many projects,\(^{72-74}\) including the ENCODE\(^{75}\) and modENCODE\(^{76}\) consortium projects. However, statistical analysis through Cuffdiff2 can only be applied to two-group differential expression analyses, is computationally demanding, and produces strongly conservative estimates of statistical significance. While several other fast and accurate tools for differential expression analysis such as EdgeR,\(^{27}\) DESeq,\(^{29}\) and Voom\(^{68}\) are present in Bioconductor,\(^{25}\) there is no software that connects these tools to the estimated transcript structures and abundances output by tools such as the Tuxedo suite. Further, per-feature read counts are not appropriate for isoform-level analysis, since isoforms from the same gene may have a high degree of overlap leading to ambiguous read counts. Here we integrate the Tuxedo suite with Tablemaker, Ballgown, and downstream Bioconductor packages to improve statistical accuracy, flexibility in experimental design, and computational speed if isoform-level of RNA-seq analyses.
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4.2 Statistical Accuracy

4.2.1 Negative Control Experiment

First, we show that the default methods in Ballgown can work in the absence of a differential expression signal. For this analysis, we downloaded and processed data from the GEUVADIS RNA sequencing project\textsuperscript{77, 78} (Section 5.3). After aligning RNA-seq reads, assembling the transcriptome, and processing the results with Tablemaker, we used Ballgown to load the data into R, where we extracted a single-population subset of data to study. The populations included in the GEUVADIS study were Utah residents with Northern and Western European ancestry (CEU), Yoruba in Ibadan, Nigeria (YRI), Toscani in Italy (TSI), British in England and Scotland (GBR), and Finnish in Finland (FIN). Considering only individuals in the FIN population (n = 95), we randomly assigned subjects to one of two groups and tested all assembled transcripts for differential expression between those two groups. We compared results from using linear models (Ballgown), Cuffdiff\textsuperscript{24} and EdgeR\textsuperscript{27} (at the exon level). We used transcript FPKM as the transcript expression measurement in Ballgown, and we considered per-exon read counts for EdgeR. In this type of experiment, the distribution of the p-values from all the transcripts should be approximately uniformly distributed, and q-values\textsuperscript{52} should be large.

As expected, the transcript-level p-values from the linear model tests implemented
in Ballgown were arguably approximately uniformly distributed (Figure 4.3), though there are fewer p-values near 0 than we might expect, indicating that the test is potentially slightly conservative. All transcripts had q-values of approximately 1, indicating that these models do not generate excess false discoveries. We compared this result to the statistical results from Cuffdiff2 (version 2.2.1, the newest release available as of August 2014) on the same dataset and found that the p-values obtained using Cuffdiff2 were not uniformly distributed, but that the distribution had more mass near 1 than near 0 (Figure 4.4a). This indicates that Cuffdiff2 may be conservatively biased and calls into question the use of the q-value as a multiple testing adjustment, since it assumes uniformly-distributed p-values. Finally, at the exon level, EdgeR called two exons differentially expressed ($q < 0.05$), and the exon-level p-value distribution was not uniform, having a bit of extra mass around 0.1 (Figure 4.4b). These results show that using a well-established, count-based method gives a too-liberal result, that Cuffdiff2 is likely conservatively biased, and that using a linear model test like the one implemented in Ballgown gives a reasonable p-value distribution without calling any transcripts differentially expressed.

The linear models from Ballgown took 18 seconds to run on a standard laptop (MacBook Pro, 8G memory). For comparison, Cuffdiff2 took 69 hours and 148G of memory using 4 cores on a cluster node. EdgeR was also run on the laptop and took 2.5 minutes.
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Figure 4.3: Distribution of transcript-level p-values obtained with Ballgown’s F-tests in an experiment without signal. This distribution is close to uniform, with slightly fewer small p-values that we might expect under true uniform, but indicates the tests are performing reasonably compared to the methods whose p-value distributions are illustrated in Figure 4.4.
Figure 4.4: P-value histograms of results of differential expression analyses between two randomly selected groups: Cuffdiff and EdgeR. Differential expression results from Cuffdiff (version 2.2.1, the newest release available as of August 2014) in an experiment without signal gave p-values that were not uniformly distributed but instead were biased toward 1 (Panel a). At the exon level, the p-value distribution from EdgeR was also not uniform, having a bit of extra mass around 0.1 (Panel b). These results show that a well-established, count-based methods gives a slightly too-liberal result on this kind of experiment and illustrates a potential conservative bias still present in Cuffdiff version 2.2.1.
4.2.2 Positive Control Experiment

The negative control experiment showed Ballgown’s default statistical tests are appropriately conservative when there is no signal present in the data. We carried out a second experiment to investigate whether default statistical tests are capable of making discoveries when differential expression is present. For this experiment, we analyzed differential expression of Y-chromosome transcripts between males and females, a test dataset in which all transcripts should be differentially expressed. We used a dataset consisting of the 95 FIN individuals (58 females, 37 males) in the GEUVADIS RNA-seq dataset (Section 5.3). The p-value histogram from this experiment using the linear model framework implemented in Ballgown shows a very strong signal (Figure 4.5a). Of the 433 assembled transcripts on the Y chromosome, 225 had a mean FPKM greater than 0.01 in the males. 58% of these 225 transcripts were called differentially expressed with a q-value less than 0.05 and 72% with a q-value less than 0.2. This result shows that the models in Ballgown are capable of discovering true signal in the dataset.

The p-value histogram for the latest Cuffdiff2 version (2.2.1) also revealed a signal (Figure 4.5b), which is an improvement compared with earlier versions of Cuffdiff2 on similar Y-chromosome tests\(^79\) (Figure 3.4b). However, only 29 of the 433 assembled transcripts were tested using the inclusion criteria implemented in Cuffdiff2. Of the 29 tested, 24 had \(q < 0.05\) and 26 had \(q < 0.2\). This suggests that Cuffdiff2 is too
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Figure 4.5: P-value histograms of results of differential expression analyses between males and females, for Y-chromosome transcripts. Panel (a) shows the transcript-level p-value distribution from Ballgown F-tests; Panel (b) shows transcript level p-values from Cuffdiff 2.2.1. Both show a strong signal, as expected, but Cuffdiff2 is conservative in terms of the number of transcripts it tests.

Conservative to detect appropriate levels of differential expression in this experiment.

The Y chromosome linear models from Ballgown took less than 0.1 seconds to run after Tablemaker, whereas Cuffdiff2 took 58 hours and 178G of memory on 4 cores. Note though that this footprint could have been substantially reduced by subsetting all BAM files and the merged assembly to only the Y chromosome, but this would require extra processing and was not required for analysis in Ballgown.
4.2.3 Performance on Clinical Datasets

Next, we carried out experiments designed to represent realistic differential expression scenarios: usually some, but not all, transcripts are truly differentially expressed between populations. We evaluated differential expression results from Ballgown and Cuffdiff2 (versions 2.0.2 and 2.2.1) on two publicly-available clinical datasets. The first experiment compared lung adenocarcinoma \( (n = 12) \) and normal control samples \( (n = 12) \) in nonsmoking female patients. The second experiment compared cells at five developmental stages; we analyzed the data from just two stages: embryonic stem cells \( (n = 34) \) and pre-implantation blastomeres \( (n = 78) \) – Cuffdiff is only suitable for two-class comparisons. We downloaded the Cuffdiff 2.0.2 output from both studies from InSilico DB on March 5th, 2014. From this output, we extracted isoform-level p-values for cancer/normal and cell type comparisons. We also reformatted the available Cuffdiff 2.0.2 FPKM values and applied Ballgown’s linear models to test differential expression. The parameters for the software used by InSilico DB were `cufflinks`, `cuffmerge`, `cuffdiff`: v 2.0.2, `cufflinks -p 6 -q`, `tophat`: v 2.0.4 –mate_inner_dist 80 –no-coverage-search (personal communication Alain Coletta, from InSilico DB).

We also wanted to run the latest versions of TopHat, Cufflinks, and Cuffdiff, so we downloaded the raw sequencing reads from both experiments from the NCBI Sequence Read Archive. The analysis steps were the same as the steps outlined for processing
the GEUVADIS dataset in Section 5.3, except Tophat version 2.0.11 and Cufflinks version 2.2.1 were used. In addition, there was a small change at the Cufflinks step: because the data sets in InSilico DB were created by estimating transcript abundances for pre-annotated isoforms, we did the same when we processed the data ourselves. This means we ran Cufflinks with the -G option and estimated FPKM values for Illumina’s iGenomes annotated genes for hg19. These are the isoforms considered in the analysis results. We compared the differential expression results from Cuffdiff (versions 2.0.2 and 2.2.1), the linear models from Ballgown, the empirical Bayes linear modeling framework implemented in limma, and EBSeq, a Bayesian framework designed for isoform-level differential expression.

On these datasets, the p-value distributions from the linear model tests implemented in Ballgown were reasonable, as were the p-value distributions from Cuffdiff version 2.2.1, though Cuffdiff 2.2.1 was more conservative than Ballgown. Results from Cuffdiff version 2.0.2 showed noticeable conservative bias (Figure 4.6).

More specifically: we know that transcript-level differential expression analysis comparing lung adenocarcinoma to normal cells, or comparing embryonic stem cells to pre-implantation blastomeres, should show a strong differential expression signal, especially considering the sample sizes for these experiments. In the cancer vs. normal comparison, there were 19,748 transcripts with average FPKM greater than 1. Cuffdiff (version 2.2.1) identified 4608 of these transcripts as differentially expressed ($q < 0.05$). F-tests comparing nested linear models, as implemented in Ballgown (Section 78).
Figure 4.6: Comparison of statistical significance estimates between Cuffdiff and linear models in real datasets. **a.** Histograms of p-values from a comparison of 12 lung adenocarcinomas and 12 normal controls from female patients who never smoked. Ballgown in blue, Cuffdiff (2.2.1) in orange.  **b.** Same comparison as in panel (a), but using the Cuffdiff version 2.0.2 results available from InSilico DB. Cuffdiff version 2.0.2 had a strong conservative bias. Linear model results from Ballgown differ from panel (a) because the FPKM estimates used were from an older version of Cufflinks, though the linear model results do not demonstrate conservative bias.  **c.** Histograms of p-values from the comparison of 78 pre-implantation blastomere samples and 34 embryonic stem cell samples (Ballgown in blue, Cuffdiff (2.2.1) in orange).  **d.** Same comparison as in panel (c), but using the Cuffdiff version 2.0.2 results available from InSilico DB. As in panel (b), Cuffdiff 2.0.2 showed a strong conservative bias.
5.2.3), flagged 8875 of these highly-expressed transcripts as differentially expressed. Of 27,058 transcripts tested, EBSeq called 8736 differentially expressed (posterior probability of differential expression of at least 0.95). Similarly, in the cell type dataset, there were 16,430 transcripts with mean FPKM greater than 1. Cuffdiff (2.2.1) calls 6816 of these differentially expressed ($q < 0.05$) while Ballgown calls 9701 of them differentially expressed. And of 15,462 transcripts tested, EBSeq identifies 10,307 with posterior probabilities of differential expression of at least 0.95.

While both linear modeling and Cuffdiff produced reasonable p-value distributions for these experiments (Figure 4.6a,c), the relative numbers of differentially expressed transcripts discovered and the p-value distribution shapes show that Cuffdiff is more conservative than the linear models. On its own, this result does not necessarily mean that Cuffdiff (2.2.1) is too conservative, but Cuffdiff also produced conservative p-value distributions in the negative and positive control experiments (Section 4.2), we have prior knowledge that the differential expression signal should be quite strong in a tumor/normal or a cell type comparison, and the numbers of discoveries made by another published differential expression method (EBSeq) align more closely with the results from the linear model comparisons. Together these results indicate that conservative bias persists in Cuffdiff (2.2.1). Past versions of Cuffdiff, particularly 2.0.2, produced extremely conservative results on these datasets (Figure 4.6b,d), calling just 1 of 4454 highly-expressed transcripts in the tumor/normal dataset differentially expressed, while Ballgown’s linear models identified 774, using
the same FPKM estimates. Similarly, in the cell type dataset, Cuffdiff 2.0.2 found 0 of 12,469 highly-expressed transcripts to be differentially expressed ($q < 0.05$) between embryonic stem cells and preimplantation blastomeres, while the linear model tests in Ballgown found 6964. These results in large-scale studies suggest that Cuffdiff’s statistical significance estimates were strongly conservatively biased in version 2.0.2. While version 2.2.1 is better, Cuffdiff is still not producing uniformly-distributed null p-values and is more conservative than other differential expression methods.

### 4.2.4 Simulation Study

We also carried out two simulation studies using data simulated with the Polyester package (Chapter 6) that demonstrated improved sensitivity and specificity estimates for Ballgown compared with Cuffdiff. Detailed simulation methods are described in Chapter 5.4. Briefly, two scenarios were simulated. In both scenarios, a two-group experiment with 10 biological replicates in each group was generated. In the first scenario, differential expression was set at the FPKM level – i.e., a 2x fold change between groups for a transcript was indicated by a doubling the FPKM value in one of the groups for that transcript. In the second scenario, differential expression was directly set at the read level – i.e., a 2x fold change between groups for a transcript was indicated by doubling the mean number of reads generated from that transcript.

The results for the first simulation, where the differential expression was set at the FPKM level, were that Cuffdiff (2.2.1) showed the same conservative bias we observed
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in the negative control experiment and possibly in the InSilico DB experiments. Using the q-value as a significance cutoff, Cuffdiff called 1 transcript differentially expressed (controlling FDR at the 5% level), compared to 56 using Ballgown’s F-tests for nested linear models (Section 5.2.3). Accordingly, the p-value distributions showed similar patterns to those we observed in the adenocarcinoma and developmental cell datasets (Figure 4.7a). While the accuracy of the transcript rankings was comparable for both methods – for the linear models in Ballgown, 81 of the top 100 transcripts called differentially expressed were truly differentially expressed for Ballgown versus 85 for Cuffdiff 2.2.1 – an ROC curve based on q-value cutoff shows Ballgown outperforming Cuffdiff in terms of sensitivity and specificity (Figure 4.7), and the significance cutoffs for Ballgown are much more reasonable.

We hypothesize that transcript length normalization may have something to do with the problems observed in Cuffdiff’s statistical significance estimation, because in the second simulation scenario, where the number of reads sampled from each transcript was independent of its length, Cuffdiff performed comparably to the linear model framework included in Ballgown, and both seemed to be performing accurately. The p-value histograms for both methods showed uniformly-distributed p-values at the high end and some signal at the low end, as expected (Figure 4.7c), and the ROC curves are approximately equivalent; both display high sensitivity and specificity (Figure 4.7d). In this scenario, of the top 100 transcripts ranked by each method, 96 are truly differentially expressed for Cuffdiff and 91 are for the linear models.
implemented in Ballgown. This shows that the models implemented in Cuffdiff are accurate under some conditions – e.g., when the number of sequencing reads from a transcript is unrelated to its length – that may be somewhat unrealistic.

4.3 Analyzing RNA-seq experiments with Complex Designs

One advantage of the Ballgown framework over Cuffdiff and EBSeq is the option to compare any nested set of models to test for differential expression, or to apply standard differential expression tools in Bioconductor, such as the limma package. To demonstrate the flexibility of linear models like those in Ballgown or limma, we carried out two popular analyses that have not been possible with standard transcriptome assembly and differential expression tools: (1) modeling expression as a smooth function of a continuous covariate and (2) an eQTL analysis.

4.3.1 Effect of RIN on Transcript Expression

In the first analysis, we treated RNA Integrity Number (RIN) as a continuous covariate and used Ballgown’s modeling framework to discover transcripts in the GEUVADIS dataset (Section 5.3) whose expression levels were significantly associated with RIN. Detailed methods for this analysis are described in Section 5.5. Of
Figure 4.7: Comparison of statistical significance between Cuffdiff and linear models in Ballgown in simulated datasets

**a.** Histograms of p-values from a simulated data set of 2,745 transcripts where differential expression was induced between 10 cases and 10 controls in 10% of transcripts at the FPKM level (Ballgown in blue, Cuffdiff in orange).

**b.** ROC curve comparing the abilities of Cuffdiff and linear modeling to identify differentially expressed transcripts in the FPKM simulation based on q-value.

**c.** Histograms of p-values from a simulated data set of 2,745 transcripts in 10 cases and 10 controls, where 10% of transcripts were simulated to be differentially expressed, but the number of reads generated from each transcript was independent of transcript length.

**d.** ROC curve comparing the abilities of Cuffdiff and linear modeling to identify differentially expressed transcripts in the transcript-length-independent simulation study.
43,622 assembled transcripts with average FPKM above 0.1, 19,203 showed a significant effect ($q < 0.05$) of RIN on expression, using a natural cubic spline model for RIN and adjusting for population and library size.\textsuperscript{86}

A previous analysis of the GEUVADIS data modeled variation in RNA-quality as a linear effect.\textsuperscript{78} We fit a model with a linear RIN effect and population and library size adjustments to each transcript and identified an enrichment of transcripts with a positive correlation between FPKM values and RNA-quality (Figure 5.1). To investigate the impact of using a more flexible statistical model to detect RIN artifacts, we tested whether a cubic polynomial fit for RIN on transcript expression was significantly better than simply including a linear term for RIN after adjusting for population. We compared the cubic and linear fits on 43,622 transcripts with average FPKM greater than 0.1 across all samples. We found that the cubic fit was significantly better than the linear fit ($q < 0.05$) for 1,499 of the 43,622 transcripts (Figure 4.8), suggesting that flexible non-linear models may be helpful when measuring the relationship between quantitative covariates and transcript abundance levels.

### 4.3.2 Transcript-level eQTL Analysis

To further illustrate the flexibility of using the post-processed Ballgown data for differential expression analysis, we next carried out an eQTL analysis of the 464 non-duplicated GEUVADIS samples (as indicated by the initial investigators\textsuperscript{77}), across all populations. We used the processed transcriptome data described in Section 5.3
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Figure 4.8: Non-linear effects of RNA quality on transcript expression. These two transcripts (FDR < 0.001) and 1,497 others showed a relationship with RNA quality (RIN) that was significantly better captured by a non-linear trend with three degrees of freedom than a standard linear model. Colored lines shown are predicted values from a natural cubic spline fit and represent predictions for the specified population, assuming average library size.
as the expression data set. In addition, we downloaded the GEUVADIS genotype data from ftp://ftp.ebi.ac.uk/pub/databases/microarray/data/experiment/GEUV/E-GEUV-1/genotypes/. We filtered to only SNPs with a minor allele frequency greater than 5% and to transcripts with average FPKM across replicates of more than 0.1. This filtering left us with 7,072,917 SNPs and 44,140 transcripts in the analysis. We further constrained our analysis to search for cis-eQTLs, where the genotype and transcript pairs were within 1000kb of each other, which resulted in 218,360,149 SNP-transcript pairs in total. We took the log2 transform of the transcript-level FPKM values and used the MatrixEQTL package to perform the eQTL analysis, which tested an additive linear regression model for the SNPs. We adjusted for the first three principal components of the genotype data, calculated using the Plink software, and the first three principal components of the observed transcript FPKM data in the eQTL model fits.

We recorded the histogram of p-values from all transcript-SNP association tests (Figure 4.9a), and from those p-values, we estimated the fraction of null hypotheses based on the distribution of observed p-values to be $\hat{\pi}_0 = 0.942$. The p-value histogram and QQ-plot of -log10(p-values) (Figure 4.9b) versus their theoretical distribution under the null do not show any gross deviations suggesting unmodeled confounding.

To determine overlaps between transcripts we called significant and transcripts previously called significant, we downloaded the list of previously-found significant
cis-eQTL from ftp://ftp.ebi.ac.uk/pub/databases/microarray/data/experiment/GEUV/E-GEUV-1/genotypes/ for the EUR and YRI populations. We identified all Ensembl genes overlapped to any degree by each assembled transcript. We then calculated the number of gene-SNP pairs in common between the GEUVADIS EUR and YRI analyses and our eQTL analysis.

We identified significant eQTL at the FDR 1% level for 17,276 transcripts overlapping 10,524 unique Ensembl-annotated genes. Our global estimate of the number of the percentage of null hypotheses ($\hat{\pi}_0 = 0.942$) indicates that 5.8% of SNP-transcript pairs show differential expression. 57% and 78% of the transcript-SNP pairs called significant in the original analysis of the EUR and YRI populations, respectively, appeared in our list of significant transcript eQTL. 14% of eQTL pairs were identified for transcripts that did not overlap Ensembl annotated transcripts: an example is shown in Figure 4.10. The eQTL analysis was performed in 2 hours and 3 minutes on a standard Desktop computer.

4.4 Ballgown as a Tool for Exploring Alternatives to FPKM

Ballgown offers researchers the flexibility to explore the effects of using alternative expression measurements for analysis. There are two major classes of statistical methods for differential expression analysis of RNA-seq: those based on RPKMs or FPKMs, as
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**Figure 4.9:** Distribution of statistical significance scores for all cis-eQTL tests. **a.** P-value histogram for all p-values from cis-eQTL tests, the estimated fraction of null hypotheses is 94.2%. **b.** QQ-plot of -log10(p-values) versus theoretical quantiles shows no gross deviation from expected behavior.

**Figure 4.10:** Example of an assembled transcript in the GEUVADIS that does not overlap any annotated transcripts, but shows a significant eQTL. Panel (a) displays transcript structures for the locus in question; Panel (b) is a boxplot of the FPKM transcripts for the middle (red) transcript from panel (a), which shows a consistent and statistically significant eQTL.
exemplified by Cufflinks, and those based on counting the reads overlapping specific regions, as exemplified by DESeq\textsuperscript{29} and edgeR.\textsuperscript{27} Tablemaker outputs both FPKM estimates from Cufflinks and average coverage of each exon, intron, and transcript. The \texttt{rsem-calculate-expression} utility outputs TPM (transcripts per million)\textsuperscript{92} as the normalized transcript expression measurement. Here we only compare FPKM and average coverage, but note that comparisons with TPM are now possible with the Ballgown software. In this particular experiment, we investigated the effect of expression measurement using both simulated data and the GEUVADIS dataset, and we confirmed that, as expected, differential expression results using average coverage and using FPKM were strongly correlated.

More specifically, we compared previous differential expression results (Sections 4.3.1 and 5.4), which were based on measuring transcript abundance using FPKM, with analyses using average per-base read coverage as the transcript expression measurement instead. Doing this comparison was straightforward, since several different expression metrics are available in the Ballgown objects created for the previous analyses. First, we used our simulated dataset (Section 5.4) to investigate the impact of using average coverage as the transcript expression measurement instead of FPKM, as was done in our previous analyses. To do this comparison, we re-analyzed the data we simulated in the scenario where differential expression occurred at the FPKM level (Figure 4.7a-b) but used average coverage as the transcript-level expression measurement. The differential expression rankings measuring transcript expression with

90
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FPKM and with average coverage were highly correlated (Figure 4.11a), $r = 0.66$. The p-value distribution using average coverage (Figure 4.11b) was similar to the p-value distribution using FPKM (Figure 4.7a), though only 25 transcripts were found to be differentially expressed ($q < 0.05$), compared to 56 using FPKM. We also observed correlated ranks ($r = 0.57$) between the differential expression results testing whether RIN value affected expression in the GEUVADIS dataset (Figure 4.11c).

These results suggest that coverage – an expression measurement that is much easier to estimate than FPKM – is potentially a viable alternative expression metric for use in isoform-level differential expression analyses. Ballgown allows users to perform analyses with whatever expression measurements are available for their transcriptome, so for example, RSEM\textsuperscript{67} users can use such as transcripts per million (TPM)\textsuperscript{92,93} as an expression measurement. The framework also facilitates easy exploration of the different measurement options.

### 4.5 Computational Efficiency

The linear model differential expression testing framework built into Ballgown or limma provides computational benefits over Cuffdiff and EBSeq. TopHat and Cufflinks can be run on each sample separately, but Cuffdiff must be run on all samples simultaneously. While Cuffdiff can make use of many cores on a single computer, is not parallelizable across computers. It has been noted that Cuffdiff can take weeks
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Figure 4.11: Using average per-base coverage as transcript expression measurement instead of FPKM. **a.** Differential expression ranks for transcripts in a case/control simulation \((n = 10\) per group), using FPKM as the expression measurement \((x\)-axis) vs. using average coverage \((y\)-axis). **b.** Distribution of p-values from differential expression tests between the 10 cases and 10 controls, using average coverage as the expression measurement. This distribution is very similar to the distribution observed when using FPKM as the expression measurement (Figure 4.7a). **c.** Rankings of the effect of RIN on transcript expression in the GEUVADIS dataset, using FPKM as the transcript expression measurement \((x\)-axis) vs. using average coverage \((y\)-axis). For visibility, 2000 transcripts were randomly sampled from the dataset for the plot.
CHAPTER 4. CONNECTING TRANSCRIPTOME ASSEMBLY TO EXPRESSION ANALYSIS

or longer to run on experiments with a few hundred samples. This issue has led consortia and other groups to rely on unpublished software for transcript abundance estimation. In addition, EBSeq took 6909 seconds (1.9 hours) to perform a differential expression analysis for the positive control experiment (Section 4.2.2), while Ballgown ran in less than 1 second, and Cuffdiff took 58 hours. EBSeq also took 6.1 hours to analyze the tumor/normal InSilico DB dataset from Section 4.2.3 (after abundance estimation), while Cuffdiff 2.2.1 took 9 hours 46 minutes (including abundance estimation) and Ballgown’s statistical models ran in 0.7 seconds (after abundance estimation). Overall, these times indicate that Ballgown is markedly faster than EB-Seq, and very likely much faster than Cuffdiff: The Ballgown result does not include Tablemaker time, but we note that Tablemaker is parallelizable across samples and is usually much shorter than Cuffdiff time, e.g., Figure 4.12. Also, Cuffdiff scales quite poorly as the number of biological replicates increases.

We compared each component of the pipeline in terms of computational time on one of our simulated datasets (Section 5.4; the second, simpler scenario) with 20 samples and 2,745 transcripts. The TopHat-Cufflinks-Tablemaker-Ballgown pipeline was fastest, taking about 5.4 minutes per sample for Tablemaker, 2.3 seconds to load transcript data into R and less than 0.1 seconds for differential expression analysis. This is faster than the recently published TopHat-Cufflinks Cuffquant-Cuffdiff pipeline, which required about 3 minutes per sample for Cuffquant and 19 minutes for differential expression analysis with Cuffdiff. The Tablemaker-Ballgown pipeline was also
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Figure 4.12: Timing results for the 667 GEUVADIS samples at each stage of the pipeline. a. Timing (in hours) for each sample to run through TopHat2. b. Timing (in hours) for each sample to run through Cufflinks. c. Timing (in hours) for each sample to run through Tablemaker.

substantially faster than directly running Cufflinks-Cuffdiff, where the Cuffdiff step took about 68 minutes. For all these pipelines, TopHat took about 1 hour per sample and Cufflinks about 2 minutes per sample. All possible multicore processes (TopHat, Cufflinks, Cuffdiff, Cuffquant, Tablemaker) were run on 4 cores.

We also calculated the per-sample distribution of processing times for each step in the TopHat-Cufflinks-Tablemaker pipeline for all 667 samples in the GEUVADIS study77,78 (Figure 4.12). Tablemaker took a median of 0.97 hours per sample (IQR 0.24 hours) on a standard 4 core computer; this calculation can be parallelized across samples. By contrast, Cuffdiff would take months to perform this analysis on a standard 4 core computer. Ballgown multiclass differential expression analysis between the CEU (n = 162), YRI (n = 163), FIN (n = 114), GBR (n = 115) and TSI (n = 93) samples for 334,206 transcripts took 42 minutes on a single core desktop computer.
These timing results suggest that Ballgown is less computationally intensive than either Cuffdiff or EBSeq, on top of the additional flexibility and accuracy advantages detailed above. Ballgown reduces the computational burden of differential expression analysis of assembled transcriptomes without paying a price in terms of accuracy.

4.6 Summary

Ballgown is designed to be a bridge between upstream assembly tools such as Cufflinks and downstream statistical modeling tools in Bioconductor. The Ballgown suite includes functions for interactive exploration of the transcriptome assembly, visualization of transcript structures and feature-specific abundances for each locus, and post-hoc annotation of assembled features to annotated features. Direct availability of feature-by-sample expression tables makes it easy to apply either the built-in or previously existing differential expression tests or to evaluate other statistical properties of the assembly, such as dispersion of expression values across replicates or genes. The Tablemaker preprocessor writes the tables directly to disk, and they can be loaded into R with a single function call. Together, these software packages provide valuable infrastructure for isoform-level differential expression analysis based on data-driven assemblies.
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4.7 Software

   packages/release/bioc/html/ballgown.html Installation instructions and tutorial for use are available in the package vignette, and at https://github.com/alyssafrazee/ballgown
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Chapter 5

Supplementary Material: Bridging the gap between transcriptome assembly and expression analysis

This chapter does not stand on its own, but provides supplementary material for Chapter 4. This chapter was published as supplementary material to the published form of Chapter 4 in the journal *Nature Biotechnology*, with contributions from co-authors Geo Pertea, Andrew E. Jaffe, Ben Langmead, Steven L. Salzberg, and Jeffrey T. Leek.
5.1 Tablemaker output files

Tablemaker outputs the following set of related tab-delimited text files. Tablemaker is designed to be run on the output of Cufflinks and Cuffmerge, but Ballgown can be used with any assembly output that can be converted into the following sets of tab-delimited files. In particular, StringTie\textsuperscript{66} can be run in -B mode to output these files, and Ballgown’s data-loading function automatically reads RSEM\textsuperscript{67} output.

- \texttt{e.data.ctab}: exon-level expression measurements. One row per exon. Columns are \texttt{e.id} (numeric exon id), \texttt{chr}, \texttt{strand}, \texttt{start}, \texttt{end} (genomic location of the exon), and the following expression measurements for each sample:
  
  - \texttt{rcount}: reads overlapping the exon
  - \texttt{ucount}: uniquely mapped reads overlapping the exon
  - \texttt{mrcount}: multi-map-corrected number of reads overlapping the exon
  - \texttt{cov}: average per-base read coverage
  - \texttt{cov.sd}: standard deviation of per-base read coverage
  - \texttt{mcov}: multi-map-corrected average per-base read coverage
  - \texttt{mcov.sd}: standard deviation of multi-map-corrected per-base coverage

- \texttt{i.data.ctab}: intron- (i.e., junction-) level expression measurements. One row per intron. Columns are \texttt{i.id} (numeric intron id), \texttt{chr}, \texttt{strand}, \texttt{start}, \texttt{end} (genomic
location of the intron), and the following expression measurements for each sample:

- \textit{rcount}: number of reads supporting the intron
- \textit{ucount}: number of uniquely mapped reads supporting the intron
- \textit{mrcount}: multi-map-corrected number of reads supporting the intron

- \textit{t\_data.ctab}: transcript-level expression measurements. One row per transcript. Columns are:

  - \textit{t\_id}: numeric transcript id
  - \textit{chr}, \textit{strand}, \textit{start}, \textit{end}: genomic location of the transcript
  - \textit{t\_name}: Cufflinks-generated transcript id
  - \textit{num\_exons}: number of exons comprising the transcript
  - \textit{length}: transcript length, including both exons and introns
  - \textit{gene\_id}: gene the transcript belongs to
  - \textit{gene\_name}: HUGO gene name for the transcript, if known. This field is empty unless Cufflinks or Cuffmerge was run in annotation mode (with the \textit{-g} flag).
  - \textit{cov}: per-base coverage for the transcript (available for each sample)
  - \textit{FPKM}: Cufflinks-estimated FPKM for the transcript (available for each sample)
5.2 Data, notation, and statistical models

There are two distinct components to the data that Ballgown is equipped to analyze: (1) the actual structure of the assembled transcriptome (genomic locations of features and the relationships between exons, introns, transcripts and genes) and (2) the expression measurements for the features in the transcriptome. Here we precisely define both the assembly structure and the associated data.

5.2.1 Assembly structure

The transcriptome is assembled based on a set $R$ of aligned RNA-seq reads. We denote the $y$th read from the $z$th sample with $r_{yz}$, where $y = 1, ..., N_z$ and $z = 1, ..., n$, so there are $n$ samples in the study, and sample $z$ has $N_z$ aligned reads.

The transcriptome assembled from the reads consists of four types of features: transcripts, genes, exons, and introns. These features all have start and finishing positions on the genome, which represent using the functions $s()$ and $f()$, e.g., $s(x)$ represents the start position of feature $x$. The $K$ assembled transcripts are denoted...
by \( t_k \), where \( k = 1, \ldots, K \). These transcripts can be organized into \( G \) genes, denoted by \( g_l \), \( l = 1, \ldots, G \). Each gene can be represented by a set of transcripts falling within its boundaries:

\[
g_l = \{ t_k : s(t_k) > s(g_l) \text{ and } f(t_k) < f(g_l) \}
\]

The assembly also contains \( M \) exons, each of which we represent as a closed interval of genomic locations:

\[
e_m = [s(e_m), f(e_m)], m = 1, \ldots, M
\]

With this notation, we can then represent transcript \( k \) as a subset of the \( M \) exons comprising the assembly:

\[
t_k = \{ e_m : m \in I_k \}, I_k \subset \{1, \ldots, M\}
\]

Here, \( I_k \) is the set of indices of the exons that make up transcript \( k \). Note that the exon \( e_m \) can belong to several different transcripts, so the \( I_k \)s are not necessarily disjoint. We can then easily define \( s(t_k) \) and \( f(t_k) \) in terms of exon boundaries:

\[
s(t_k) = \min\{s(e_m) : m \in I_k\}
\]

\[
f(t_k) = \max\{f(e_m) : m \in I_k\}
\]

Finally, let \( w_k \) represent the \( w \)th element of \( I_k \). Then we can denote the \( w \)th intron
in transcript $k$ with an open interval:

$$i_{kw} = (f(e_{wk}), s(e_{(w+1)k}))$$

In other words, $i_{kw}$ is simply the genomic interval between the $w$th and $w+1$th exons of transcript $k$.

With these definitions in place, we can now precisely define the reads $r_{yz}$. An RNA-seq read is simply a subsequence of an RNA transcript. Using set notation, we can define each read using the form:

$$r_{yz} = \left\{ x \in [E, E'] : E < E' \text{ and } x, E, E' \in \bigcup_{m \in I_k} e_m \text{ for some } k \right\}$$

An assembly algorithm applied to the set of reads $r_{yz}$ produces estimates of the exons: $\hat{e}_m, m = 1, \ldots, M$, transcripts: $\hat{t}_k, k = 1, \ldots, K$ of the transcripts and genes: $\hat{g}_l, l = 1, \ldots, G$. Most current statistical models treat this assembly as fixed and correct when performing analyses. But as we will demonstrate in the methods section, assembled transcripts are subject to error and may be improved through statistical analysis.$^{24,67}$
5.2.2 Expression data

Next we can define expression measurements for each type of feature given a particular assembled set of transcripts. Here we define sensible expression measurements that are currently implemented in the Ballgown package, but the statistical models are flexible enough to handle other types of measures as well.

For each sample $z$, each transcript $\hat{t}_k$ has two measurements that are calculated by our upstream Ballgown preprocessing software: average per-base read coverage: $\text{cov}(\hat{t}_k, z)$ and FPKM (fragments per kilobase of transcript per million mapped reads): $\text{FPKM}(\hat{t}_k, z)$. Currently, these transcript-level measurements are estimated in Cufflinks via maximum likelihood; the procedure has previously been described in detail.\textsuperscript{22}

Each gene $g_l$ has one expression measurement for each sample, $\text{FPKM}(g_l, z)$. This measurement is reconstructed from the transcripts in $g_l$ as follows: first, the number of fragments per million mapped reads for sample $z$ for each $t_k \in g_l$ is calculated by multiplying $\text{FPKM}(t_k, z)$ by the length of transcript $t_k$ in kilobases. The gene’s total fragments per million mapped reads is the sum of the transcript-level fragments per million mapped reads for all the transcripts in the gene. Finally, the gene-level FPKM is calculated by dividing the gene’s total fragments per million mapped reads by the gene’s length.

Tablemaker also calculates average per-base read coverage for each exon in the
assembly, given the assembly structure and the aligned reads $R$. For sample $z$, we have:

$$cov(e_m, z) = \sum_{r_{yz} \in R} \frac{\sum_{bp \subseteq [s(e_m), f(e_m)]} \mathbb{1}\{bp \in r_{yz}\}}{f(e_m) - s(e_m) + 1}$$

Each exon also has a raw read count, defined as the number of reads whose alignments overlap that exon:

$$rcount(e_m, z) = \sum_{r_{yz} \in R} \mathbb{1}\{r_{yz} \cap e_m \neq \emptyset\}$$

The main expression measurement for introns is also raw read count, defined as the number of reads whose alignments support the intron in the sense that their alignments are split across that intron’s neighboring exons:

$$rcount(i_{kw}, z) = \sum_{r_{yz} \in R} \mathbb{1}\{s(r_{yz}) \in e_m \text{ and } f(r_{yz}) \in e_{m'}\}$$

where $m \leq w_k$ and $m' \geq (w + 1)_k$.

### 5.2.3 Statistical methods for detecting differential expression

Here we outline Ballgown’s built-in framework for statistical analysis of transcript and gene abundances. To make the ideas concrete we use FPKM as the expression measurement and transcripts as the feature of interest, but these can be replaced in the following model definitions with any of the expression measurements and any of
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the available genomic features in the assembly (genes, transcripts, exons, or introns).

Ballgown’s default differential expression tests are implemented as follows: for each transcript \( \hat{t}_k \), the following model is fit:

\[
h(FPKM(\hat{t}_k, z)) = \alpha_k + \sum_{p=1}^{P} \beta_{pk} X_{zp} + \varepsilon_{zk} \tag{5.1}
\]

where:

- \( FPKM(\hat{t}_k, z) \) is the FPKM expression measurement for transcript \( k \) for sample \( z \)
- \( h \) is a transformation\(^{40} \) to reduce the impact of mean-variance relationships observed in the counts. For example, the transformation \( h(\cdot) = \log_2(\cdot + 1) \) is commonly applied in the analysis of sequence-count data.\(^{95} \)
- \( \alpha_k \) represents the baseline expression for transcript \( k \)
- \( X_{zp} \) represents covariate \( p \) for sample \( z \). These covariates differ by experiment type. \( X_{z1} \) generally represents a library size adjustment for sample \( z \). Assuming \( c_k \) represents the 75th percentile of all log FPKM values for transcript \( k \), \textit{ballgown}'s default the covariate \( X_{z1} \) is:

\[
\sum_k FPKM(\hat{t}_k, z) \mathbb{1}[FPKM(\hat{t}_k, z) \leq c_k]
\]

This normalization term is derived from the “cumulative sum scaling” (CSS)
normalization approach.\textsuperscript{86}

- $\beta_{pk}$ quantifies the association of covariate $p$ on the expression of transcript $k$
- $\varepsilon$ represents residual measurement error

A flexible approach to differential expression is to compare nested sub models of model (5.1) using parametric F-tests.\textsuperscript{46} The null model can be as flexible as any linear contrast of the coefficients $\beta_{pk}$, but for simplicity we focus on hypotheses of the form:

$$H_0 : \beta_{pk} = 0, p \in S$$

versus the alternative:

$$H_a : \beta_{pk} \neq 0 \text{ for some } p \in S$$

The general principle is that a model including any potential confounders plus the covariate(s) of interest – for example, a 0/1 group indicator for the case/control scenario, several indicator variables for a multi-group comparison, or a generalized additive model\textsuperscript{96} for a continuous covariate like time in a timecourse experiment – is compared with a model that includes only the potential confounders. For the two models fit for each transcript $k$, Ballgown calculates the straightforward statistic

$$F = \frac{\frac{RSS_0 - RSS_1}{P_1 - P_0}}{\frac{RSS_1}{n - P_1}}$$

where $RSS_0$ represents the residual sum of squares from the model without group
or time covariates, $RSS_1$ represents the residual sum of squares from the model including the covariates of interest, $P_0$ is the number of covariates in the smaller model, $P_1$ is the number of covariates in the larger model, and $n$ is the total number of samples. Under the null hypothesis that the larger model does not fit the data significantly better than the smaller model, this statistic follows an $F$ distribution with $(P_1 - P_0, n - P_1)$ degrees of freedom, so p-values can be generated by comparing the two models for each transcript $k$.\textsuperscript{90} We control for multiple testing using standard FDR controlling procedures.\textsuperscript{52}

## 5.3 Processing the GEUVADIS data

We downloaded the FASTQ files from the GEUVADIS project\textsuperscript{77,78} from \url{http://www.ebi.ac.uk/ena/data/view/ERP001942}. With this data, we:

- Aligned reads with TopHat 2.0.9, using the \texttt{-G} option to align reads to the transcriptome first. We used the hg19 genome reference available from the Illumina iGenomes project.

- Assembled sample-specific transcriptomes with Cufflinks 2.1.1, using default options and no annotation

- Merged sample-specific assemblies into an experiment-wide assembly with Cuffmerge 2.1.1
• Estimated feature expression and organized the assembly with Tablemaker so that all files described in Section 5.1 were available.

• Created several Ballgown objects using the Ballgown R package

The resulting Ballgown objects include phenotype data available from several sources, including http://www.ebi.ac.uk/ena/data/view/ERP001942, the 1000 Genomes Project, and additional quality control data from GEUVADIS researchers (available at https://github.com/alyssafrazee/ballgown_code/blob/master/GEUVADIS_preprocessing/GD667.QCstats.masterfile.txt). The Ballgown R objects are available for download at http://figshare.com/articles/GEUVADIS_Processed_Data/1130849. So the objects can be feasibly loaded into memory and stored on disk, a separate object is available for each expression measurement.

5.4 Methods for Simulation Studies

To ensure that the linear models implemented in Ballgown perform accurately, we performed two separate simulation studies. Results are presented in Section 4.2.4. For both studies, reads were generated from 2745 annotated transcripts on Chromosome 22 from Ensembl, using genome build GRCh37 and Ensembl version 74. Data was generated for 20 biological replicates, divided into two groups of 10, where 274 transcripts were randomly chosen to be differentially expressed (at a 6x increase in expression level) in one of the two groups, randomly chosen.
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The first simulation study was set up as follows:

• Expression was measured in FPKM. Each transcript’s baseline mean FPKM value was determined based on the distribution of mean FPKM values for highly-expressed transcripts in the GEUVADIS dataset. Specifically, the mean of all nonzero FPKM values was calculated for each transcript in the GEUVADIS dataset with mean FPKM larger than 100, and each isoform in the simulated dataset was assigned a randomly selected baseline mean FPKM from this distribution.

• We defined a log-log relationship between a transcript’s mean expression level and the variance of its expression levels:

\[
\text{log variance} = 2.23 \text{log mean} - 3.08
\]

This relationship was estimated empirically from the assembled GEUVADIS transcriptome (transcripts with mean FPKM values greater than 10) using simple linear regression. The GEUVADIS dataset includes both biological and technical replicates, so this model should encompass both biological and technical variability.

• Then, for each transcript, we randomly drew FPKM expression values from a log-normal distribution with the pre-set mean and variance. For the differentially expressed transcripts, the pre-set mean FPKM was 6 times larger in one
group than in the other.

• For each transcript, we also set a sample’s expression level to 0 with probability $p_0$, which was estimated from the GEUVADIS data: for each simulated transcript, $p_0$ was randomly drawn from the empirical distribution of the proportion of samples with zero expression, over transcripts in the GEUVADIS dataset with mean FPKM larger than 100.

• To translate the pre-set FPKM value into a number of reads to be generated from a transcript for a given sample, we used the definition of FPKM and calculated the number of “fragments” (reads) that should be generated from a transcript by multiplying the set FPKM value by the transcript’s length over 1000, then multiplying by an approximate library size of 150,000 reads, over 1 million. The decision to use a mixture of two distributions (log-normal and point mass at 0) was informed by exploratory analysis of the FPKM distributions among several transcripts in the GEUVADIS dataset. The exploratory analysis is available at http://htmlpreview.github.io/?https://github.com/alyssafrazee/ballgown_code/blob/master/simulations/mean_var_relationship.html.

This simulation setup made it such that more reads were generated from longer transcripts, as is expected with RNA-seq protocols.

A second simulation was also conducted with a slightly simpler setup:
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- Expression was defined directly by the number of reads being generated from each transcript (instead of using FPKM).

- The mean number of reads generated from each transcript was set to be 300, unless the transcript was randomly selected to be overexpressed in one group, in which case, that group’s mean read number for that transcript was 1800.

- The actual number of reads to be simulated from a transcript was drawn from a negative binomial distribution with mean $\mu = 300$ or 1800, and size equal to $0.005\mu$ (so, 1.5 for $\mu = 300$ and 9 for $\mu = 1800$). Note that in the negative binomial distribution, the variance is equal to $\mu + \mu^2/\text{size}$.

- Each sample’s read counts were scaled and rounded such that approximately 600,000 reads were generated per sample.

For both these scenarios, the specified number of reads was then generated from transcripts using the Polyester Bioconductor package (Chapter 6). These simulated reads were then aligned to the genome using TopHat 2.0.11 (aligning to the annotated transcriptome first with the $-G$ option), and the resulting alignments were used to assemble transcripts with Cufflinks 2.2.1. Cuffdiff (2.2.1) was then run on the simulated datasets. For the Ballgown results in Section 4.2.4, we used Tablemaker to organize the output, but because Tablemaker calls Cufflinks version 2.1.1 to estimate per-transcript FPKMs, we updated the ballgown object to use the FPKMs written in the isoforms.read.group_tracking file by Cuffdiff 2.2.1.
The following models were fit for each transcript in each simulation scenario:

\[ H_A : \log_2(FPKM_i + 1) = \beta_0^* + \beta_1^* grpi + \eta^* q75_i + \epsilon_i^* \]

\[ H_0 : \log_2(FPKM_i + 1) = \beta_0 + \eta q75_i + \epsilon_i \]

where \( grpi \) is the value of the group indicator for sample \( i \) and \( q75 \) is a library-size normalizing constant equal to the sum of the log of the nonzero FPKM values to the 75th percentile (known as “cumulative sum scaling” normalization\(^86\)). We then tested the hypothesis \( H_0 : \beta_1^* = 0 \) versus the alternative that the coefficient was non-zero. For the analysis with average coverage, we replaced \( FPKM_i \) with \( acov_i \) in the above equations.

We performed simulation studies to precisely assess the accuracy of the differential expression methods. However, assessing the accuracy of transcript-level differential expression is complicated because the annotated transcripts from which reads were generated do not exactly match the assembled transcripts which were tested for differential. This means there is no standard way to define which assembled transcripts should be called differentially expressed. In our accuracy assessments (Figure 4.7), we chose to identify the three closest assembled “neighbors” for each of the 274 truly DE annotated transcripts. Distance was measured by percent overlap, so each annotated transcript’s 3 closest assembled neighbors were the 3 transcripts overlapping...
it the most. All of these selected “neighbors” were considered as part of the sensitivity and specificity calculations: sensitivity was defined as the ratio of the number of truly differentially expressed annotated transcripts with at least one of its three closest assembled neighbors called differentially expressed to the total number of truly differentially expressed annotated transcripts. Specificity was defined as percentage of “non-neighbor” assembled transcripts that were correctly called not differentially expressed, where “non-neighbor” means the assembled transcript was not one of the three closest to an annotated transcript set to be differentially expressed.

5.5 Methods for Analyzing Effect of RIN on Transcript Expression

To perform the analysis described in Section 4.3.1, we filtered to the 464 unique replicates in the GEUVADIS study\textsuperscript{77,78} (Section 5.3) as indicated in the quality control data from the authors, and we analyzed only transcripts with mean FPKM > 0.1 across replicates. We first searched for differential expression with respect to RNA quality (RIN) using the following set of nested linear models to each transcript:
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\[ H_A : \log_2(FPKM_i + 1) = \beta^*_0 + \sum_{t=1}^{4} \beta^*_t \text{spline}_t(RIN_i) + \sum_{p=1}^{5} \gamma^*_p 1(\text{Pop}_i = p) + \eta^*_i \text{q75}_i + \epsilon^*_i \]

\[ H_0 : \log_2(FPKM_i + 1) = \beta_0 + \sum_{p=1}^{5} \gamma_p 1(\text{Pop}_i = p) + \eta q75_i + \epsilon_i \]

Here \( i \) indicates sample and the subscript for transcript has been suppressed for clarity. \( H_0 \) denotes the null model and \( H_A \) denotes the alternative. The first set of terms encode a natural cubic spline fit with 4 degrees of freedom between the \( RIN \) values and the FPKM levels; the term \( \text{spline}_t(RIN_i) \) refers to the \( t \)th B-spline basis term for sample \( i \). The second set of terms encode a factor model for the relationship between population and FPKM and the last term is a library size normalization term that consists of the sum of log of the non-zero FPKMs up to the 75th percentile for that sample ("cumulative sum scaling" normalization\(^{86}\)). We then tested the hypothesis that \( H_0 : \beta_1 = \beta_2 = \beta_3 = \beta_4 = 0 \) versus the alternative that at least one coefficient was non-zero. All transcripts with a q-value\(^{52}\) less than 0.05 were called significant.

Next we attempted to identify transcripts where expression was significantly better explained by a non-linear polynomial fit than by a linear trend. We fit the following nested set of models:
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\[ H_A : \log_2(FPKM_i + 1) = \beta_0^* + \sum_{t=1}^{3} \beta_t^* RIN_i^t + \sum_{p=1}^{5} \gamma_p^* 1(\text{Pop}_i = p) + \eta^* q75_i + \epsilon_i \]  \hspace{1cm} (5.2) \\

\[ H_0 : \log_2(FPKM_i + 1) = \beta_0 + \beta_1 RIN_i + \sum_{p=1}^{5} \gamma_p 1(\text{Pop}_i = p) + \eta q75_i + \epsilon_i \]  \hspace{1cm} (5.3) \\

and tested the hypothesis that \( H_0 : \beta_2 = \beta_3 = 0 \) versus the alternative that at least one of the higher order polynomial coefficients was nonzero. Again, all transcripts with a q-value\(^52\) less than 0.05 were called significant.

The transcripts in Figure 4.8 were statistically significant at the FDR 5\% level for this second analysis. In Figure 4.8, the curves represent the fitted values for the average library size within each population. We show one example each of a positive and negative relationship between expression and RIN. While there were several examples of associations in both directions, there were more positive associations, as expected (Figure 5.1).
Figure 5.1: Distribution of t-statistics for the linear RIN term for GEUVADIS transcripts. These are moderated t-statistics calculated with limma for the $\beta_1$ coefficient in model 5.1, indicating directionality of the RIN-FPKM relationship. We observe associations in both directions, but as expected, there are more positive associations.
Chapter 6

Simulating RNA-seq datasets with differential transcript expression

This chapter describes work that at the time of publication of this thesis is under minor revision at the journal *Bioinformatics*, with contributions from co-authors Andrew E. Jaffe, Ben Langmead, and Jeffrey T. Leek.

6.1 Introduction

RNA sequencing (RNA-seq) experiments have become increasingly popular as a means to study gene expression. There are a range of statistical methods for differential expression analysis of RNA-seq data\(^\text{26}\) (see also Chapters 2 and 4). Developers of statistical methodology for RNA-seq need to test whether their tools are
performing correctly. Often, accuracy tests cannot be performed on real datasets because true gene expression levels and expression differences between populations are usually unknown, and spike-in experiments are costly in terms of both time and money.

Instead, researchers often use computational simulations to create datasets with a known signal and noise structure. Typically, simulated expression measurements used to evaluate differential expression tools are generated as gene counts from a statistical model like those used in common differential expression tools. But these simulated scenarios do not account for variability in expression measurements that arises during upstream steps in RNA-seq data analysis, such as read alignment or read counting. Polyester is a new R package for directly simulating RNA-seq reads. Polyester’s main advantage is that users can simulate sequencing reads with specified differential expression signal for either genes or isoforms. This allows for investigation of sources of variability at multiple points in RNA-seq pipelines.

Existing RNA-seq simulators that generate sequencing reads are not designed for simulating experiments with replicates and specified differential expression signal. For example, the `rsem-simulate-reads` utility shipped with RSEM requires a time-consuming first step of aligning real sequencing reads to develop a sequencing model before reads can be simulated, and differential expression simulation is not built-in. Neither Flux Simulator nor BEERS have a built-in mechanism for introducing differential expression. These simulators also do not provide methods for defining
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a model for biological variability across replicates or specifying the exact expression level of specific transcripts. TuxSim has been used to simulate RNA-seq datasets with differential expression,\textsuperscript{24} but it is not publicly available.

Polyester was created to fulfill the need for a tool to simulate RNA-seq reads for an experiment with replicates and well-defined differential expression. Users can easily simulate small experiments from a few genes or a single chromosome. This can reduce computational time in simulation studies when computationally intensive steps such as read alignment must be performed as part of the simulation. Polyester is open-source, cross-platform, and freely available for download from Bioconductor\textsuperscript{25} at http://www.bioconductor.org/packages/release/bioc/html/polyester.html.

6.2 Methods

6.2.1 Input

Polyester takes annotated transcript nucleotide sequences as input. These can be provided as cDNA sequences in FASTA format, labeled by transcript. Alternatively, users can simulate from a GTF file denoting exon, transcript, and gene structure paired with full-chromosome DNA sequences. The flexibility of this input makes it possible to design small, manageable simulations by simply passing Polyester a FASTA or GTF file consisting of feature sets of different sizes. Efficient functions for reading,
subsetting, and writing FASTA files are available in the *Biostrings* package,\(^{100}\) which is a dependency of Polyester.

### 6.2.2 RNA-seq data as a basis for model parameters

Several components of Polyester, described later in this section, require parameters estimated from RNA-seq data. We have pre-estimated these parameters from public data and included the estimates as defaults in the Polyester R package, so users do not need to spend time and computing power getting the estimates themselves unless they choose to change the defaults. To get our estimates, we analyzed RNA-seq reads from 7 biological replicates in the public GEUVADIS RNA-seq data set.\(^{77,78}\) The 7 replicates were chosen by randomly selecting one replicate from each of the 7 laboratories that sequenced samples in the study. These replicates represented 7 people from three different HapMap populations: CEU (Utah residents with Northern and Western European ancestry), TSI (Tuscani living in Italy), and YRI (Yoruba living in Ibadan, Nigeria). Data from the GEUVADIS study is available from the ArrayExpress database (www.ebi.ac.uk/arrayexpress) under accession numbers E-GEUV-1 through E-GEUV-6. We specifically used TopHat read alignments for these 7 replicates, under accession number E-GEUV-6. The reads were 75bp, paired-end reads.
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Also available for the GEUVADIS data set is a fully processed transcriptome assembly, created based on the RNA-seq reads from all 667 replicates in the GEUVADIS study without using a reference transcriptome. This assembly was built using Cufflinks and processed with the Ballgown R package,\(^{101}\) and is available for direct download as an R object.\(^{102}\) This processed transcriptome assembly was described in Section 5.3. We use this processed data in several of the following sections.

### 6.2.3 Expression Models

A key feature of Polyester is that the analyst has full control over the number of reads that are generated from each transcript in the input file, for each replicate in the experiment. Polyester ships with a built-in model for these read numbers, or the model can be explicitly specified by the end user.

#### 6.2.3.1 Built-in negative binomial read count model

The built-in transcript read count model assumes the number of reads to simulate from each transcript is drawn from a negative binomial distribution, across biological replicates. The negative binomial model for read counts has been shown to satisfactorily capture biological and technical variability.\(^{27,29}\) In Polyester, differential expression between experimental groups is defined by a multiplicative change in the mean of the negative binomial distribution generating the read counts.

Specifically, define \(Y_{ijk}\) as the number of reads simulated from replicate \(i\), exper-
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...
and $\mu_{2k}$ are adjusted: if $\lambda > 1$, $\mu_{1k} = \lambda \mu_k$, and if $\lambda < 1$, $\mu_{2k} = \frac{1}{\lambda} \mu_k$. The number of reads to generate from each transcript is then drawn from the corresponding negative binomial distribution. When $J > 2$, the count for each transcript, $y_{ijk}$, is generated from a negative binomial distribution with overall mean $\mu_k$ and size $r_{jk}$. Differential expression can be set using a fold change matrix with $N$ rows and $J$ columns. Each count $y_{ijk}$ is multiplied by entry $k, j$ of the fold change matrix.

### 6.2.3.2 Options for adjusting read counts

Users can optionally provide multiplicative library size factors for each replicate in their experiment, since the total number of reads (sequencing depth) is usually unequal across replicates in RNA-seq experiments. All counts for a replicate will be multiplied by the library size factor.

GC (guanine-cytosine) content is known to affect expression measurements for genomic features, and the effect varies from sample to sample. Polyester includes an option to model this GC bias in the simulated reads: for each biological replicate in the simulated data set, the user can choose one of 7 built-in GC content bias models, where one model was estimated from each of the 7 GEUVADIS replicates described in Section 6.2.2. To compute the models, we calculated transcript-level read counts for each replicate based on transcript length, sequencing depth, and the observed FPKM for the transcript. By definition of FPKM, read counts can be directly calculated using these inputs. We then centered the transcript counts around the overall mean.
transcript count for that replicate, and modeled the centered counts as a smooth function of the transcript GC content using a loess smoother with span 0.3, analogous to smoothers previously used for modeling GC content.\textsuperscript{105}

Transcript GC content was then calculated as the percentage of the annotated hg19 nucleotides falling in the boundaries of the assembled transcript that were G or C. The fitted loess curve defines a function that returns the average deviation from the overall mean transcript count for a transcript with a given GC content percentage. If there is no GC bias, the deviation would be 0. GC bias is added to replicates in Polyester after transcript-level counts have been specified by increasing or decreasing the count by the predicted deviation for that transcript’s GC content. The 7 loess curves included in Polyester are shown in Figure 6.1. Users can also provide loess models from their own data as GC bias models if desired.

6.2.3.3 User-defined count models

As an alternative to the built-in negative binomial model, Polyester allows users to individually specify the number of reads to generate from each transcript, for each sample. This gives researchers the flexibility to design their own models for biological and technical variability, simulate complex experimental designs, such as timecourse experiments, and explore the effects of a wide variety of experimental parameters on differential expression results. This transcript-by-sample read count matrix can be created within R and input directly into Polyester’s read simulation function.
Figure 6.1: GC content models for expression included in Polyester. For each of the 7 GEUVADIS replicates (Section 6.2.2), loess curves were fit to estimate per-transcript deviations from overall mean count based on GC content. In each of these plots, each point represents a transcript, with its GC content percent on the x-axis and its read count on the y-axis. As expected, transcripts with high and low GC content tend to be measured as underexpressed. These models were fit and are illustrated on the log$_2$ scale: in other words, we added 1 to all transcript counts (to avoid calculating log(0)), log-transformed the counts, then centered the log counts around the mean of all of the log counts. The log-transformation is automatically incorporated in Polyester when adding GC bias.
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This level of flexibility is not available with Flux Simulator or BEERS, which only allow specification of the total number of reads per replicate. While it is possible to write custom command-line scripts that induce differential expression using these simulators, differential expression models are built in to Polyester, which is a huge advantage in terms of user-friendliness. This approach offers both a built-in model for convenience and an integrated way to define a custom model for flexibility.

6.2.4 Simulating the RNA Sequencing Process

6.2.4.1 Fragmentation

After the transcripts have been specified and each transcript’s abundance in the simulated experiment has been determined by an assigned read count for each replicate, Polyester simulates the RNA sequencing process, described in detail elsewhere, beginning at the fragmentation step. All transcripts present in the experiment are broken into short fragments. There are two options for how fragment lengths can be chosen: the first option is that lengths can be drawn from a normal distribution with mean $\mu_{fl}$ and standard deviation $\sigma_{fl}$. By default, $\mu_{fl} = 250$ nucleotides and $\sigma_{fl} = 25$, but these parameters can be changed. Alternatively, fragment lengths can be drawn from an empirical length distribution included with the Polyester R package. This empirical distribution (Figure 6.2) was estimated from the insert sizes of the paired-end read alignments of the 7 GEUVADIS replicates described in Section
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Figure 6.2: Fragment length distributions available in Polyester. The red curve shows the fragment length distribution for selected sequencing reads from the GEUVADIS RNA-seq data set; the blue curve shows a normal distribution with mean 250 and standard deviation 25. These two fragment length models are built into the simulator; users can also supply their own.

6.2.2. Insert sizes were calculated using Picard’s CollectInsertSizeMetrics tool. The empirical density was then estimated using the logspline function in R. Users can also supply their own fragment length distribution in logspline format. This distribution may be estimated from a user’s data set or varied to measure the effect of fragment length distribution on downstream results.

Ideally, the fragments generated from a transcript present in the sequencing sample would be uniformly distributed across the transcript. However, coverage across a transcript has been shown to be non-uniform. In Polyester, users can choose to generate fragments uniformly from transcripts, or they can select one of two possible positional bias models. These models were derived by other researchers, and
they were based on two different fragmentation protocols.

The first model is based on a cDNA fragmentation protocol, and in this model, reads are more likely to come from the 3’ end of the transcript being sequenced. The second model incorporates bias caused by a protocol relying on RNA fragmentation, where the middle of each transcript is more likely to be sequenced. Both these models were estimated from Illumina data. Since the exact data from the previous paper was not made available with the manuscript, we extracted the data from Supplementary Figure S3 of the previous paper ourselves, using WebPlotDigitizer, which can estimate the coordinates of data points on a scatterplot given only an image of that scatterplot. For reference, the figure is reproduced here (Figure 6.3), created using the probabilities included as data sets (cdnaf.rda and rnaf.rda) in the Polyester R package.

6.2.4.2 Sequencing

Polyester simulates unstranded RNA-seq reads in a manner compatible with the Illumina paired-end protocol. In this protocol, read sequences are read off of double-stranded cDNA created from mRNA fragments, separated from other types of RNA using poly-A selection. To mimic this process in Polyester, each fragment selected from an original input transcript is reverse-complemented with probability 0.5: this means the read (for single-end experiments) or mate 1 of the read (for paired-end experiments) is equally likely to have originated from the transcript sequence itself.
Figure 6.3: Positional bias models implemented in Polyester. The figure aims to replicate a figure previously published as Supplementary Figure S3. Fragment selection across a transcript can be biased based on where the fragment falls in the transcript, as illustrated by the figure. A bias based on RNA fragmentation (rnaf) is illustrated in red, while a bias based on cDNA fragmentation (cdnaf) is illustrated in blue. The gray line illustrates the uniform, unbiased model, where fragments are equally likely to have originated from any position in the transcript.
and from the cDNA strand matched to the transcript fragment during sequencing.

Reads are then generated based on these fragments. A single-end read consists of the first $R$ nucleotides of the fragment. For paired-end reads, these first $R$ nucleotides become mate 1, and the last $R$ nucleotides are read off and reverse-complemented to become mate 2. The reverse complementing happens because if mate 1 came from the actual transcript, mate 2 will be read from the complementary cDNA, and if mate 1 came from the complementary cDNA, mate 2 will come from the transcript itself.\textsuperscript{113} By default, $R = 100$ and can be adjusted by the user.

Users can choose from a variety of sequencing error models. The simplest one is a uniform error model, where each nucleotide in a read has the same probability $p_e$ of being sequenced incorrectly, and every possible sequencing error is equally likely. For example, if there is an error at a nucleotide which was supposed to be a T, the incorrect base is equally likely to be a G, C, A, or N, where an N is recorded by the sequencing machine if it is unable to call a nucleotide. In the uniform error model, $p_e = 0.005$ by default and can be adjusted.

Several empirical error models are also available in Polyester. These models are based on two dataset-specific models that ship with the GemSim software.\textsuperscript{114} Separate models are available for a single-end read, mate 1 of a pair, and mate 2 of a pair, from two different sequencing protocols: Illumina Sequencing Kit v4 and TruSeq SBS Kit v5-GA (both from data sequenced on an Illumina Genome Analyzer IIx). These empirical error models include estimated probabilities of making each of the 4 possible
sequencing errors at each position in the read. In general, empirical error probabilities increase toward the end of the read, and mate 2 has higher error probabilities than mate 1 of a pair, and the TruSeq SBS Kit v5-GA error probabilities were lower than the Illumina Sequencing Kit v4 error probabilities (Figures 6.4-6.9).

Polyester can also handle custom error models: users can estimate an error model from their own sequencing data with the GemErr utility in GemSim. Detailed instructions on how to do this in a way compatible with Polyester are available in the Bioconductor package vignette for Polyester.

After generating sequencing reads and simulating sequencing error, reads are written to disk in FASTA format. The read identifier in the FASTA files specifies the transcript of origin for each read, facilitating assessment of downstream alignment accuracy. Other pertinent simulation information is also automatically written to disk for use in downstream analysis: for each transcript, the transcript name, differential expression status, and fold change is recorded. For each replicate, the file name, group identifier $j$, and library size factor is recorded.
Figure 6.4: Error Model for Illumina Reads (v5), mate 1 of a pair. Empirical error model derived from TruSeq SBS Kit v5-GA chemistry, using Illumina Genome Analyzer IIx, for mate 1 of a paired-end read. Separate panels are shown for each possible true reference nucleotide. Each panel illustrates the probability (y-axis) of mis-sequencing that reference nucleotide in a given read position (x-axis) as any of the 3 other nucleotides, or as an “N” (indicating an “unknown” nucleotide in the read). As expected, error probabilities increase toward the end of the read. If these error models are not suitable, custom error models can be estimated from any set of aligned sequencing reads.
Figure 6.5: Error Model for Illumina Reads (v5), mate 2 of a pair. Empirical error model derived from TruSeq SBS Kit v5-GA chemistry, using Illumina Genome Analyzer IIx, for mate 2 of a paired-end read. Separate panels are shown for each possible true reference nucleotide. Each panel illustrates the probability (y-axis) of mis-sequencing that reference nucleotide in a given read position (x-axis) as any of the 3 other nucleotides, or as an “N” (indicating an “unknown” nucleotide in the read).
Figure 6.6: Error Model for Illumina Reads (v5), single-end read. Empirical error model derived from TruSeq SBS Kit v5-GA chemistry, using Illumina Genome Analyzer IIx, for a single-end read. Separate panels are shown for each possible true reference nucleotide. Each panel illustrates the probability (y-axis) of mis-sequencing that reference nucleotide in a given read position (x-axis) as any of the 3 other nucleotides, or as an “N” (indicating an “unknown” nucleotide in the read).
Figure 6.7: Error Model for Illumina Reads (v4), mate 1 of a pair. Empirical error model derived from Illumina Sequencing Kit v4, for mate 1 of a paired-end read. Separate panels are shown for each possible true reference nucleotide. Each panel illustrates the probability (y-axis) of mis-sequencing that reference nucleotide in a given read position (x-axis) as any of the 3 other nucleotides, or as an “N” (indicating an “unknown” nucleotide in the read). This particular sequencing run exhibits some interesting spikes in error rate at different read positions, indicating a possible technical issue with the run; these spikes were also observe in the original analysis of these error rates.
Figure 6.8: Error Model for Illumina Reads (v4), mate 2 of a pair. Empirical error model derived from Illumina Sequencing Kit v4, for mate 2 of a paired-end read. Separate panels are shown for each possible true reference nucleotide. Each panel illustrates the probability (y-axis) of mis-sequencing that reference nucleotide in a given read position (x-axis) as any of the 3 other nucleotides, or as an “N” (indicating an “unknown” nucleotide in the read).
Figure 6.9: Error Model for Illumina Reads (v4), single-end read. Empirical error model derived from Illumina Sequencing Kit v4, a single-end read. Separate panels are shown for each possible true reference nucleotide. Each panel illustrates the probability (y-axis) of mis-sequencing that reference nucleotide in a given read position (x-axis) as any of the 3 other nucleotides, or as an “N” (indicating an “unknown” nucleotide in the read).
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6.3 Results

6.3.1 Comparison with Real Data

To show that reads generated with Polyester exhibit realistic properties, we performed a small simulation experiment based on data from the 7 GEUVADIS RNA-seq replicates described in Section 6.2.2. For the experiment, we randomly selected 10 annotated genes with at least one highly-expressed isoform. We relied on the data-driven Cufflinks assembly to determine isoform expression: an annotated gene was considered to have highly-expressed isoforms if at least one of its annotated isoforms overlapped an assembled transcript with an average per-base coverage of at least 20 reads.

The 10 genes that were randomly selected had 15 transcripts between them: two had 3 isoforms, one had 2 isoforms, and the rest had 1 isoform. For the 10 genes, we counted the number of reads overlapping them using the `summarizeOverlaps` function in the Bioconductor package `GenomicAlignments`.\(^{60}\) Counts were calculated from the TopHat-aligned reads from the GEUVADIS study for the 7 replicates described in Section 6.2.2. We then separated gene counts into isoform-level counts: we calculated per-isoform FPKM values for each of the 15 annotated transcripts using Cufflinks\(^{22}\) 2.2.1 in its abundance-estimation-only mode, and used the FPKM ratio between isoforms of the same gene to generate isoform-level counts to simulate based on the
gene counts we had already obtained.

We then used these isoform-level counts as input to Polyester, simulating a 7-replicate experiment with the specified number of reads being generated from each of the 15 selected annotated transcripts. Two experiments were simulated: one with all default options (no GC or positional bias, normal fragment length distribution with mean 250 and standard deviation 25, and uniform error model with 0.5% error probability) and one with all default options except for the positional bias model, for which we specified the \texttt{rnaf} bias model (Figure 6.3, red line).

The simulated reads were aligned to the hg19 genome with TopHat 2.0.13, and the coverage track for each experiment, for each simulated replicate was compared to the coverage track from the GEUVADIS replicate that generated the simulated replicate’s read count. For most of the transcripts, coverage tracks for both experiments looked reasonably similar to the observed coverage track in the GEUVADIS data set (see Figure 6.10 for a representative example).

The simulated coverage tracks were smoother than the coverage track from the GEUVADIS data set, but major trends in the coverage patterns within exons were captured by the simulated reads. There are annotated transcripts for which reads generated by Polyester do not adequately capture the observed coverage in the GEUVADIS data set (Figure 6.11), especially when positional bias is added. This seems to mainly occur in cases where only a very small part of a large exon appears to be expressed in the data set (as is the case in Figure 6.11). The coverage for most of
Figure 6.10: Coverage comparison to GEUVADIS data set. We counted the number of reads estimated to have originated from each of these annotated transcripts from gene CD83 (bottom half of figure) in the GEUVADIS RNA-seq data set, then simulated that same number of reads from each transcript using Polyester and processed those simulated reads. This figure shows the coverage track (y-axis, indicating number of reads with alignments overlapping the specified genomic position) for sample NA06985 (black), reads simulated without positional bias (blue), and read simulated using the rnaF bias model (pink). While the simulated coverage tracks look a bit cleaner than the track from the GEUVADIS data set, many of the major within-exon coverage patterns are captured in the simulation, especially with the uniform model. For example, both simulations capture the peak at the beginning of the rightmost exon. Note: the gray dotted line indicates that part of a long intron at that location was not illustrated in this plot.

The other transcripts was similar to the real data for most genes and replicates. Reads simulated with rnaF bias sometimes had poor coverage for genes consisting of transcripts with many small exons.

For these 15 simulated transcripts, FPKM estimates were positively correlated between each simulated data set and the GEUVADIS data set for each replicate. To get data for this comparison, we used Cufflinks’s abundance-estimation-only mode to
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Figure 6.11: Unusual simulated coverage profiles. The bottom panel of this graph illustrates the single isoform of GTF2H5, along with coverage profiles (y-axis) of one replicate from the GEUVADIS data set (black), a data set simulated without positional bias (blue), and a data set simulated with the rnaF positional bias model (pink).

get expression estimates for the 15 isoforms based on the simulated reads’ alignments, in the same way we calculated expression for the GEUVADIS replicates. We calculated correlation between FPKM estimates of the 15 transcripts for the GEUVADIS data set and for each of the simulated data sets, using correlation instead of absolute FPKM because normalization for number of mapped reads put the sets of FPKMs on different scales.

For the simulation without positional bias, the correlation was extremely high: the minimum correlation across the 7 replicates studied was 0.98. However, the FPKM estimates were less correlated when RNA-fragmentation-related positional bias was induced: all correlations were positive, but weak (Figure 6.12). These results generally
indicate that realistic coverage profiles can be obtained with Polyester but that adding positional bias may cause problems when transcripts have unusual structure. The correlation in FPKM estimates between the simulated data sets and the GEUVADIS samples suggests that Polyester captures transcript-level variation in gene expression data.

6.3.2 Use case: Assessing the accuracy of a differential expression method

To demonstrate a use case for Polyester, we simulated two small differential expression experiments and attempted to discover the simulated differential expression using \textit{limma}.\textsuperscript{46}

The first experiment used the default \texttt{size} parameter in Polyester, which means the variance of the distribution from which each transcript’s count is drawn is equal to 4 times the mean of that distribution. In other words, the mean and variance of the transcript counts are linearly related. We refer to this experiment as “low variance.” The second experiment set the \texttt{size} parameter to 1 for all transcripts, regardless of the mean count, which means each transcript’s mean and variance are quadratically related. This experiment was the “high variance” experiment.

In both scenarios, the main wrapper function in Polyester was used to simulate classic two-group experiments. Reads were simulated from transcripts on human
Figure 6.12: Correlations between estimated FPKM values in the GEUVADIS data set compared to simulations, with and without positional bias. Each box in the plot contains 7 correlation measurements, one for each replicate in the study, each of which was obtained by calculating the correlation between FPKM estimates from simulated and GEUVADIS data for the 15 transcripts in the study. Correlations for the simulation with positional bias are shown on the left, and for the simulation with uniform fragmentation (no positional bias) on the right. Correlations were all positive, but were weak in the simulation with bias and very strong in the simulation without bias.
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chromosome 22 (hg19 build, \(N = 926\)). \(\mu_k\) was set to length(\(\text{transcript}_k\))/5, which corresponds to approximately 20x coverage for reads of length 100. We randomly chose 75 transcripts to have \(\lambda = 3\) and 75 to have \(\lambda = 1/3\); the rest had \(\lambda = 1\). For \(n_j = 7\) replicates in each group \(j\), we simulated paired-end reads from 250-base fragments (\(\sigma_fl = 25\)), with a uniform error probability and the default error rate of 0.005. Simulated reads were aligned to hg19 with TopHat 2.0.13,\(^{39}\) and Cufflinks 2.2.1\(^{22}\) was used to obtain expression estimates for the 926 transcripts from which transcripts were simulated. Expression was measured using FPKM (fragments per kilobase per million mapped reads). We then ran transcript-level differential expression tests using \textit{limma}.\(^{46}\) Specifically, for each transcript \(k\), the following linear model was fit:

\[
\log_2(\text{FPKM}_k + 1) = \alpha_k + \beta_k X_j + \gamma_k W_j
\]

where FPKM\(_k\) is the expression measurement for transcript \(k\), \(X_j\) is 0 or 1 depending on which group sample \(j\) was assigned to, and \(W_j\) is a library-size adjustment, defined as the 75th percentile over all \(k\) of the log\(_2\)(FPKM\(_k\) + 1) values for replicate \(j\).\(^{86}\) We fit these linear models for each transcript, and for each \(\beta_k\), we calculated moderated \(t\)-statistics and associated p-values using the shrinkage methodology in \textit{limma}'s \texttt{eBayes} function. We calculated ROC curves based on these p-values and our knowledge of the true differential expression status of each transcript. Sensitivity and specificity of the \textit{limma} differential expression analysis were high for the small-variance scenario, but were diminished in the large-variance scenario, as expected
Figure 6.13: ROC curves for transcript-level differential expression calls from Polyester data sets. For varying significance (p- or q-value) cutoffs, sensitivity and specificity from the simulation experiments. Differential expression was more difficult to detect under conditions where expression levels were highly variable between replicates, as expected.

(Figure 6.13).

Since expression fold changes can be explicitly specified in Polyester, we can also investigate whether those fold changes are preserved throughout this RNA-seq data analysis pipeline (Figure 6.14). In general, the coefficient distributions for transcripts not specified to be differentially expressed were centered around zero, as expected.
since models were fit on the log scale. The coefficient distributions should have been centered around \( \log_2(3) = 1.58 \) for the overexpressed transcripts (expression level three times higher in the first group), and around \( \log_2(1/3) = -1.58 \) for the underexpressed transcripts (expression level three times higher in the second group). The overexpressed distributions had means 1.39 and 1.44 in the high- and low-variance scenarios, respectively, and the underexpressed distributions had means \(-1.57\) and \(-1.60\) in the high- and low-variance scenarios, respectively. Coefficient estimates were much more variable in the scenario with higher expression variance (Figure 6.14). These numbers are similar to the the specified value of 1.58, indicating that the RNA-seq pipeline used to analyze these data sets satisfactorily captured the existence and magnitude of the differential expression set in the experiment simulated with Polyester.

For this differential experiment, where about 639,000 reads per sample were simulated, read generation took 1-2 minutes per biological replicate in the experiment and 4.4G memory was used on a single cluster node with one core.

These examples illustrate some of the many possible ways Polyester can be used to explore the effects of analysis choices on downstream differential expression results.
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![Coefficient distributions from differential expression models.](image)

Figure 6.14: Coefficient distributions from differential expression models. Distributions from the high-variance scenario are shown in panel (a) and from the low-variance scenario are shown in panel (b). These distributions of estimated log fold changes between the two simulation groups tend to be centered around the values specified at the beginning of the simulation, and there is more variability in the coefficient estimates for high-variance scenario, as expected.

6.4 Discussion

In this paper, we propose a lightweight, flexible RNA-seq read simulator allowing users to set differential expression levels at the isoform level. A full experiment with biological replicates can be simulated with one command, and time-consuming alignment is not required beforehand.

The sequencing process is complex, and some subtleties and potential biases present in that process are not yet implemented in Polyester but could be in the future. For example, adding random hexamer priming bias\textsuperscript{116} implementing PCR amplification bias\textsuperscript{117} or other biases that depend on the specific nucleotides being sequenced, simulating quality scores for base calls, and adding the ability to simulate...
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indels are all possibilities for future improvements. However, our comparisons with real data suggest that the Polyester model sufficiently mimicks real sequencing data to be practically useful.

6.5 Software
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