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ABSTRACT

Cells continuously sense and respond to their physical surroundings through their cytoskeleton. The perinuclear actin cap (or actin cap) is a recently-characterized cytoskeletal organelle composed of thick, parallel, and highly contractile actomyosin filaments that are specifically anchored to the apical surface of the interphase nucleus. The actin cap is present in many types of adherent eukaryotic cells but is disrupted in several human disease models, including laminopathies and cancer. Through its large terminating focal adhesions and anchorage to the nuclear lamina and nuclear envelope through LINC (Linkers of the Nucleoskeleton to the Cytoskeleton) complexes, the perinuclear actin cap plays a critical role in mechanotransduction, the ability of cells to sense and respond to mechanical forces.

In this work, I demonstrate that only fibers of the actin cap, not conventional basal actin stress fibers, form in response to low physiological mechanical stresses in adherent fibroblasts. While conventional basal stress fibers form only past a threshold shear stress of 0.5 dyn/cm², actin-cap fibers form at shear stresses 50 times lower and orders-of-magnitude faster than biochemical stimulation. This fast differential response is uniquely mediated by focal adhesion protein zyxin at low shear stress and actomyosin contractility of the actin cap. I identify additional roles for lamin A/C of the nuclear lamina and LINC molecules nesprin2giant and nesprin3, which anchor actin cap fibers to the nucleus. I briefly explore mechanotransduction of interstitial fluid flow within a three-dimensional culture system.

Next, I seek to characterize the extent of mechanotransduction in the nucleus through a novel microscopy assay that rapidly quantifies global acetylation on histone H3 and measures several cell and nuclear properties, including cell and nuclear morphology descriptors, cell-cycle phase, and filamentous-actin content of thousands of cells
simultaneously, without cell detachment from the substrate, at single-cell resolution. These measurements reveal that isogenic, isotypic cells of identical DNA content and the same cell-cycle phase can still display large variations in H3 acetylation and that these variations correlate with specific phenotypic variations, in particular, nuclear size and actin cytoskeleton content, but not cell shape. The dependence of cell and nuclear properties on cell-cycle phase is assessed without artifact-prone cell synchronization. To further demonstrate the versatility of this assay, I quantify the complex interplay among cell cycle, epigenetic modifications, and phenotypic variations following pharmacological treatments targeting DNA integrity, cell cycle, and chromatin-modifying enzymes.

Finally, recent literature suggests that the actin filament network regulates epigenetics that determine DNA packing in the nucleus and ultimately gene transcription, especially by way of histone modifications. However, a molecular mechanism underlying these cytoskeleton-based histone modifications is missing. Here, I hypothesize that the LINC complex proteins that physically connect the cytoskeleton to the nuclear lamina at the nuclear envelope are key mediators of histone modifications. Using the newly established high-throughput single-cell phenotyping method, I quantitatively examine actin filament content and organization in the cytoplasm, nuclear morphology, nuclear lamina and LINC protein expression and organization at the nuclear membrane, and histone acetylation and methylation of specific residues in the same individual cells simultaneously. I conclude that LINC complex proteins nesprin2giant and nesprin3, as well as lamin A/C of the nuclear lamina, regulate these histone modifications in a very complex manner. Taken together, all of these results suggest an interconnected pathway for mechanotransduction that physically connects the extracellular milieu to the nucleus.
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CHAPTER 1: Introduction

The nucleus, commonly referred to as the brain of the cell, contains most of the cell’s genetic material. It is responsible for synthesizing proteins for the remainder of the cell and oversees all cellular functions. In order for the nucleus to know how to direct these critical functions, it must receive cues from within the rest of the cell as well as from the environment surrounding the cell. In particular, the nucleus must be able to sense forces such as compression, tension, fluid shear stress, or changes in the stiffness of the extracellular matrix. Mechanotransduction describes the process through which cells respond to changes in their physical environment by converting physical cues into biochemical signals. This process allows stimulants at the cell periphery to be felt by the nucleus.

It is generally recognized that extracellular forces can activate integrins and stretch-sensitive ion channels to initiate internal cellular signaling; however, direct molecular mechanisms are poorly understood. Here, I demonstrate a completely physical and interconnected pathway through which cell nuclei sense external stimuli. This mechanism includes focal adhesions, which connect cells to their extracellular matrix, the recently-discovered perinuclear actin cap, which connects focal adhesions to the top of the nucleus, and proteins of the nuclear membrane, which link the actin cap to the nuclear genome.

1.1 The Perinuclear Actin Cap

Actin is a globular protein found abundantly in eukaryotic cells that forms polymeric microfilaments across the cell body. These actin filaments, along with microtubules and intermediate filaments, comprise the cell cytoskeleton. Actin and its motor proteins, myosins, are vital in many cellular processes, particularly cell motility (Mitchison and Cramer, 1996) and cell division (Sanger, 1975). Actin presents as either a free monomer called
globular, or G-actin, or as a polymeric microfilament called filamentous, or F-actin. Conventionally, actin has been well-characterized at the basal surface of adherent cells. Recently, however, a separate actin structure, termed the perinuclear actin cap, was characterized at the apical layer of the cell above the nucleus (Khatau et al., 2009).

The actin cap is composed of thick, parallel actin filament bundles that are typically aligned with the long axis of the cell and terminate at the leading and trailing edges of migratory cells (Fig. 1-1). The actin cap has been observed in both fixed and live cells, and live-cell microscopy of cells transfected with GFP-Lifeact (Riedl et al., 2008), a marker to visualize filamentous actin in live cells, reveals that actin cap fibers are highly contractile and turnover more dynamically than conventional basal actin stress fibers. Fluorescence recovery after photobleaching (FRAP) experiments indicate that actin cap fibers recover at a much faster rate than basal fibers (Kim et al., 2012). Additionally, actin cap fibers contain more phosphorylated myosin II, the active form of the motor and F-actin-bundling protein myosin II, and the F-actin cross-linking/bundling protein α-actinin than basal stress fibers (Kim et al., 2012). The actin cap is absent in dividing cells and does not reappear for several hours following cell division (Khatau et al., 2009), reinforcing its dynamic nature and indicating that it is not a permanent fixture within cells.

The actin cap has been identified and characterized in several cell types, including mouse embryonic fibroblasts, mouse myoblasts, human foreskin and lung fibroblasts, human umbilical vein endothelial cells, and human ovarian epithelial cells (Khatau et al., 2009; Khatau et al., 2012b; Kim et al., 2012). Undifferentiated embryonic stem cells lack an actin cap until differentiation is induced, at which time the actin cap begins to form and organize (Khatau et al., 2012b).
Figure 1-1: Subcellular organization of the perinuclear actin cap, LINC complexes, and associated focal adhesions. Focal adhesions can terminate either conventional basal stress fibers (black) or perinuclear actin-cap stress fibers (green). The actin-cap fibers are connected to the nuclear envelope through LINC (Linkers of the Nucleoskeleton to the Cytoskeleton) complexes. LINC complexes consist of KASH-domain containing nesprin isoforms (i.e. nesprin2giant and nesprin3) which are connected to the actin cap through actin-binding domains and plectin-binding domains, respectively, in addition to SUN proteins which interact with the nuclear lamina located underneath the inner nuclear membrane. Figure reproduced with permission from reference (Kim et al., 2013).
Figure 1-2: Organization of the perinuclear actin cap in disease. Actin cap (left panels) and basal actin filament organization (right panels) for healthy cells (MEF: mouse embryonic fibroblasts, HFF: human foreskin fibroblasts, HUVEC: human umbilical vein endothelial cells) compared to diseased cells (U2OS: osteosarcoma, MDA-MB-231: breast carcinoma, MCF-7: breast adenocarcinoma, and MEF LMNA<sup>-/-</sup>: a model for laminopathic disease). Transfection of EGFP-KASH2 in MEF (top right panels) displaces outer nuclear membrane-embedded LINC complex proteins nesprin2giant and nesprin3 from the nuclear envelope and disorganizes the actin cap. Insets magnify the red-boxed regions for detail. Filled red arrowheads point to organized, intact actin-cap fibers, while empty arrowheads point to disrupted or absent actin caps. Figure reproduced with permission from reference (Kim et al., 2013).
Interestingly, the actin cap is absent in several disease models. Cells from laminopathic mice and patients, who exhibit mutations in the *LMNA* gene encoding nuclear lamins A and C (Capell and Collins, 2006; Worman, 2012), present either highly disrupted or completely nonexistent actin caps (Khatau et al., 2009). Additionally, all human cancer cell lines characterized to date present highly disrupted actin caps (Fig. 1-2). These cell lines include U2OS osteosarcoma, MDA-MB-231 breast carcinoma, MCF-7 breast adenocarcinoma (Kim et al., 2012), and HeLa cervical cancer cells (Khatau et al., 2010). The absence of the actin cap may contribute to defective nuclear shape, a common hallmark of disease, in these cells (Khatau et al., 2010).

### 1.2 LINC (Linkers of the Nucleoskeleton to the Cytoskeleton) Complexes and Nuclear Lamin A/C

The actin cap is also unique from conventional basal actin stress fibers because it is physically connected to the nucleus via linkers of nucleoskeleton to cytoskeleton (LINC) complex proteins (Fig. 1-1). The actin cap is bound to actin-binding domains, which connect to LINC protein nesprin2giant (Libotte et al., 2005; Zhen et al., 2002). Likewise, actin binds plectin, which connects to plectin-binding domains that attach to LINC protein nesprin3 (Ketema et al., 2007; Wilhelmsen et al., 2005), and both nesprin isoforms span the outer nuclear membrane. KASH (Klarsicht, ANC-1, Syne Homology) domains in the perinuclear space between the outer and inner nuclear membranes connect the nesprins to SUN (Sad1p, UNC-84) proteins within the inner nuclear membrane (Crisp et al., 2006; Stewart-Hutchinson et al., 2008). SUN proteins connect to major nuclear lamina protein lamin A/C (Stewart-Hutchinson et al., 2008), which interacts both directly and indirectly with chromosomal DNA (Shoeman and Traub, 1990). Studies have defined major roles for the LINC complex in nuclear shaping and membrane remodeling (Rothballer et al., 2013).
Additionally, lamins may regulate DNA replication (Spann et al., 1997) and chromatin organization (Liu et al., 2003).

A class of 13 diseases known as laminopathies is associated with over 200 types of mutations in *LMNA*, the gene coding for nuclear lamins A and C (Razafsky and Hodzic, 2009). These diseases include multiple premature aging disorders such as Hutchinson-Gilford progeria syndrome and Atypical Werner syndrome as well as myopathies, dermopathies, lipodystrophies, and neuropathies (Capell and Collins, 2006). A common hallmark of these diseases is irregular nuclear shape (Dahl et al., 2008; Lammerding et al., 2005). Additionally, lamin A/C-deficient cells exhibit a softer cytoplasm than healthy cells and display abrogated polarization and migration mechanics (Lee et al., 2007). However, it remains to be determined how these irregularities affect mechanotransduction and chromatin structure and function.

### 1.3 Focal Adhesions

Focal adhesions are intracellular clusters of proteins that attach cells to the extracellular matrix. At focal adhesion sites, integrin receptors link the extracellular matrix to the actin cytoskeleton (Sastry and Burridge, 2000). Consequently, focal adhesions are immensely critical in transmitting force and tension from the extracellular matrix in order to maintain cell attachment and regulate cell-matrix interactions. Additionally, by mediating attachment, focal adhesions play a vital role in cell migration, both in two and three-dimensional environments (Fraley et al., 2010). Forces are transmitted to the focal adhesions at the leading edge of the cell while adhesions at the rear of the cell are retracted (Beningo et al., 2001). Focal adhesion complexes contain structural proteins, such as vinculin, talin, and α-actinin, as well as signaling proteins paxillin, zyxin, FAK, and p130cas (Jockusch et al., 1995).
Focal adhesions (FAs) terminate actin fibers and are most often found at the cell periphery (Fig. 1-1). Studies have distinguished focal adhesion complexes that terminate conventional basal fibers (conventional focal adhesions, or CFAs) from those that terminate fibers of the actin cap (actin cap-associated focal adhesions, or ACAFAs). In human and mouse fibroblasts and endothelial cells, quantitative microscopy reveals that ACAFAs comprise about 30% of all FAs in the cell and are significantly larger and more elongated than their conventional counterparts. Just as actin cap fibers are more dynamic than conventional basal actin fibers, ACAFAs are more dynamic than CFAs, as measured by a significantly faster recovery of photobleached GFP-tagged focal adhesion proteins and much higher translocation speed than conventional focal adhesions (Kim et al., 2012). These higher turnover dynamics may be promoted by the increased tension of actin cap fibers and ACAFAs as compared to basal actin fibers and CFAs caused by the underlying nucleus and its internal pressure (Kim et al., 2013).

ACAFAs and CFAs are also distinguished by differences in mechanosensing, or response to changes in mechanical properties of the cell microenvironment. Variation of matrix compliance mimicking different tissue stiffness levels within the body (i.e. bone, muscle, adipose, and brain tissues) reveals that the actin cap and its associated ACAFAs are significantly more sensitive to these stiffness changes than basal actin fibers and CFAs, as the area and relative position of ACAFAs change much more dynamically in response to substrate stiffness than CFAs. This mechanosensation by ACAFAs relies on the physical connections between the nucleus and the actin cap. When the LINC complex is disrupted by KASH2 constructs that displace nesprin2-giant and nesprin3 from the nuclear envelope, the actin cap is disrupted and very few ACAFAs remain. The few remaining ACAFAs are less responsive to changes in matrix compliance (Kim et al., 2012). A theoretical model by
Walcott et al. explains why ACAFAs, which are significantly larger than CFAs, are more mechanosensitive than CFAs; it predicts that the level of mechanosensation scales with focal adhesion size (Walcott et al., 2011).

1.4 Chromatin Structure and Histone Modifications

Within the nucleus, lamins interact with chromatin (Shoeman and Traub, 1990), which consists of double-stranded DNA wrapped around nucleosomes of histone molecules. Each nucleosome core consists of two copies each of histones H2A, H2B, H3, and H4 wrapped by approximately 146 base pairs of DNA. Additional histone H1 proteins attach to the nucleosome to maintain its structure (Zhang and Reinberg, 2001). The positively-charged histones allow negatively-charged DNA to condense tightly in order to fit inside of the nucleus and form chromosomes. The image of histone-containing nucleosomes strung along a strand of DNA is often referred to the “beads on a string” model (Fig. 1-3). These configurations allow 2 meters of human DNA to fit into a nucleus of typically 5 to 20 µm in diameter (Dahl et al., 2008).

In addition to keeping DNA compact and organized, histones regulate gene expression. Histones are positively charged and are terminated by long N-terminal tails that can be covalently modified by the addition of functional groups. Known post-translational modifications include acetylation, methylation, phosphorylation, ubiquitination, and ADP-ribosylation, among others (Dawson and Kouzarides, 2012). Addition or removal of these functional groups alters the conformation of DNA through open and closed states and thus determines when transcription, the process of DNA copying into RNA, can occur in order to synthesize new proteins. These chromatin modifications constitute the study of “epigenetics” – changes that alter chromatin structure and regulate gene expression but do not alter the underlying nucleotide sequences.
To date, histone acetylation is the most studied histone modification. Histones are covalently modified at several specific lysine residues by histone acetyltransferase enzymes (HATs). In most cases, the bond by the acetyl group neutralizes the positive charge of the histone, thus reducing its strong interaction with the negatively-charged phosphodiester bond of DNA. In turn, the DNA is unwound to an open conformation (“euchromatin”), allowing for higher transcriptional activity. In contrast, enzymes termed histone deacetylases (HDACs) remove acetyl groups from the histones and return the DNA to its closed and transcriptionally repressed state (“heterochromatin”). Histone acetylation is a very dynamic process, and overall histone acetylation levels are determined by the balancing activity of HATs and HDACs (de Ruijter et al., 2003; Zhang and Reinberg, 2001). Histone acetylation is known to occur at lysines 9, 14, 18, and 23 on histone H3 and at lysines 5, 8, 12, and 16 on histone H4, as well as lysines 5 and 9 on histone H2A and lysines 5, 12, 15, and 20 on histone H2B (Zhang and Reinberg, 2001). Similarly, histone methylation is balanced by histone methyltransferase and demethylase enzymes, and this particular modification can either occur at lysine or arginine residues. Known sites of histone methylation include arginines 2, 17, and 26 on histone H3 and arginine 3 on histone H4, in addition to lysines 4, 9, and 27 on histone H3 and lysine 20 on histone H4 (Zhang and Reinberg, 2001).

DNA itself can be methylated, but interestingly only at the 5 position of cytosine. Nevertheless, DNA methylation represents a considerable research field important for the understanding of development, mutations, DNA repair, and gene silencing (Robertson and Jones, 2000). Increasing evidence suggests that there exists interplay between DNA methylation and histone acetylation to regulate gene transcription and abnormal gene silencing in tumors (Vaissiere et al., 2008). The studies described in this thesis will focus on well-characterized histone modifications.
Chromatin structure and associated modifications. The DNA double helix is wrapped twice around a histone octomer, which consists of two copies each of histones H2A, H2B, H3, and H4, to compose a nucleosome unit. N-terminal histone tails protrude from the nucleosome and allow for dynamic, covalent modifications by functional groups such as methyl, acetyl, phosphate, and ubiquitin.
Epigenetics may answer a long-standing question in biology: if each cell within a population, whether in vivo or in vitro, contains an identical DNA sequence, what leads the cells to act so differently from one another? Why are some cells bigger than others, and why do some cells migrate faster than others? Why do some cells express more of a certain protein than others? Each cell contains millions of histones that can be modified at several particular amino acid positions, meaning that the information content of the genome is extended well beyond the nucleotide sequences of the conventional genetic code. This allows cells with identical DNA to actually have an immense amount of various epigenetic states, which, in turn, permits individual cells to express different amounts of proteins and thus behave differently in terms of physical parameters such as morphology, division, migration, etc. This “histone code hypothesis” was first described by Strahl and Allis in 2000 (Strahl and Allis, 2000). Some epigenetic modifications may be inherited among generations, and deliberation exists about whether the definition of ‘epigentics’ should include this requirement of heritability (Gibney and Nolan, 2010).

Numerous studies have suggested a link between altered histone modification activity and disease state, in particular cancer (Esteller, 2008; Portela and Esteller, 2010; Sharma et al., 2010). For instance, global levels of acetylation and dimethylation on histones H3 and H4 are predictive of clinical outcome in primary prostate cancer tissues (Seligson et al., 2005). Increased expression levels of several HDAC proteins, leading to histone hypoacetylation, are associated with disease advancement and poor prognosis in colorectal and gastric cancers (Witt et al., 2009), while histone H4 deacetylation at lysine 16 is common in a wide variety of cancer cells (Fraga et al., 2005). Therefore, a reversal of hypoacetylation, by way of HDAC inhibition, is being explored as a potential treatment for cancer patients (Bolden et al., 2006; Minucci and Pelicci, 2006).
1.5 Thesis Overview

In the work discussed here, I propose a physical mechanism by which cells transmit extracellular signals to the genome. Through the use of well-characterized techniques and the development of novel assays, I suggest roles for specific focal adhesion proteins, the perinuclear actin cap, and lamin A/C and nesprins of the nuclear membrane in these critical cellular signaling processes.

In Chapter 2, I distinguish perinuclear actin caps from conventional basal actin stress fibers in their organization in response to extracellular shear flow forces. I demonstrate that this organization is dependent on focal adhesion protein zyxin as well as the LINC complex proteins of the nuclear membrane. Mouse embryonic fibroblasts (MEFs) are used for these studies because they exhibit organized actin caps in control conditions (Khatau et al., 2009), and mouse fibroblasts are known to alter their cytoskeleton in response to shear flow (Lee et al., 2006). Additionally, mouse models provide the opportunity for gene knockout cell lines, and I wished to test the effects of cells depleted of the lamin A/C gene, LMNA. C2C12 mouse myoblasts are used for further analysis of the involvement of the LINC complex. These cells also display actin caps, and proteins of the LINC complex are well characterized in this line (Stewart-Hutchinson et al., 2008).

The work in Chapter 3 takes flow studies to the third dimension through the use of cell culture and perfusion in three-dimensional collagen I gels. HT-1080 human fibrosarcoma cells are used due to their extensive characterization in cell migration studies, particularly in three-dimensional culture environments (Fraley et al., 2010; Wolf et al., 2003; Wu et al., 2014).

Chapter 4 describes a novel high-throughput single-cell image analysis assay that was developed to determine what effects shear flow forces have on chromatin organization and
histone modifications, thus characterizing the final stages of mechanotransduction to the nucleus. This assay allows for simultaneous assessment of actin organization, cell and nuclear morphology, cell cycle, and chromatin organization in the same cells. Chapter 5 details the use of this innovative assay to determine how chromatin organization is affected after cells are exposed to shear flow. Importantly, when cells are depleted of nucleocytoplasmic connectors lamin A/C, nesprin2giant, or nesprin3, the chromatin either cannot respond to shear stress, or it becomes organized differently from healthy, control cells.

Finally, in Chapter 6, I complete the pathway with preliminary data pointing to a complex regulation of several of histone acetylation and methylation modifications by lamin A/C, nesprin2giant, and nesprin3. These results establish what was once a missing molecular mechanism explaining previous observations of cytoskeletal regulation of epigenetics. Chapter 7 concludes the dissertation with an overall summary of main results as well as proposals of future relevant work.
CHAPTER 2: The LINC-anchored Actin Cap Connects the Extracellular Milieu to the Nucleus for Ultrafast Mechanotransduction

Mechanotransduction describes the molecular mechanisms by which cells respond to physical forces or changes in their environment by converting mechanical stimuli to biochemical signals. Because the actin cap is physically connected to the nucleus via the LINC complex, I hypothesized that the fibers comprising the perinuclear actin cap would be a critical component of a contiguous physical pathway connecting focal adhesions to the nuclear genome, enabling cells to sense mechanical forces.

2.1 Introduction

Previous studies demonstrated that many cell types, including endothelial cells (Davies, 1995; Tzima et al., 2005), lymphocytes (Berlin et al., 1995; Campbell et al., 1998), stem cells (Datta et al., 2006; Hove et al., 2003), chondrocytes (Healy et al., 2005), and fibroblasts (Lee et al., 2005) can sense and respond to external flow forces. Mechanical stresses induced by flow play a critical role in a multitude of important cell functions, both in normal and disease states. For instance, hemodynamic flow, which corresponds to shear stresses between 1 to 6 dyn/cm$^2$ (0.1–0.6 Pa) for veins and 10 to 70 dyn/cm$^2$ (1–7 Pa) for arteries (Malek et al., 1999), induces changes in endothelial gene expression and leukocyte attachment and rolling onto blood vessel walls (Cunningham and Gotlieb, 2005), mediates the transport of immune and circulating tumor cells during inflammatory responses and cancer metastasis, and induces the activation of chondrocytes in the bone (Healy et al., 2005). Interstitial flow through connective tissues, which corresponds to much lower shear stresses of <1 dyn/cm$^2$ (Shi et al., 2009), couples to chemoattractant gradients that enhance
cancer metastasis (Miteva et al., 2010; Shields et al., 2007). However, how cells transmit low and high stresses from the extracellular milieu all the way to the genome remains unclear.

Different mechano-active structures mediating two non-mutually exclusive modes of mechanotransduction from the extracellular milieu to the cytoplasm have been identified previously: ion channels, which stretch under shear forces, and focal adhesions (Pelham and Wang, 1997; Wang et al., 2001), discrete protein clusters located at the basal surface of adherent cells, which grow in size and change the phosphorylation of their components under external shear. Focal adhesions tether the basal cell surface to the extracellular matrix through integrins which dynamically bind actin filaments by linker proteins including talin, vinculin, and zyxin (Wozniak et al., 2004). Focal adhesions terminate contractile stress fibers that lie at the basal cellular surface. However, basal stress fibers do not connect directly to the nucleus (Khatau et al., 2009; Wang et al., 2009), which eliminates the possibility that basal stress fibers could be part of a contiguous physical pathway that would connect focal adhesions to the nuclear genome.

Here I show that cellular mechanotransduction by adherent cells in response to low shear stresses is largely dominated by the small and distinct subset of actin filaments that form the perinuclear actin cap. Actin caps are formed by flow-induced shear stress. These results suggest an interconnected physical pathway for cellular mechanotransduction, from the extracellular milieu to the nucleus via focal adhesion proteins zyxin (but not FAK) at low shear stress and talin at high shear stress, actomyosin fibers of the actin cap, LINC complex-associated molecules nesprin2giant and nesprin3 in the nuclear membrane, and nuclear lamin A/C.
2.2 Materials and Methods

2.2.1 Cell culture

Wildtype and lamin knockout MEFs (a gift from Colin Stewart, A*STAR, Singapore) and C2C12s (American Type Culture Collection) were cultured in DMEM (Mediatech) supplemented with 10% fetal bovine serum (HyClone Laboratories) and 100 units of penicillin/100 μg of streptomycin (Sigma-Aldrich). Media for cells knocked down of proteins of interest were supplemented with puromycin (Sigma-Aldrich): 3 μg/ml for MEFs depleted of focal adhesion proteins and 10 μg/ml for C2C12 shRNA scramble cells and nesprin2giant-depleted and nesprin3-depleted cells. Focal adhesion proteins were knocked down and confirmed as described previously (Kim et al., 2012) and nesprin proteins were knocked down and confirmed as described previously (Khaatu et al., 2012a). For both sets of knockdowns, multiple shRNA constructs directed against each of the targeted proteins were used, and only the sequences showing more than 85% knockdown efficiency were chosen for experiments. All cells were maintained at 37°C in a humidified, 5% CO₂ environment. Cells were passaged every 2–3 days for a maximum of 20 passages.

75 x 38 x 1 mm glass slides (Fisher Scientific) were rinsed with ethanol and PBS (Gibco) before being coated with rat tail collagen type I (BD Biosciences) for 1 hour at a concentration of 50 μg/ml, a saturated concentration such that the amount of adsorbed collagen on the surface becomes independent of the bulk collagen concentration. Cells were seeded in DMEM with 5% serum and penicillin/streptomycin. After 16 hours, cells were rinsed once with Hank's Balanced Salt Solution (Gibco) and immersed in serum-free DMEM with penicillin/streptomycin for 48 hours before being fixed or subjected to fluid shear stress.
2.2.2 Shear flow assay

A parallel-plate flow chamber (GlycoTech) was placed on top of cell-seeded glass slides using a 0.127-mm thickness gasket with flow width of 2.5 mm. The wall shear stress produced by the flow, \( \tau_w \) (dyn/cm\(^2\)), was calculated with the Navier-Stokes equation for Newtonian fluid flow between parallel plates, \( \tau_w = 6 \mu Q/a^2b \), where \( \mu \) is the apparent viscosity of the flow medium at 37°C (in Poise), \( Q \) is the volumetric flow rate (in ml/sec), \( a \) is the gasket thickness (in cm), and \( b \) is the gasket width (in cm). The flow medium used was serum-free, in order to monitor physical responses independently from any biochemical responses, and consisted of DMEM, penicillin/streptomycin, and 25 mM HEPES (Gibco) to act as a buffering agent. Flow medium was kept at 37°C using a heated water bath. Lines of the flow apparatus were primed with heated flow medium before shear experiments.

2.2.3 Drug treatments

Myosin light-chain kinase (MLCK) inhibitor ML-7 (Sigma-Aldrich) and myosin II inhibitor blebbistatin (Sigma-Aldrich) were dissolved in stock dimethyl sulfoxide (DMSO) and then added to the 5% serum and serum-free media for a final drug concentration of 25 \( \mu \)M. Rho-kinase (ROCK) inhibitor Y-27632 (Sigma-Aldrich) was dissolved in sterile water and added to the medium also for a final drug concentration of 25 \( \mu \)M. Cells were incubated with all drug media for 30 minutes before fixation (control experiments) or shear experiments. For shear experiments with drugs, serum-free flow medium contained the drug of interest at the same concentration as the drug culture medium (25 \( \mu \)M). Control experiments were performed with drug-free medium containing DMSO at the same concentration as in the drug medium to assure that DMSO was not affecting actin organization.
2.2.4 Immunofluorescence microscopy

Immediately after control and shear experiments, cells were fixed in 3.7% formaldehyde for 10 minutes. Cells were subsequently permeabilized with 0.1% Triton X-100 for 10 minutes and blocked with 10% goat serum in PBS for 1 hour. Alexa-Fluor phalloidin 488 (Invitrogen) was used to visualize actin filament organization at a 1:40 dilution, and ProLong® Gold antifade reagent with DAPI (Invitrogen) was used to visualize the nucleus. Fluorescent images were collected using either a Cascade 1 K CCD camera (Roper Scientific) or Luca-R EMCCD camera (Andor Technology) mounted on a Nikon TE2000 microscope with a 60x Plan Fluor lens (N.A. 1.4), or a Nikon A1 laser-scanning confocal microscope. Confocal images were processed using Nikon Elements software. Actin filament organization was manually assessed using the scoring assay explained in Figure 2-1 with constant exposure time used for all conditions. Only single, isolated cells were characterized because recently-divided cells do not display an actin cap for several hours upon completion of mitosis (Khatau et al., 2009).

2.2.5 Statistical analysis

Mean values, standard error of measurement, and statistical analysis for all data shown were calculated and plotted using GraphPad Prism (GraphPad Software). All bars and data points show mean and SEM values of two to three independent experiments. For actin cap and basal actin scoring, at least 50 cells in triplicate for a total of 150 cells were examined for all conditions. Where appropriate, the following statistical analyses were used to compare means: two-tailed unpaired t-tests, one-way ANOVA analyses with Tukey post-tests, and two-way ANOVA analyses with Bonferroni post-tests. In all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. The significance value α = 0.05 was used for all significance tests.
2.3 Results

2.3.1 Formation of the perinuclear actin cap induced by shear flow

To assess whether mechanical stimulation would affect basal fibers and actin-cap fibers differently and to begin with a cellular state with little or no organized actin filament structure, mouse embryonic fibroblasts (MEFs) or C2C12 mouse myoblasts were serum-starved for two days before being subjected to shear-flow stimuli of controlled duration and flow rate (and therefore wall shear stress). Before application of shear flow, confocal microscopy was used to visualize cellular actin organization across the height of the cells, which were stained with phalloidin (Fig. 2-1, A-C). Actin was present at the apical surface of the interphase nucleus in most cells; however, this actin appeared disorganized, and no aligned fibers were apparent (Fig. 2-1C). Similarly, basal stress fibers were absent (Fig. 2-1A). Quantitative fluorescence microscopy revealed that over 75% of the cells showed either no actin cap or a disorganized actin cap at the apical surface of the nucleus and also displayed little or no stress fibers at the basal surface of cells (Fig. 2-1, D-I). This constitutes the initial cellular state of all of my subsequent studies within this chapter.

The percentage of cells showing an organized actin cap increased by 50% within just 30 seconds of application of an exceedingly low shear stress of only 0.05 dyn/cm² (on the order of the shear stress induced by physiological interstitial flow) compared to unsheared cells placed in the same chamber (Fig. 2-2, A–D; solid curve in Fig. 2-2L). This shear stress approximately corresponds to a force of 50 pN applied to the cell's apical surface of 100 μm². During the same duration of applied flow, the percentage of cells showing organized conventional stress fibers at the basal surface remained unchanged and low (< 20%; Fig. 2-2, G–I; solid curve in Fig. 2-2M), similar to the percentage of unsheared cells showing organized basal stress fibers placed in the same chamber for the same duration.
Figure 2-1: Defining the architecture of the perinuclear actin cap. (A–C) Confocal fluorescent micrographs of the actin filament network obtained at the basal surface, mid-height, and the apical surface of wildtype MEFs in serum-starved conditions. Inset shows the whole imaged cell at the basal surface, with the inner white box framing the zoomed region shown in the main panels. Thin confocal cross-sections along (far right panel) and perpendicular to (bottom panel) the actin cap direction show a bulging nucleus. Cross-sections were expanded 1.5 fold in the apical direction of the cell to aid visualization. (D–F) Conventional epifluorescence microscopy focusing on the top of the nucleus can readily reveal either the total absence of an organized perinuclear actin cap (D), a disrupted actin cap (E), or a highly organized perinuclear actin cap (F). Insets show the whole imaged cell at the apical surface, with inner white boxes framing the zoomed regions shown in the main panels. (G & H) Architecture of basal actin stress fibers, which are either disrupted/rare (G) or organized (H). Numbers shown in the top right corner of the panels correspond to the percentage of cells showing that particular actin organization (see panel I). For all images in this figure, F-actin is visualized with phalloidin. (I) Percentages of cells displaying an organized perinuclear actin cap, a disrupted actin cap, or no actin cap (left graph) or organized or disrupted basal actin (right graph). Significance stars indicate differences between bars and the first bar in the set, unless otherwise noted, using a one-way ANOVA test or a t-test. On the graphs, *** and ns indicate p value <0.001 and >0.05, respectively. α = 0.05 was used for all significance tests. Three independent experiments were conducted to quantify a total of 150 cells. Figure reproduced with permission from reference (Chambliss et al., 2013a).
Figure 2-2: Formation of the actin cap is induced more rapidly and at lower shear stresses than formation of basal actin. (A) Schematic of an adherent cell subjected to flow of controlled shear stress for a controlled duration. Status of actin organization at the apical (green) and basal (purple) surface is examined by fluorescence microscopy. (B–K) Typical actin organization on top of the nucleus (B–F) and at the basal surface (G–K) before shear (0 min), after 1 or 30 min. of low shear stress (0.05 dyn/cm²), and after 30 min. of higher shear stress (5 dyn/cm²). White and yellow text corresponds to the percentage of cells with disrupted and organized actin, respectively, after shear. Insets show the whole cell, with inner boxes framing the zoomed regions shown in the main panels. (L and M) Fold increase in the number of cells showing organized actin caps (L) or basal actin (M) as a function of time for shear stresses of 0.05 dyn/cm² (solid) and 5 dyn/cm² (dashed), as compared to cells in no-shear conditions (0 min.). Stars indicate statistically significant differences in the percentages of cells between the time of shear considered and the condition at time 0 using two-way ANOVA tests. (N) Percentage of cells with organized actin caps (green) or basal actin (purple) as a function of shear stress for a duration of shear that corresponded to a steady state of actin cap or basal actin organization. Stars indicate statistically significant differences for the level of shear stress considered and the previous lower value of shear stress, unless otherwise indicated, using a one-way ANOVA test. (O) Percentages of cells showing various combinations of basal actin and actin cap organization before shear (far left) and either after low shear stress (middle) or higher shear stress applications (far right). The remaining percentages exhibited both disrupted basal actin and disrupted apical actin caps. For all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. Three independent experiments were conducted to quantify a total of 150 cells per condition. Figure reproduced with permission from reference (Chambliss et al., 2013a).
The increased fraction of sheared cells subjected to the low shear stress of 0.05 dyn/cm² that showed an organized actin cap reached a steady state after only 5 minutes (solid curve in Fig. 2-2L). The associated halftime for the formation of actin caps in sheared cells was just 2 minutes (solid curve in Fig. 2-2L). In comparison, during the same duration and magnitude of applied shear stress, the percentage of cells displaying organized basal stress fibers was unchanged compared to the no-shear case and remained low and unchanged for times as long as 30 minutes of shear flow (solid curve in Fig. 2-2M). I note that no preferential orientation or realignment of fibers, at neither the actin cap nor basal actin levels, was observed for up to the highest shear stress (5 dyn/cm²) and longest shear time (30 minutes).

Together these results revealed that only a small subset of actin fibers, those exclusively formed on top of the nucleus, became organized in response to low shear stresses. Under the same low shear stress conditions, no new actin fibers formed at the basal or dorsal cellular surfaces. Actin caps formed rapidly within 1 minute of shear stimulation, and a steady state number of cells showing organized actin caps was reached within 5 minutes with a halftime of 2 minutes.

I additionally quantified actin cap and basal actin organization in non-serum-starved cells in control, non-serum-starved (10% serum) conditions (Fig. 2-3) before and after shear. I observed slight increases in actin cap and basal actin organizations after shear at 5 dyn/cm². However, these data were hardly significant, as the cells displayed high levels of actin organization without serum-starvation and before shear and therefore had little room to organize further.
Figure 2-3: Actin cap and basal actin organization before and after shearing with serum. (A) Percentages of cells displaying an organized perinuclear actin cap (black bars), a disrupted actin cap (grey bars), or no actin cap (white bars) in 10% serum conditions before shear (left bars) and after shear of 0.05 dynes/cm² (middle bars) or 5 dynes/cm² (right bars) for 5 min. using shear medium also containing 10% serum. (B) Percentages of cells displaying organized basal actin (black bars) or disrupted basal actin (white bars) in 10% serum conditions before shear (left bars) and after shear of 0.05 dynes/cm² (middle bars) or 5 dynes/cm² (right bars) for 5 min. using shear medium also containing 10% serum. For both panels A and B, significance stars in the main panels indicate differences between bars and the first bar in the shear condition set, unless otherwise noted, using two-way ANOVA tests. Inset graphs show the same bars but compare differences between the different shear conditions for the same actin organization. For all data shown, ***, ***, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α=0.05 was used for all significance tests. Three independent experiments were conducted to quantify a total of 150 cells per condition. Figure reproduced with permission from reference (Chambliss et al., 2013a).
2.3.2 Actin cap fibers are selectively formed even at the lowest measureable shear stress, while basal stress fibers are formed only past a higher threshold shear stress

I then asked whether the formation of actin caps and basal stress fibers in cells subjected to shear flow depended on the level of shear stress. The serum-starved cells were subjected to shear stress for 0 to 30 minutes over three orders of magnitude of shear stress, ranging between 0.01 dyn/cm² and 10 dyn/cm², representing the physio-pathological range of shear stresses in interstitial flow in connective tissues (0.01–0.05 dyn/cm²) and hemodynamic flow in veins and arteries (1–10 dyn/cm²). The fraction of cells showing an organized perinuclear actin cap and/or organized basal stress fibers was measured as a function of the duration of shear (Fig. 2-2N).

Surprisingly, actin caps formed at all shear forces tested (green curve in Fig. 2-2N). Indeed, no minimum or measurable threshold shear stress seemed to be required to trigger the formation of actin caps in sheared cells, as a shear stress as low as 0.01 dyn/cm² was sufficient to induce a significant increase in the number of cells with an actin cap, within less than 5 minutes, compared to control unsheared cells kept in the same chamber for the same time. Moreover, no maximum shear stress induced destruction or damage in actin caps, at least up to shear stresses for which cells started to detach from their substratum (here, 10 dyn/cm²). Hence, shear-induced actin cap formation was largely independent of the magnitude of applied shear stress.

In striking contrast to actin cap formation, I did not observe the formation of basal stress fibers at low shear stresses even for long durations of shear (purple curve in Fig. 2-2N). Rather, basal stress fiber formation was only triggered past a threshold value of shear stress of about 1 dyn/cm², i.e. a shear stress at least 100 fold higher than that required for inducing the formation of actin caps. Beyond this threshold shear stress, the fraction of cells
showing organized basal stress fibers did not increase further (Fig. 2-2N). Additionally, the fraction of cells with organized basal stress fibers was largely independent of shear duration (dashed curve in Fig. 2-2M). I note that a relatively large fraction of cells showed an organized actin cap while showing no organized basal stress fibers, as high as 23% (~65% of cells with organized caps) for a shear stress of 0.05 dyn/cm² (Fig. 2-2O).

The curves measuring the fraction of cells with an actin cap as a function of shear duration at different shear stresses did not collapse into a single master curve when plotted as a function of the product of shear stress and duration of shear, which suggests that actin cap formation depends on both the duration and the magnitude of shear stress independently. Indeed, while shear duration modulated actin cap formation, shear stress levels did not. Together these results suggested that actin cap fibers and basal stress fibers were formed in qualitatively different ways: actin caps formed rapidly at all measurable levels of shear stress, while conventional basal stress fibers formed only past a high shear-stress threshold.

2.3.3 Shear stimulation is significantly more potent than serum stimulation and actin cap relaxation

To place this rapid and distinct formation of actin caps by mild mechanical stimulation in perspective, I also assessed actin cap formation following biochemical stimulation of cells by adding serum to the medium of unsheared serum-starved cells. In the absence of flow, serum addition did not trigger the formation of additional basal or apical actin filament bundles for times up to the same time used for shear experiments, 1–30 minutes (Fig. 2-4A). Hence the rate of shear-stress-induced formation of actin caps in adherent cells (~30 s, Fig. 2-2L) was orders-of-magnitude faster than the rate of formation of actin caps following biochemical stimulation (> 48 h; Fig. 2-4A).
Next, I assessed the stability of actin cap structures formed during mechanical stimulation once shear stress was ceased. I also compared the rates of disassembly of actin caps following biochemical de-stimulation (serum-starvation) and following physical de-stimulation (cessation of shear flow). I found that actin caps that had been formed during shear for 30 minutes disappeared exponentially within 1 hour, i.e. more slowly than it took them to be formed by an applied shear flow, yet more rapidly than for basal stress fibers to disappear (Fig. 2-4C). The rate of decrease in the percentage of cells with an organized actin cap was about 3.6 h⁻¹, while this rate was 1.2 h⁻¹ for a similar decrease in the percentage of cells with organized basal stress fibers (Fig. 2-4D). Moreover, the rate of actin cap disassembly upon flow cessation was significantly faster than the rate of actin cap disassembly following the sudden switch from in-serum conditions to serum-starved conditions (Fig. 2-4B), 40 minutes vs. > 20 hours.

These results indicated that the application and cessation of shear stress were significantly more potent types of cellular stimulation and de-stimulation than biochemical activation/de-activation by addition/removal of serum to induce actin filament re-organization, in particular on the apical surface of the nucleus. Moreover, actin caps were significantly more unstable than basal stress fibers upon flow cessation with a much shorter turnover time than basal stress fibers.

2.3.4 Shear-induced actin cap formation is mediated by zyxin at low shear and talin at high shear

Like basal actin fibers, nuclear actin cap fibers are terminated by associated focal adhesions (Kim et al., 2012). Therefore, I hypothesized that components of focal adhesions would mediate actin cap formation induced by flow shear stress.
Figure 2-4: Actin cap dynamics following mechanical stimulation are significantly faster than following biochemical stimulation. (A and B) Percentages of cells showing an organized actin cap (green curves) and organized basal stress fibers (purple curves) after either switching to serum-starved conditions following regular cell culture with serum (B), or serum addition following 2-day serum-starvation (A). (C) Fold decrease in the number of cells with organized actin caps (green curve) and organized basal stress fibers (purple curve) following the cessation of shear. Inset shows early kinetics. (D) Rates of decay in the percentages of cells with organized actin caps (green bar) and organized basal stress fibers (purple bar) upon cessation of shear. For all curves in this figure, significance stars just above or below data points compare the considered time point to the time point just before it using one-way ANOVA tests. Significances on far right of graphs indicate differences between the last time points and the first time points, as indicated. ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. Three independent experiments were conducted to quantify a total of 150 cells per condition. Figure reproduced with permission from reference (Chambliss et al., 2013a).
To test this hypothesis, cells were depleted of major focal adhesion protein talin, as well as focal adhesion proteins believed to play a role in mechanotransduction, zyxin and FAK (Beningo et al., 2001; Colombelli et al., 2009; Riveline et al., 2001; Vasioukhin et al., 2000; Yoshigi et al., 2005; Zamir et al., 2000) using shRNA knockdown technology.

In the absence of shear, the depletion of talin, zyxin, and FAK had little to no significant effect on the few actin cap and basal stress fibers in those cells compared to control cells transfected with firefly luciferase shRNA (Fig. 2-5, A–C, black bars, inset panels). In contrast, under both low and high shear stress stimulation, cells depleted of talin showed no significant actin cap formation in distinct contrast to control sheared cells (Fig. 2-5B, main panel). Depletion of FAK did not affect shear-induced actin cap formation. Interestingly, zyxin depletion blocked actin cap formation only in cells subjected to low shear stress, not high shear stress. This shear-stress dependent role of zyxin was further verified with cells transfected with another shRNA zyxin construct and subjected to the same functional analysis.

Since focal adhesion formation involves actomyosin contractility (Riveline et al., 2001), I asked whether actomyosin contractility was required for actin cap formation induced by shear. I found that treatment of cells with myosin light-chain kinase (MLCK) inhibitor ML-7, myosin II inhibitor blebbistatin, and Rho-kinase (ROCK) inhibitor Y-27632 all greatly reduced the percentage of cells showing an actin cap and basal stress fibers (Fig. 2-5, D and E, black bars, inset panels). Upon shear stimulation, myosin II, MLCK, and ROCK inhibition largely prevented the formation of actin caps (Fig. 2-5D, main panel) and, to a lesser extent, the formation of actin filament bundles at the basal cellular surface (Fig. 2-5E).
Figure 2-5: Shear-induced actin cap formation is mediated by zyxin at low shear stress and talin at high shear stress. (A) Schematic of an adherent cell subjected to a shear flow of controlled flow rate applied for a controlled duration. Focal adhesion proteins (shown in orange) and LINC complex proteins (shown in brown, see Fig. 2-6) were knocked down or knocked out and the resulting cells were exposed to shear flow. Status of the actin filament network at the apical surface of the nucleus and the basal surface of the cells is examined by epifluorescence microscopy. (B and C) Percentages of control and focal adhesion knockdown MEFs featuring an organized actin cap (B) and organized basal stress fibers (C) in cells with the absence/presence of shear flow of shear stresses of 0.05 dyn/cm² and 5 dyn/cm² applied for 5 min. Cells were separately shRNA-depleted of focal adhesion proteins FAK, zyxin, or talin. (D and E) Percentages of control and actomyosin contractility drug-treated MEFs featuring an organized actin cap (D) and organized basal stress fibers (E) in cells with the absence/presence of shear flow of shear stresses of 0.05 dyn/cm² and 5 dyn/cm² applied for 5 min. Cells were treated with the drugs ML-7 to inhibit myosin light-chain kinase, blebbistatin to inhibit myosin II, and Y-27632 to inhibit Rho-kinase. For all main panel graphs, significances compare unsheared cells (black bars) to sheared cells (patterned bars) using two-way ANOVA tests. Inset graphs show the same bars but compare differences among different knockdown strains/drug treatments subjected to the same shear stress. For all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. Three independent experiments were conducted to quantify a total of 150 cells per condition. Figure reproduced with permission from reference (Chambliss et al., 2013a).
For instance, myosin II inhibition with blebbistatin abrogated actin-cap response at both low and high shear stresses, but still allowed for basal stress fiber formation at high shear stress (Fig. 2-5, D and E).

2.3.5 Shear-induced actin cap formation is mediated by LINC complexes that connect the actin cap to the nuclear lamina

My results led to the hypothesis that actin cap formation would be abrogated in cells having a limited ability to form actin caps, such as lamin A/C-deficient (Lmna−/−) cells (Khatau et al., 2009). In the absence of flow, < 3% of lamin A/C-deficient cells showed an organized perinuclear actin cap. As predicted, I found that actin caps in lamin A/C-deficient cells were not induced when these cells were subjected to shear flow corresponding to both low and high shear stress levels (Fig. 2-6, A and B).

Actin caps are absent from lamin A/C-deficient cells because actin-binding LINC complex molecules nesprin2giant and nesprin3, which specifically connect the actin cap to the nuclear lamina, cannot properly localize at the nuclear envelope (Hale et al., 2008; Stewart-Hutchinson et al., 2008) (Fig. 2-5A). I tested the hypothesis that LINC complexes mediated shear-induced actin cap formation by examining cells stably depleted of either nesprin2giant or nesprin3 (Fig. 2-6, C and D), which binds actin filaments to the nuclear lamina via SUN proteins (Razafsky and Hodzic, 2009). Unlike control cells, nesprin-depleted cells showed no significant formation of actin caps upon shear stimulation (Fig. 2-6C), with a larger defect in nesprin3-depleted versus nesprin2giant-depleted cells. These results suggest that both LINC complexes and an intact nuclear lamina are required for the anchorage/formation of actin-cap fibers to the apical surface of the nucleus and subsequent stabilization by shear flow stimulation, and highlight the distinctive response of actin-cap fibers compared to conventional stress fibers.
Figure 2-6: Shear-induced actin cap formation is mediated by LINC complexes and nuclear lamin A/C. (A and B) Percentages of Lmna+/+ and Lmna−/− MEFs featuring an organized actin cap (A) and organized basal stress fibers (B) in cells cultured in the absence/presence of shear flow of shear stresses of 0.05 dyn/cm² and 5 dyn/cm² applied for 5 min. Significances in main panels compare unshocked cells (black bars) to sheared cells (patterned bars). Inset graphs show same bars but compare differences between Lmna+/+ and Lmna−/− cells within the same shear condition. (C and D) Percentages of scramble control, nesprin2 giant, and nesprin3 knockdown C2C12 cells featuring an organized actin cap (C) and organized basal stress fibers (D) in cells with the absence/presence of shear. Significances in main panels compare unshocked cells (black bars) to sheared cells (patterned bars) using two-way ANOVA tests. Inset graphs show same bars but compare differences between control and nesprin knockdown cells subjected to the same shear stress. For all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. Three independent experiments were conducted to quantify a total of 150 cells per condition. Figure reproduced with permission from reference (Chambliss et al., 2013a).
2.4 Discussion

Mechanical forces play a critical role in many cellular functions, including differentiation, motility, and homeostasis. Cells’ inability to properly sense these forces may contribute to the progression of diseases such as muscular dystrophy and cancer. How extracellular forces are transduced from the extracellular milieu to the nuclear genome remains poorly understood. It is unclear if there is a physical pathway, as opposed to a biochemical pathway, that could contiguously transduce mechanical forces from the extracellular milieu to the nucleus. Due to its direct connectivity, such a physical pathway could mediate quick cellular responses to extracellular forces.

My results suggest that a small subset of actin fibers, those uniquely connected to the nuclear envelope through LINC complex molecules nesprin2giant and nesprin3 and forming the perinuclear actin cap, dominate cytoskeletal responses to low physiological stresses. At shear stresses as low as 0.01 dyn/cm², comparable to low shear stresses induced by interstitial flow in connective tissues, actin cap fibers form within 30 seconds, which was found to be orders-of-magnitude faster than biochemical stimulation with serum addition. Moreover, fibers of the perinuclear actin cap can disassemble upon flow cessation many orders-of-magnitude faster than following serum starvation.

My results indicate that actin cap fibers respond more rapidly and more dynamically to shear flow than conventional actin stress fibers at the basal surface of cells. These basal fibers only assemble for flow-induced shear stresses at least 50 times larger than required for the formation of actin cap fibers, comparable to shear stresses induced by blood flows. This biphasic response is mediated by focal adhesion protein zyxin at low shear stresses, but not at high shear stresses. Additionally, I observed approximately 80% recovery in organized actin caps – from approximately 50% before serum-starvation (Fig. 2-4B) to approximately
20% after serum-starvation (Fig. 2-4B) to approximately 40% after application of maximum shear (Fig. 2-2N). At the basal actin level, I only observed approximately 50% recovery in stress fibers – from approximately 80% before serum-starvation (Fig. 2-4B) to approximately 20% after serum-starvation (Fig. 2-4B) to approximately 40% after application of maximum shear (Fig. 2-2N).

My results suggest the possible existence of an entirely physical pathway for the transduction of mechanical forces from the extracellular milieu to the nuclear genome. This physical pathway contains five contiguous subcellular elements: actin-cap associated focal adhesions terminating contractile perinuclear actin cap fibers (Kim et al., 2012), which are anchored to the nuclear envelope through nesprin2giant and nesprin3 of LINC complexes at the nuclear envelope, which are in turn connected to the nuclear lamina and genome through SUN proteins via KASH-SUN protein interactions and lamin A/C.

Focal adhesions connected specifically to the actin cap (actin cap associated focal adhesions, or ACAFAs) are involved in cell mechanosensing over a wide range of substrate stiffness values (Kim et al., 2012). Interestingly, depletion of zyxin had no significant effect on the response of ACAFAs to changes in substrate compliance compared to control cells, while FAK was found to be a key mediator for mechanosensing. In my current work, actin cap formation was regulated by zyxin at low shear, while FAK did not play a role at any tested shear stress. Therefore, I speculate that FAK has a larger mechanosensing role, while zyxin has a larger mechanotransducing role. This role for zyxin is consistent with previous works (Yoshigi et al., 2005). The results concerning focal adhesion protein talin also raise interesting questions. Cells depleted of talin showed no significant actin cap formation in response to shear. However, talin-depleted cells also surprisingly showed a slightly higher percentage of cells with organized actin caps compared to control cells. In this respect, talin
could also be considered an inhibitor of actin cap formation. Because the knockdown increased the frequency of actin caps before shear, it is possible that shearing was not sufficient to increase actin cap formation any further.

I observed a lower impact of nesprin2giant depletion than nesprin3 depletion when quantifying actin organization in response to shear flow. This is interesting, as nesprin2giant is known to have an actin-binding domain, while nesprin3 is known to lack an actin-binding domain and binds instead primarily to intermediate filaments. However, recent work by Lu et al. shows that nesprin3 is able to functionally associate with the actin-binding domains of nesprins 1 and 2 and may support my findings (Lu et al., 2012). Additionally, lamin A/C-depletion had by far the strongest effect on actin cap formation of any of my protein knockdowns and had a notably higher impact than both nesprin2giant and nesprin3 depletion. This could be due to the fact that LINC complexes have been shown to be “fluid” in nature (Ostlund et al., 2009). Nesprin2giant may be able overcompensate when nesprin3 is depleted, and vice versa (Khatau et al., 2012a). After depletion of one of the nesprins, the other may have been able to overcompensate and help to connect some moderate organization of actin. Without lamin A/C, however, the cells were unable to respond at all.

In contrast to actin-cap fibers, which are physically anchored to the nuclear lamina through LINC complexes at the nuclear envelope, basal stress fibers have no direct connections to the nucleus. Therefore, I speculate that low shear stresses only activate the actin cap-based physical pathway described above, while high shear stresses engage both this LINC/actin-cap-based physical pathway and previously established biochemical pathways (Tzima et al., 2005).
While a physical pathway mediating mechanotransduction has been long speculated to exist and is believed to involve focal adhesions and the actin network (Ingber, 2003; Wang et al., 2009), these results identify that only a small subset of actin filaments – the LINC-anchored perinuclear actin-cap fibers – both directly connect to the nuclear lamina and participate in cellular response to flow-induced shear stresses.
CHAPTER 3: Interstitial Flow Within a Three-Dimensional Matrix

After proposing the role of the actin cap in two-dimensional flow conditions, it remained to be determined how cells sense external fluid forces in three-dimensional environments. Indeed, fibroblasts are thought to be most often suspended in a three-dimensional extracellular matrix. In these environments, interstitial fluid flow is a key player.

3.1 Introduction

In contrast to vascular flow, which is high in velocity (on the order of cm/s) and runs over the apical surface of cells, interstitial fluid flow is much slower and moves around cells in all directions (Rutkowski and Swartz, 2007). Interstitial flow is slower due to the high resistance of the extracellular matrix and has been measured to values between 0.1-4 µm/s (Chary and Jain, 1989; Dafni et al., 2002). In addition to fibroblasts, tumor cells, immune cells and adipocytes are also naturally exposed to interstitial flow (Rutkowski and Swartz, 2007).

The flow is driven by a pressure difference, \( P_{\text{blood}} - P_{\text{lymphatic}} \), which causes plasma to seep out of blood vessel walls and drain to the lymphatic system. Consequently, the process is important for transporting proteins and guiding cell migration. However, the actual stresses experienced by the cells can have major impacts as well. Because the cells embedded in the extracellular matrix are exposed to the flow on all sides, forces both shear (over the surface) and normal (perpendicular to the surface) come into play (Rutkowski and Swartz, 2007).

Interstitial flow velocities in vivo are very difficult to measure because the flow is slow and heterogeneous throughout living tissue. The few groups who attempted to perform such
measurements were only able to measure flow very close to the tissue surface using techniques such as fluorescence recovery after photobleaching (FRAP) and nuclear magnetic resonance (NMR) (Chary and Jain, 1989; Dafni et al., 2002). Unfortunately, these experiments may only be performed in anesthetized animals, and the anesthesia most likely induces changes in blood pressure and lymphatic pumping that significantly affect interstitial fluid velocities (Rutkowski and Swartz, 2007). A potentially more convenient method to estimate flow velocity is Darcy’s law for calculating flow with low Reynolds number through porous media (Levick, 1987), which is defined as:

\[ \nu = \frac{-K \times \Delta P}{L} \]

Here, \( \nu \) is the bulk fluid velocity, \( K \) is the hydraulic conductivity, and \( \Delta P \) is the pressure drop over length \( L \) of the porous medium. This method may be more convenient because interstitial pressures and hydraulic conductivity can often be more readily and reliably measured than the fluid velocity itself (Rutkowski and Swartz, 2007).

Interstitial flow may be a key component of cancer progression because it can redistribute cytokine gradients that guide tumor cell migration (Fleury et al., 2006). In tumors, lymphatic pressure is higher than in normal tissues (10 – 20+ mmHg versus <10 mmHg) (Rutkowski and Swartz, 2007). This causes a lower driving force for interstitial flow from the blood into the tumor, and the result is a net flow out of the tumor into the surrounding tissue. This may promote tumor invasion and metastasis in addition to making therapeutic delivery to the tumor difficult. These subjects have not been extensively explored, likely due to the increased difficulty of culturing and observing cells in three dimensions. Thus, much remains to be elucidated.
The previous chapter details a study of the mechanotransductive role of the actin cap on two-dimensional substrates. Fibroblasts fully embedded within a three-dimensional collagen I matrix exhibit structures that are topologically different, but functionally similar to, the actin caps of cells on two-dimensional substrates (Khatau et al., 2012a). In this 3D case, thick actin filament bundles radiate from the perinuclear region in all directions and form highly polarized pseudopodial protrusions that drive cell motility (Khatau et al., 2010). Interestingly, LINC complexes were shown to play a minimal role in migration in two dimensions, but implicated a critical role in actin cap organization and cell migration in a 3D matrix (Khatau et al., 2012a). Additionally, further studies recently identified the important roles of focal adhesions and actin protrusion-associated proteins in three-dimensional cell motility (Fraley et al., 2012; Fraley et al., 2010; Giri et al., 2013). Thus, I sought to combine these three-dimensional migration studies with an added fluid flow element to determine how 3D interstitial flow affected cancer cell migration.

3.2 Materials and Methods

3.2.1 Cell culture

HT-1080 cells (American Type Culture Collection) were cultured in Dulbecco’s modified Eagle’s medium (Mediatech) supplemented with 10% (v/v) fetal bovine serum (HyClone Laboratories) and 0.1% (v/v) gentamicin (Quality Biological). Cell medium for cells shRNA-knocked down of protein cdc42 was supplemented with puromycin (Sigma-Aldrich) at 1 µg/ml. All cells were maintained at 37°C in a humidified, 5% CO₂ environment during culture and live-cell imaging experiments. Cells were passaged every 2–3 days for a maximum of 20 passages for wild type and 2 weeks for transfected cells. Cdc42 protein was depleted using shRNA technology as described by Giri et al (Giri et al., 2013).
3.2.2 Gel preparation

HT-1080 cells were embedded in three-dimensional collagen I matrices as described previously (Fraley et al., 2010). Briefly, a cell suspension in culture medium at 40,000 cells/ml was mixed at a 1:1 (v/v) ratio with reconstitution buffer [0.2 M 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) and 0.26 M NaHCO\textsubscript{3} in distilled water]. This cell density was chosen in order to have a sparse cell solution that allowed for the clear identification and tracking of isolated cells. The mixture was then combined with soluble rat-tail collagen I (BD Biosciences) to obtain a final collagen I concentration of 6 mg/ml. This collagen concentration was selected because it could hold up well to fluid flow and represented the stiffer end of physiological collagen densities (Shumaker et al., 2006). Therefore, it is likely that this concentration is present in tumor cell environments, which are stiffer than healthy tissue (Taniura et al., 1995). Finally, NaOH was added at a 1 M concentration, and the solution was mixed carefully to prevent bubble formation. 100 µl of the solution was immediately pipetted into a 3DKUBE™ cell chamber (KIYATEC Inc.) with an imaging port on the bottom as shown in Figure 3-1. The chamber was sealed with luer plugs on each side to maintain the position of the gel and to prevent leaking into the inlet and outlet sides of the chamber. The chamber was then transferred to an incubator maintained at 37°C for gel polymerization. Cells were allowed to spread through the gel overnight, and fresh, warmed medium was added on top of the gel 2 hours before imaging experiments.

3.2.3 Drug treatments and shRNA protein depletion

For drug treatments, HT-1080 cells were embedded in collagen gels as described above, and drug medium was added over the gels 8 hours before live cell overnight experiments. Drug medium consisted of either Src-family kinase inhibitor PP2 (Calbiochem)
at a final concentration of 30 µM, Pak1 inhibitor IPA3 (Sigma-Aldrich) at 5 µM, or Rac1 inhibitor NSC23766 (Calbiochem) at 10 µM. All drugs were dissolved in DMSO, and an appropriate non-drug containing DMSO medium was used as a control for wild-type cells. Flow medium also contained the drug of interest in order to maintain drug effect throughout the overnight experiments.

Rho GTPase cdc42 was knocked down as described previously by Giri et al (Giri et al., 2013). Cdc42 knockdown cell experiments were performed just as wild-type experiments except that culture medium was supplemented with 1 µg/ml puromycin to aid in knockdown selection.

3.2.4 3D flow apparatus

To prepare the flow experiment, an empty 3DKUBE™ was attached on both sides with pre-sterilized inlet and outlet tubing. The inlet tubing was attached to a syringe pump, while the outlet tubing was placed in an empty beaker for waste collection. The 10 ml, 14.5 mm diameter syringe was filled with pre-warmed cell culture medium, and then the syringe pump was turned on to prime the entire system with this medium. Once the inlet and outlet lines were filled with medium, both lines were clamped with ratchet clips and the empty 3DKUBE™ was disconnected from the system and carefully replaced with the cell and gel-filled 3DKUBE™ without luer plugs. This process was performed very carefully to prevent bubble formation within the lines or chamber. The syringe pump was set to 45.24 µl/h, which corresponded to a desired physiological fluid velocity of 1 µm/s across the chamber (Rutkowski and Swartz, 2007).

3.2.5 Live-cell microscopy, image acquisition, and data collection

The cell chamber was transported to a microscope chamber system maintained at 37°C, 5% CO₂, and 95% relative humidity.
Figure 3-1: Three-dimensional flow set-up. Cells were suspended in collagen gels within a 3DKUBE™ cell chamber (KIYATEC Inc.). The inlet port of the chamber was attached by tubing to a syringe pump, which flowed a constant stream of pre-warmed media at 45.24 µl/h into and out of the chamber. This flow rate corresponded to a flow velocity of 1 µm/s across the three-dimensional cell environment. The cell chamber was placed within a microscope incubator for overnight live imaging of cell movements. Schematic not drawn to scale.
Phase contrast images were recorded every 2 minutes over the course of 16 hours using a Cascade 1K CCD camera (Roper Scientific) mounted on a Nikon TE2000 microscope with a 10x objective lens. After data collection, single cells were tracked using MetaMorph imaging software (Molecular Devices Corp.). Cell speed, persistence, mean squared displacement, and protrusion measurements were calculated using customized Excel macros and MATLAB scripts as described previously by Giri (Giri et al., 2013) and Fraley (Fraley et al., 2012; Fraley et al., 2010).

3.2.6 Statistical analysis

Mean values, standard error of measurement, and statistical analysis for all data shown were calculated and plotted using GraphPad Prism (GraphPad Software). All bars and data points show mean and SEM values of at least three independent experiments per experimental condition. At least 50 cells were tracked and examined for all conditions. Where appropriate, the following statistical analyses were used to compare means: two-tailed unpaired t-tests, one-way ANOVA analyses with Tukey post-tests, and two-way ANOVA analyses with Bonferroni post-tests. In all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. The significance value α = 0.05 was used for all significance tests.

3.3 Results and Discussion

Once the three-dimensional flow apparatus was assembled, phase contrast microscope images were collected every 2 minutes over the course of the 16-hour overnight live cell experiments, and cells were tracked using software as described above. I initially asked whether interstitial flow would cause cells to migrate faster than cells in static conditions, as the cells’ movements could perhaps be enhanced and encouraged by fluid flow within the matrix. After averaging and comparing the distance traveled of the cells
between each 2-minute frame, no statistically significant difference was observed in cell velocity in static versus flow conditions (Fig. 3-2A).

Additionally, measurements of persistent time and distance, which represent the average time and length a cell travels before changing the direction of its trajectory, proved similar among static and flow conditions (Fig. 3-2, B and C). However, after observing several cell trajectories while tracking, I noticed that cells under fluid flow often moved much farther than cells under static conditions (Fig. 3-3). Cells under static conditions often exhibited a “back-and-forth” phenotype and would move repeatedly through the same tracks in the matrix, while cells under flow tended to push forward in a given direction and did not often retrace their movements.

Further quantitative analysis confirmed these observations, as cells experiencing fluid flow indeed moved 1.5 to 2 times farther from their initial starting point as measured by maximum distance from the origin (Fig. 3-4A) and final distance from the origin (Fig. 3-4B). Additionally, mean squared displacements (MSD) were quantified at short time scales (16 min., Fig. 3-4C) and long time scales (1 h, Fig. 3-4D, and 3 h, Fig 3-4E) for both conditions. These values represent the extent of random motion or the amount of space “explored” randomly by the cells at short and long times. At short time scales, cells under flow did not show much deviation from control cells in static conditions (Fig. 3-4C). However, at longer time scales, cells under flow did show statistically significant increases in MSD (Fig. 3-4D and E).

Three-dimensional cell motility is often increased by enhanced pseudopodial activity at the cell periphery. This activity is characterized by initiation and growth of cellular protrusions, which are able to reach and pull into the matrix to gain traction in order to become more motile (Fraley et al., 2012; Fraley et al., 2010; Giri et al., 2013).
Figure 3-2: Interstitial flow does not affect conventional 3D motility parameters. (A) Average random-motility velocity of wild-type HT-1080 cells in static (white bars) and flow (1 µm/s, black bars) conditions. (B and C) Average persistent time (B) and persistent distance (C) of migration of cells through the matrix in the same static and flow conditions. Here, a persistent move is defined as the length (>10 µm) traveled by a cell before it makes a significant change in direction (angle between previous direction and new direction <70°), as described by Fraley et al (Fraley et al., 2010). Persistent time is the duration of a persistent move, and persistent distance is the distance traveled by a cell during a persistent move. Significances compare cells under flow conditions (black bars) to cells in control static cells (white bars) using t-tests. For all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 50 cells per condition.
Figure 3-3: Cells under interstitial flow conditions exhibit more persistent movements. Typical trajectories of wild-type HT-1080 in static (top panels) and flow (1 µm/s, bottom panels) conditions. Cells in static conditions tended to travel back and forth in their own tracks, while cells in flow conditions tended to move more persistently in a single direction. However, these persistent motions were not necessarily aligned with the direction of fluid flow.
Figure 3-4: Interstitial flow prompts cells to travel farther from their origin. (A and B) Average maximum (A) and final (B) distances traveled by cells from their original position within the imaging frame at the start of imaging in both static (white bars) and flow (1 µm/s, black bars) conditions. (C-E) Average mean squared displacements (MSD) at time lags of 16 min (C), 1 h (D), and 3 h (E) exhibited by cells in both static (white bars) and flow (1 µm/s, black bars) conditions. Significances compare cells under flow conditions (black bars) to cells in control static cells (white bars) using t-tests. For all data shown, ***, ***, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 50 cells per condition.
Because cells under flow tended to move more unidirectionally, I hypothesized that these cells created protrusions mostly along the axis of movement. To test this hypothesis, I determined the time-dependent angular distribution of all protrusions along the cell periphery during the 16 hour experiments as described in Materials and Methods and by Fraley et al (Fraley et al., 2012). Under static conditions, cells formed protrusions in an isotropic manner, with protrusions formed with equal probability across all sides of the cell (Fig. 3-5A, left panel). In contrast, the angular distribution of protrusions in cells under flow was significantly more polarized (Fig. 3-5A, right panel), suggesting that protrusions, predominantly in one forward direction, allowed cells under flow to move more persistently.

I asked whether the cell movements under flow were aligned with the direction of the applied fluid flow, hypothesizing that enhanced persistence was caused by the interstitial flow physically pushing the cells along with it. For each cell movement between each 2-minute frame of view, I determined whether or not the move was aligned in the positive direction of flow and plotted the average fraction of moves in direction of fluid flow (Fig. 3-5B). Interestingly, cells under flow showed movements that were no more aligned in the flow direction than cells in static conditions. This result was also apparent from assessment of cell tracks (Fig. 3-3); although cells appeared more persistent under flow, they did not necessarily make those persistent movements in the direction of fluid flow.

The cell persistence under flow did not seem to be caused by simply the physical pushing forces of the flow itself, so I asked whether up-regulation of Rho GTPases, which are known to enhance polarization and persistence of migration, were involved. Cells were treated with PP2, an Src-tyrosine kinase family inhibitor, IPA3, a p-21 activated kinase inhibitor, or NSC23766, a Rac1 inhibitor. Alternatively, cells were shRNA depleted of cdc42, a Rho GTPase which regulates filopodia formation (Nobes and Hall, 1995).
Figure 3-5: Cells under interstitial flow show more polarized protrusions but do not necessarily travel along the direction of flow. (A) Angular distributions of pseudopodial protrusions displayed by wild-type HT-1080 cells over a 16-h observation time for both static (left plot) and flow (1 µm/s, right plot) conditions. For each case, the direction of the first recorded protrusion is arbitrarily chosen as the positive y direction for the plot. Axis labels represent the fraction of protrusions across all measured cells in each case which occurred in each radial direction about the centroid of the cells. Methods are detailed further by Fraley et al (Fraley et al., 2012). Results are summarized from the analysis of at least 100 protrusions and 8 cells for each condition. (B) Average fraction of moves by the cells toward the direction of fluid flow in both static (white bar) and flow (1 µm/s, black bar) conditions. For each cell, this fraction was calculated by counting the number of movements between two-minute frames in which the cell moved in line with the flow (negative y direction of the frame, as shown in Fig. 3-5) and dividing it by the total number of two-minute frames captured in 16 h. Means from the two conditions were compared using a t-test and the difference was found to be not statistically significant using α=0.05. At least three independent experiments were conducted to quantify the moves of at least 50 cells per condition.
In static conditions, these treatments had no major effects on cell velocity, with the exception of PP2, which significantly decreased cell velocity (Fig. 3-6A). Rho GTPase inhibition did, however, decrease maximum and final distances from the origin (Fig. 3-6, B and C) as well as mean squared displacements at all time-scales (Fig. 3-6, D – F). Upon initiation of flow, cells with inhibited PAK, Rac1, and cdc42 were all unable to respond to flow with more persistent movements away from the origin as wild-type control cells did. In contrast, Src-tyrosine kinase inhibition by PP2 showed similar increases in persistence to wild-type cells, though these distances and mean squared displacements were not able to reach wild-type levels (Fig. 3-6).

Figure 3-7 illustrates the FAK1 signaling pathway for cytoskeletal organization and cell motility. Taken together, my results suggest that this pathway must be interrupted upstream at the FAK-Src complex in order to abrogate cell motility response to an interstitial flow stimulus. Interrupting the pathway downstream at the Rac, cdc42, and PAK1 stages slowed migration but did not stop cells from moving more persistently in response to fluid flow. These results further imply that inhibiting cytoskeletal organization disables cells in their ability to respond to mechanical stimuli. This same notion was confirmed in the two-dimensional studies in Chapter 2.
Figure 3-6: Rho GTPases and associated proteins are required for cells to become more persistent in response to interstitial flow. (A-C) Average cell velocity (A), maximum displacement from the origin (B), and final distance from the origin (C) for wild-type HT-1080s and cells treated with various drugs or shRNA protein depletion to inhibit Rho GTPase-related proteins, as described in the box. (D-F) Average mean squared displacements (MSD) at time lags of 16 min (D), 1 h (E), and 3 h (F) for the same conditions. For all panels, significance stars compare static control (white bars) to flow (1 µm/s, black bars) conditions within each treatment type using two-way ANOVA tests. For all data shown, ***, **, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α = 0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 50 cells per condition.
Figure 3-7: The FAK1 signaling pathway and inhibition effects on 3D cell motility under interstitial fluid flow. The FAK1 signaling pathway contains many steps to ultimately control cell motility and cytoskeletal organization. Only the upstream inhibition of Src by PP2 allowed cells to respond to interstitial flow similarly to wild-type cells. Inhibiting cytoskeleton organizers Rac, cdc42, and Pak1 both slowed migration and restricted cells from becoming more persistent upon the initiation of interstitial flow.
CHAPTER 4: Simultaneously Defining Cell Phenotypes, Cell Cycle, and Chromatin Modifications at Single-cell Resolution

Through the studies described in Chapter 2, I found that the actin cap formed in response to fluid shear stress; however, I had not yet determined if or how the actin cap and associated LINC complex proteins regulated gene expression in the nucleus. Therefore, I next sought to investigate the role of these elements in epigenetics, or chromatin-associated modifications, which regulate gene expression without altering underlying nucleotide sequences. For the study described here, I looked specifically at acetylation of histones.

4.1 Introduction

In the nucleus, DNA packages into chromatin by wrapping around nucleosomes consisting of two copies each of nuclear histones H2A, H2B, H3 and H4. The reversible modification of these histones by acetyl-groups plays a key role in modulating chromatin conformation (Strahl and Allis, 2000). Low levels of histone acetylation correspond to compact chromatin conformation (heterochromatin) and low transcriptional activity, while high levels of histone acetylation correspond to open chromatin conformation (euchromatin) and high transcriptional activity. Acetylation levels are determined by the balancing activity of histone acetyltransferase enzymes (HATs) and histone deacetylase enzymes (HDACs) (de Ruijter et al., 2003; Zhang and Dent, 2005).

In order to relate histone acetylation with actin organization or LINC complex expression, a single-cell method was necessary. Conventional techniques to study chromatin-associated modifications, and specifically histone acetylation, include Western blotting (Chavez-Blanco et al., 2005), flow cytometry (Ronzoni et al., 2005), immunohistochemistry
(Seligson et al., 2005), and genomic methods such as chromatin immunoprecipitation (Esteller, 2007; Fraga et al., 2005). Western blotting approaches yield only relative, bulk-averaged acetylation values, and while genomic approaches provide locus-specific modification status at high-resolution, they also rely on information averaged over a population of cells. Both of these approaches fail to recognize the potential heterogeneity of acetylation within a cell population. Flow cytometry attempts to capture cellular heterogeneity, but, like Western blotting and genomic methods, requires cells to be detached from their substrate before analysis. This eliminates the ability to simultaneously obtain information about cell phenotypes, including cell and nucleus morphology, cytoskeleton content, etc. Moreover, flow cytometry is unsuitable to assess adherent cells. Immunofluorescence and immunohistochemistry resolve these limitations but are low-throughput. Additionally, as more novel cancer therapies are developed to target the epigenome, it is important to recognize that drug treatment often causes highly diverse cellular responses within different areas of a heterogeneous tumor (Heppner, 1984; Marusyk and Polyak, 2010). Techniques to analyze chromatin modifications thus may require high-throughput, single-cell resolution to accurately screen for new therapies.

Here I developed, tested, and validated a new microscopy-based assay to measure global histone H3 acetylation levels of thousands of individual cells and simultaneously measure, in the same cells, a variety of cell phenotypic properties, including cell and nucleus morphology, cytoskeletal content and cell-cycle phase. The ability to simultaneously measure the DNA content in the nucleus of cells allowed me to also determine the extent of variations in histone modifications displayed by cells with identical DNA content, and I quantitatively assessed whether these variations predicted phenotypic variations of the cells. Finally, I also determined how global histone acetylation varied with total DNA content in
the nucleus and then quantified extents of phenotypic variations and associated epigenetic variations within the same cell-cycle phase without error-prone forced cell synchronization.

4.2 Materials and Methods

4.2.1 Cell culture and drug treatments

C2C12 mouse myoblast cells and MDA-MB-231 human breast adenocarcinoma cells were cultured in DMEM (Mediatech) supplemented with 10% fetal bovine serum (HyClone Laboratories) and 100 units of penicillin/100 µg of streptomycin (Sigma-Aldrich). All cells were maintained at 37°C in a humidified, 5% CO₂ environment. Cells were passaged every 2-3 days for a maximum of 20 passages.

Trichostatin A (TSA, Sigma-Aldrich) was dissolved in stock DMSO and then added to the culture medium for a final drug concentration of 100 nM. A DMSO control condition was used with an equal volume of DMSO to that used in the drug medium (approximately 1:500).

Cells were seeded overnight in 24-well glass bottom plates (MatTek Corp.) at a density of 5,000 cells per well. After 16 hours, medium was aspirated, cells were rinsed once with Hank’s Balanced Salt Solution (Life Technologies), and control, serum-free, or drug medium was added. Cells were then allowed to incubate for an additional 24 hours before fixation.

4.2.2 Immunofluorescence staining and microscopy

Cells were fixed in 3.7% formaldehyde for 10 minutes and subsequently permeabilized for 10 minutes with a PBS solution containing 0.1% sodium azide, 0.5% Triton X-100, and 1% bovine serum albumin. Cells were then blocked with 10% goat serum in PBS for 1 hour before overnight incubation with a primary antibody at 4°C. Anti-acetyl-histone H3 (lys9) and anti-acetyl-histone H4 (lys12) antibodies (EMD Millipore) and anti-
histone H3 (Sigma-Aldrich) were used at 5 µg/ml. After washing, the cells were incubated for 2 hours in a secondary solution containing Hoechst 33342 at 1:50, Alexa Fluor 488 phalloidin at 1:40, and Alexa Fluor 568 goat-anti-rabbit secondary antibody (all from Life Technologies) at 1:200. Fluorescent images were collected using a Luca-R EMCCD camera (Andor Technology) mounted on a Nikon TE2000 microscope with a 20x Plan Apo objective (N.A. 0.75). Cells were imaged at constant exposure time and the same camera settings within each fluorescent channel. Within each well of the 24-well glass bottom plates, a 9-by-9 grid of microscope stage positions with 0.65-mm offset spacing in all directions was scanned for a total of 81 non-overlapping images per well.

4.2.3 Microscope image calibration and analysis

To accurately measure intensity in the wide-field fluorescent microscope, acquired fluorescent images were calibrated via two measurements of intensity: background intensity and non-uniform intensity response (Chen et al., 2013). The background intensity, $I_B$, was estimated by acquiring an image under no light (no fluorescent excitation) for each fluorescent channel using the same exposure time used for imaging the cells. The non-uniform intensity response is wavelength-dependent and was realized for each fluorescent channel by imaging the intensity distribution, $I_{NR}$, over different pixels in an aqueous well-mixed solution of Hoechst 33342 and DNA from salamander testes (Hoechst 33342 only emits fluorescence effectively when bound to DNA), FITC, and Alexa Fluor 568 dye. Following subtraction of background intensity, this intensity distribution was further normalized by its mean to obtain the normalized pixel-dependent intensity responsive gain, $I_G$, from the following equation:

$$I_G = (I_{NR} - I_B) / \langle (I_{NR} - I_B) \rangle.$$
Here, $<X>$ represents the mean of variable $X$. The calibrated stained cell images, $I_c$, were obtained through the following equation from the raw image, $I_r$:

$$I_c = (I_r - I_b)/I_G.$$  

A customized MATLAB program was created to process images. Cells were segmented using phalloidin actin staining, and nuclei were segmented using Hoechst 33342 DNA staining. The program allowed for the quantification of fluorescence intensities in a pixel-by-pixel manner for each fluorescent channel. For both Hoechst 33342 and histone-stained images, intensity parameters were measured only inside the traced nuclear regions. In this manner, DNA content, and therefore cell-cycle phase, was quantified for each nucleus (Chen et al., 2013). For phalloidin-stained images, intensity was measured only inside the traced cellular regions. Cell circularity values were calculated as $4\pi A/P^2$, where $A$ is the area and $P$ is the perimeter of the cellular segment. In this manner, circularity ranges from 0 to 1 and approaches 1 for a perfectly circular cell.

In order to divide cellular populations into cell cycle phases, DNA summation intensity distributions were normalized by the fluorescence intensity corresponding to the location of the first large peak, assumed to be the $G_1$ peak. After normalization, any cells with a value of DNA content less than 1.2 were assumed to be in the $G_0/G_1$ phase, any cells with a value of DNA content greater than 1.8 were assumed to be the $G_2/M$ phase, and any cells with DNA content falling in between 1.2 and 1.8 were assumed to be in the $S$ phase. Additionally, in order to prevent any cellular debris from being included in analysis, data were gated such that any recognized objects with normalized DNA content less than 0.2 or greater than 2.8 were eliminated.
4.2.4 Histone extraction and Western blotting

For Western blots, cells were harvested and washed with PBS supplemented with 5mM sodium butyrate to retain levels of histone acetylation. Cells were lysed with PBS containing 0.5% Triton X-100, 2 mM phenylmethylsulfonyl fluoride, and 0.02% sodium azide. After centrifugation, the pellet was resuspended in 0.2 N hydrochloric acid overnight at 4°C to obtain histones by acid extraction. The Bradford assay (Bradford, 1976) was used to determine the protein concentration of each sample so that equal amounts were loaded into the precast 12% polyacrylamide gels (Bio-Rad). Sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) was performed at 250 V for 30 minutes at 4°C to separate protein samples before transferring gels onto 0.2-μm nitrocellulose membranes (Bio-Rad). Membranes were then blocked with 5% powdered milk in TBS-Tween for 1 hour, followed by an overnight primary of 0.05 μg/ml anti-acetyl-histone H3 (EMD Millipore) at 4°C. After 2 hours of incubation with secondary antibody, blots were developed with an Immun-Star™ HRP chemiluminescence kit (Bio-Rad). Gels were also stained with Coomassie Blue as loading controls. Both gels and membranes were imaged with a Bio-Rad ChemiDoc™ XRS+ imaging system, and all bands were quantified by relative intensity using Bio-Rad Image Lab™ software. The entire histone extraction and Western blot process was performed on two separate occasions from two sets of independent biological samples, and relative intensity values were averaged.

4.2.5 Statistical analysis

Mean values, standard error of measurement, and statistical analysis for all data shown were calculated using Microsoft Excel and plotted using GraphPad Prism (GraphPad Software). For all experiments, at least two independent biological trials were conducted for at least 200 cells per condition (see number of cells analyzed for each experiment in the
figure captions). Where appropriate, t-tests or one-way and two-way ANOVA analyses with Tukey and Bonferroni post-tests were used to compare means. In all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α=0.05 was used for all significance tests.

4.3 Results

4.3.1 Simultaneous measurements of cell phenotypes, cell cycle, and chromatin modifications at single-cell resolution

Even isogenic cells in culture dishes, which provide cells with a biochemically and biophysically uniform environment, tend to display an extremely wide range of cell and nucleus shapes and sizes, chromosomal organizations, cell-cycle duration, and cytoskeletal contents and architectures (Lazarides and Weber, 1974). The underlying molecular mechanism(s) leading to such wide phenotypic variations is unclear due to the unmet need to combine simultaneous molecular and phenotypic measurements at single-cell resolution. Cell-to-cell phenotypic variations in vivo and in vitro may stem from genetic and epigenetic variations, as well as variations in molecular compositions of cells in each cell-cycle phase, which are difficult to decouple from one another. Whether isogenic cells of identical DNA content in the same cell-cycle phase present the same global epigenome is unknown. I hypothesized that observed variations in cell phenotypes, in particular nucleus/cell size/shape and actin filament content in cells in culture could be explained, in part, by cellular variations in chromatin modifications.

To analyze acetylation on histone H3 and cell-cycle-dependent cell phenotypes of single, adherent cells, I developed a high-throughput cell phenotyping (htCP) assay capable of measuring global chromatin modifications, DNA content, and many morphological cell and nuclear properties (Fig. 4-1). C2C12 mouse myoblasts were seeded at controlled low
density and incubated for 1.5 days before being fixed and stained for nuclear DNA using Hoechst 33342, for acetylated histone H3 (AcH3, lys9) or acetylated histone H4 (AcH4, lys12) and for overall histone H3 content using corresponding primary antibodies, and for filamentous actin (F-actin) using phalloidin (Fig. 4-1, A and B). Cells were scanned using a 20X microscope objective with four fluorescent channels of an automated light microscope. The quantitative calibration and custom software developed to quantify fluorescence intensities to compute DNA content (and therefore cell cycle phase) and global acetylation per cell are detailed in Materials and Methods; over 1,000 cells were scanned in less than 15 minutes at single-cell resolution.

Delineation of cell and nucleus boundaries to compute shape and size were obtained from custom computer-aided segmentation based on the phalloidin stain at the cell periphery and the Hoechst 33342 stain of nuclear DNA. Segmentation was validated by comparing these results to those obtained by manual tracing of the same nuclei and cells (see Materials and Methods section and Fig. 4-2, C and D). Application of this single-cell assay enabled simultaneous measurements of distributions of a variety of parameters relating to histone acetylation (Fig. 4-1, E-G), cell cycle (Fig. 4-1, H and I), and cell and nucleus morphology (Fig. 4-1, J-N). My single-cell assay measured the DNA content of individual C2C12 cells, which at the population level showed the classical distribution in DNA contents delineating the G₀/G₁, S, and G₂/M cycle phases (Fig. 4-1, H and I). Measurements of fractions of cells in each cell-cycle phase were validated with conventional flow cytometry, which showed quantitative agreement (see Fig. 4-2, E and F).
Figure 4-1: Simultaneous measurements of relative histone acetylation, DNA content, and cell/nucleus morphology at single-cell resolution. (A-D) Typical micrographs showing nuclear DNA (A) and acetylated histone H3 (B) stains and corresponding heat maps of DNA intensity (C) and histone acetylation intensity (D) in each cell. Scale bar, 100 µm. (E-G) Distributions of overall histone H3 content per cell (E), global histone H3 acetylation per cell (F), and H3 acetylation normalized by overall histone H3 content per cell (G). (H-I) Distribution of DNA content per cell normalized by the fluorescence intensity at the G0/G1 peak (H) and the corresponding fraction of cells in the G0/G1, S, and G2/M cell cycle phases (I). Graph (I) shows the mean ± SEM. (J-N) Distributions of nucleus size (J), nucleus circularity (K), cell size (L), cell circularity (M), and F-actin content per cell (N). Two biological repeats of two duplicate samples were conducted for a total of 2309 cells for all panels. Figure reproduced with permission from reference (Chambliss et al., 2013b).
Figure 4-2: Validation of htCP methods. (A) Western blot comparing the expression of acetylated histone H3 in untreated control, serum-starved, DMSO control, and TSA-treated cells. Gels were stained with Coomassie Blue as a loading control. (B) Acetylated histone H3 expression relative to untreated control cells for serum-starved, DMSO control, and TSA-treated cells obtained with htCP intensity comparisons (white bars), the quantified Western blot (black bars), and the Coomassie Blue loading control (blue bars). (C and D) Images of 100 individual cells were manually traced to determine cell and nucleus areas, which were plotted against corresponding computer calculated areas for both the cell (C) and the nucleus (D) for each individual cell. Inset graphs compare overall average areas calculated from htCP (white bars) and manual segmentation (black bars). (E) Histograms depicting cell cycle distributions for sets of control C2C12s obtained via htCP intensity measurements (dashed curve) and conventional flow cytometry methods (solid black curve). (F) The fractions of cells in the G0/G1, S, and G2/M phases obtained with htCP (white bars) as compared to the same fractions obtained with flow cytometry (black bars). 8080 cells were analyzed by flow cytometry and 1155 cells were analyzed by htCP. Figure reproduced with permission from reference (Chambliss et al., 2013b).
Cell phenotypes showed wide distributions in all measured parameters, including a 
~10-fold range in nuclear size (Fig. 4-1J). The assay also revealed that C2C12 cells showed a
~20-fold range in global H3 acetylation (Fig. 4-1F, validation of measurements of relative
histone acetylation is presented below and in Fig. 4-2, A and B) and a ~30-fold range in
overall H3 content per cell (Fig. 4-1E). I also generated a normalized histone H3 acetylation
parameter by taking the ratio of acetylated histone H3 to overall histone H3 content per cell
(Fig. 4-1G).

4.3.2 Variations in histone acetylation predict variations in cell and nucleus morphology

I next investigated whether variations in histone acetylation were predictive of the
variations in morphological descriptors of the same cells (Fig. 4-3). I found a positive
correlation between global acetylation on histone H3 and DNA content (Fig. 4-3A) and
between global H3 acetylation and nucleus size (Fig. 4-3B). These correlations were further verified when the distributions of both DNA content and nucleus size were sub-divided into bins and average global histone H3 acetylation within each bin was statistically compared (inset graphs in Fig. 4-3). I also observed a less significant positive correlation between global H3 acetylation and cell size (Fig. 4-3C). These correlations may not be surprising because as cells go through their cell cycle (and DNA content increases), protein content most likely increases (including histone-associated enzymes), and nuclear size increases. Histone H3 acetylation was found to have no significant correlation with cell circularity (Fig. 4-3D). This last result suggests that only some phenotypic variations can be predicted by variations in histone acetylation.
Figure 4-3: Variations in histone acetylation predict variations in cell and nucleus morphology. (A-D) Global acetylation on histone H3 as a function of normalized DNA content per cell (A), nucleus size (B), cell size (C), and cell circularity (D) at single-cell resolution. (E-H) Acetylation on histone H3 normalized by overall histone H3 content per cell as a function of normalized DNA content per cell (E), nucleus size (F), cell size (G), and cell circularity (H) at single-cell resolution. Insets show the same data binned by the x-axis parameter (mean AcH3 ± SEM) and statistically compare each bin to the preceding bin using one-way ANOVA tests. Two biological repeats of two duplicate samples were conducted for a total of 1832 cells for all panels. Figure reproduced with permission from reference (Chambliss et al., 2013b).
4.3.3 Variations in normalized degree of acetylated histone

I next tested the hypothesis that these positive correlations, specifically among global histone H3 acetylation and DNA content and nucleus size, were in fact due to the overall content of histones increasing proportionally with DNA content and nucleus size. I normalized all global H3 acetylation values by overall H3 content of the same cells, having stained cells with both anti-acetyl histone H3 and anti-histone H3 antibodies simultaneously (Fig. 4-3, E-H).

After normalization, I found less significance in the relationships that had shown strong correlations before normalization (histone H3 acetylation with DNA, Fig. 4-3E, and histone H3 acetylation with nucleus size, Fig. 4-3F). In fact, these correlations showed maximum acetylation at midpoint values of DNA content and nucleus size, before acetylation began to decrease with larger DNA contents or nucleus sizes. Unexpectedly, normalized histone H3 acetylation decreased with increasing cell size (Fig. 4-3G). Moreover, normalized histone H3 acetylation showed a strong correlation with cell circularity when cell circularity was greater than 0.5 (Fig 4-3H). I note that cell circularity (shape) is a feature of adherent cells that becomes meaningless if assessed by conventional methods such as flow cytometry, since cells become essentially spherical when they are artificially detached from their substrate.

4.3.4 Variations in chromatin modifications for cells of same DNA content and same nucleus size

Although global histone acetylation was positively correlated with DNA content (Fig. 4-3A) and nuclear size (Fig. 4-3B), I asked whether these parameters would still vary for cells of highly similar DNA content or nuclear size, without additional cell manipulation. From the DNA content distribution (Fig. 4-1H), I isolated a narrow sleeve of cells within each of the three cell cycle phases G0/G1, S, and G2/M (Fig. 4-4A), with each sleeve
encompassing only 2-3% of the total range in DNA contents displayed by the entire cell population. Then, having held DNA content essentially constant, I examined the corresponding distributions of nucleus size (Fig. 4-4B), global acetylation of histone H3 (AcH3, Fig. 4-4C), and AcH3 normalized by overall histone H3 (Fig. 4-4D) within each sleeve and compared these distributions to the whole cell population (grey bars, Fig. 4-4).

Remarkably, a narrow span in DNA contents corresponded to wide spans of up to 77% of all measured nuclear size values (~4 fold variations), 88% of all global AcH3 values (~7-fold variations), and 86% of all normalized AcH3 values (~6-fold variations, see Table 4-1). Similarly, narrow sleeves of nucleus size (Fig. 4-4, E-H), global AcH3 (Fig. 4-4, I-L), and AcH3 normalized by overall H3 (Fig. 4-4, M-P) were isolated and the remaining three distributions were compared. Again, relatively large variations were observed in the three remaining parameters when one parameter was held essentially constant (Table 4-1).

I asked whether the positive correlations observed in Figure 4-3 held true within these narrow population slices. Although global AcH3 did not correlate with nucleus size in the narrow G0/G1, S, and G2/M DNA slices (Fig. 4-4Q), DNA content correlated with nucleus size when AcH3 was held constant (Fig. 4-4R), and AcH3 correlated with DNA content when nucleus size was held constant (Fig. 4-4S). These findings show the remarkable result that cells not only within the same phase of the cell cycle, but with essentially identical DNA content cultured in the same conditions can still display wide variations in chromatin-associated modifications, and these variations predict DNA content and nucleus size variations. I also note that the htCP assay measures cell phenotypes and histone acetylation in each phase of the cell cycle without forced cell synchronization using drugs, which are prone to artifacts by unintentionally affecting many other signaling pathways within the cell.
Figure 4-4: Heterogeneities in histone acetylation and nucleus size as a function of DNA content. (A-D) Narrow slices were computationally isolated from the DNA content distribution at each of the three cell cycle phases, G0/G1 (red, 221 cells), S (blue, 105 cells), and G2/M (green, 101 cells) (A). The distributions of nucleus sizes (B), histone H3 acetylation values (C), and histone H3 acetylation normalized by overall histone H3 content (D) were plotted for the whole cell population (grey bars) and for the cells in each of the three DNA content slices. (E-H) Narrow slices were isolated from the nucleus size distribution at small nucleus size (pink, 158 cells) and large nucleus size (yellow, 97 cells) (E). The distributions of global AcH3 values (F), normalized AcH3 values (G), and DNA contents (H) were plotted for the whole cell population (grey bars) and for the cells in each of the two nucleus size slices. (I-L) Narrow slices were isolated from the global AcH3 distribution at low acetylation (orange, 114 cells) and high acetylation (purple, 103 cells) (I). The distributions of normalized AcH3 values (J), DNA contents (K) and nucleus sizes (L) were plotted for the whole cell population (grey bars) and for the cells in each of the two AcH3 slices. (M-P) Narrow slices were isolated from the normalized AcH3 distribution at low acetylation (teal, 135 cells) and high acetylation (brown, 118 cells) (M). The distributions of DNA contents (N), nucleus sizes (O), and AcH3 values (P) were plotted for the whole cell population (grey bars) and for the cells in each of the two normalized AcH3 slices. For panels A-P, inset graphs show the same data with the y-axis magnified to better show distributions. (Q) Global histone H3 acetylation plotted with binned values of increasing nucleus size for each narrow slice of DNA content. (R) DNA content plotted with binned values of increasing nucleus size for each narrow slice of global histone H3 acetylation. (S) Global histone H3 acetylation plotted with binned values of increasing DNA content for each narrow slice of nucleus size. For Q-S, bars show mean ± SEM, and statistics compare bars to the preceding bar using one-way ANOVA tests. For all panels, two biological repeats of two duplicate samples were conducted for a total of 2309 cells in the overall population. Figure reproduced with permission from reference (Chambliss et al., 2013b).
Table 4-1: Data spans of DNA content, histone acetylation, and nucleus size from narrow cell populations

<table>
<thead>
<tr>
<th></th>
<th>% of cell population</th>
<th>% of DNA content values</th>
<th>% of all nucleus size values</th>
<th>% of all global AcH3 values</th>
<th>% of all norm. AcH3 values</th>
</tr>
</thead>
<tbody>
<tr>
<td>G₀/G₁ slice</td>
<td>9.6</td>
<td>2.9</td>
<td>36.6</td>
<td>31.7</td>
<td>43.7</td>
</tr>
<tr>
<td>S slice</td>
<td>4.6</td>
<td>2.9</td>
<td>77.1</td>
<td>40.6</td>
<td>47.1</td>
</tr>
<tr>
<td>G₂/M slice</td>
<td>4.4</td>
<td>2.8</td>
<td>38.0</td>
<td>87.9</td>
<td>85.6</td>
</tr>
<tr>
<td>Small nucleus size slice</td>
<td>6.8</td>
<td>47.5</td>
<td>2.9</td>
<td>41.4</td>
<td></td>
</tr>
<tr>
<td>Large nucleus size slice</td>
<td>4.2</td>
<td>70.0</td>
<td>2.7</td>
<td>86.7</td>
<td></td>
</tr>
<tr>
<td>Low AcH3 slice</td>
<td>4.9</td>
<td>56.6</td>
<td>58.6</td>
<td>2.8</td>
<td>25.7</td>
</tr>
<tr>
<td>High AcH3 slice</td>
<td>4.5</td>
<td>47.8</td>
<td>66.4</td>
<td>2.6</td>
<td>46.9</td>
</tr>
<tr>
<td>Low normalized AcH3 slice</td>
<td>5.9</td>
<td>81.6</td>
<td>65.6</td>
<td>50.1</td>
<td>2.9</td>
</tr>
<tr>
<td>High normalized AcH3 slice</td>
<td>5.1</td>
<td>72.7</td>
<td>69.5</td>
<td>82.8</td>
<td>2.9</td>
</tr>
</tbody>
</table>
4.3.5 Cell cycle-dependent histone acetylation following pharmacological treatment

To further demonstrate the versatility of my assay, I next examined what a cell treatment or stimulation intending to change one set of parameters would have on the other parameters. For instance, to affect DNA content and therefore cell cycle distribution, C2C12 cells were serum-starved for 24 hours, which is known to enrich cells in the G₀/G₁ phase, as confirmed (Fig. 4-5A, red curve and Fig. 4-5B, red bars). Serum starvation also significantly increased nuclear size (Fig. 4-5C, red bars), but surprisingly had little effect on global histone H3 acetylation (Fig. 4-5D, red bars). After normalization with overall histone H3 content, however, acetylation was significantly reduced by serum starvation (Fig. 4-5E, red bars). Serum starvation also significantly decreased F-actin content (Fig. 4-5F).

To target histone acetylation, C2C12s were separately treated with trichostatin A (TSA), a known HDAC inhibitor, for 24 hours. TSA treatment greatly increased both un-normalized and normalized histone H3 acetylation (Fig. 4D,E, purple bars) relative to treatment with the drug vehicle DMSO as a control (Fig. 4D,E, green bars). TSA treatment also dramatically shifted cell cycle distribution to the G₀/G₁ phase (Fig. 4A, purple curve and Fig. 4B, purple bars), increased nucleus size by almost 50% (Fig. 4C, purple bars), and almost doubled F-actin content (Fig. 4F, purple bars). These results illustrate the ability of the method to successfully measure histone acetylation, cell cycle distribution, and cell/nuclear morphology simultaneously in the same cells across a wide variety of conditions.

To further illustrate the applicability of the htCP assay, I subjected a different cell line, MDA-MB-231 human breast adenocarcinoma cells, to the analysis described above. My assay revealed a wide distribution of global acetylation on histone H3 complemented by positive correlations with DNA content and nucleus size (Fig. 4-6).
Figure 4-5: Histone acetylation as a function of cell cycle. (A) Cell-cycle distribution of untreated control cells (black bars), compared to that of serum-starved cells (red curve), TSA-treated cells (purple curve), and DMSO-treated cells (the drug-vehicle control for TSA, green curve). (B) Corresponding fractions of cells in the G0/G1, S, and G2/M cell cycle phases for each of the four conditions. (C-F) Average nucleus size (C), global histone H3 acetylation (D), histone H3 acetylation normalized by overall histone H3 content (E), and F-actin content (F) for the whole cell population as well as within each of the cell cycle phases for the same four conditions. For panels B-F, bars show mean ± SEM, and statistics compare each condition to the untreated control (black bars) using two-way ANOVA tests. For all panels, two biological repeats of two duplicate samples were conducted for a total of 2337 untreated cells, 1341 serum-starved cells, 849 DMSO-treated cells, and 801 TSA-treated cells. Figure reproduced with permission from reference (Chambliss et al., 2013b).
Figure 4-6: Single-cell epigenetic analysis of MDA-MB-231 breast adenocarcinoma cells. (A) Distribution of acetylated histone H3 intensity values for MDA-MB-231 cells. (B and C) Global acetylation on histone H3 as a function of normalized DNA content (B) and nucleus size (C) at single-cell resolution. For all panels, two biological repeats were conducted for a total of 679 cells. Figure reproduced with permission from reference (Chambliss et al., 2013b).
4.3.6 Validation with conventional Western blotting-based measurements

To validate my assay and verify that the overall changes in histone acetylation measured by this single-cell method were comparable at the cell-population level, histones were extracted and acetylated histone H3 expression was quantified by conventional Western blot in untreated, serum-starved, DMSO-treated (TSA vehicle control), and TSA-treated cells, using Coomassie Blue as a loading control.

Relative to AcH3 expression in untreated cells, the htCP method presented here and Western blotting produced generally similar results (Fig. 4-2, A and B). Slight differences may be accounted for by cell density, as the htCP assay needed a controlled low seeding density for accurate cell segmentation, while a much higher seeding density was needed to obtain enough cells to perform Western blots. Additionally, Coomassie Blue analysis indicated a slightly lower loading of serum-starved histone extracts for the Western blots, even after the Bradford assay was used to determine equivalent loading amounts.

4.3.7 Variations in histone H3 acetylation correlate with variations in F-actin content

To further demonstrate the versatility of the htCP assay, I related histone acetylation and DNA content to other important properties of cells aside from morphology and cell cycle phase, including the cytoplasmic content in filamentous actin (F-actin) within each cell. Actin filament content and organization cannot accurately be assessed by flow cytometry because detaching adherent cells from their substrate changes cell shape and significantly affects these cytoskeletal parameters. Dividing cell populations into bins of increasing global AcH3 per cell and DNA content per cell both revealed increased cytoplasmic content in F-actin per cell (Fig. 4-7, A and B). Cells with relatively low histone H3 acetylation tended to have low DNA content and low F-actin content (Fig. 4-7, C, E and G), while cells with relatively high histone H3 acetylation tended to have high DNA content and high F-actin
content (Fig. 4-7, D, F and H). This result suggests that changes in F-actin content are significantly correlated with variations in histone H3 acetylation.

Interestingly, after global AcH3 was normalized by overall histone H3 content (Fig. 4-7I), a negative relationship was observed, suggesting that cells with the highest ratio of histone H3 acetylation to overall histone H3 had the lowest F-actin content. Additionally, F-actin was found to strongly correlate with cell and nuclear morphology (Fig. 4-7, J-L), as cells with the largest nuclei, and the largest, most elongated cell bodies had the highest F-actin content.

4.3.8 Variations in histone acetylation correlate with phenotypic variations

Finally, I explored whether variations in histone acetylation among a population of cells were correlated with variations in phenotypic parameters, addressing the main hypothesis of the study. Datasets for the four conditions tested in this study (untreated, serum-starved, DMSO-treated, and TSA-treated) were divided into five equal subpopulations based on binned nucleus sizes.

For each of these 20 subpopulations, the coefficient of variation (CV) of the AcH3 intensity distribution within the subpopulation was plotted as a function of both the average nucleus size in the subpopulation (Fig. 4-8A) and the CV of nucleus sizes within the subpopulation (Fig. 4-8B). Cell-to-cell variations in global acetylation were independent of nucleus size, but significantly increased with variations in nucleus size in that cell population. Moreover, to test whether these results held true for other histones, I replaced the anti-acetyl H3 antibody with an anti-acetyl histone H4 antibody and performed the same analysis. Results for histone H4 acetylation variations were very similar to those of histone H3 acetylation variations (Fig. 4-8, C and D).
Figure 4-7: Global histone H3 acetylation correlates with filamentous actin content per cell. (A and B) F-actin content as a function of binned global acetylation on histone H3 per cell (A) and binned normalized DNA content (B). The inset graph in panel B shows the average F-actin content in each of the three cell cycle phases G0/G1, S, and G2/M. (C-H) Illustrative micrographs comparing an individual cell with low F-actin content (C), acetylated histone H3 (E) and DNA content (G) to an individual cell with high F-actin content (D), acetylated histone H3 (F) and DNA content (H). All micrographs were recorded at the same exposure time and camera settings within each fluorescent channel. Scale bar, 25 μm. (I) F-actin content as a function of binned histone H3 acetylation normalized by overall histone H3 content. (J-L) Nucleus size (J), cell size (K), and cell circularity (L) as a function of binned F-actin content per cell. For all graphs in this figure, bars show mean ± SEM, and statistics compare each bin to the precedent bin, unless otherwise noted, using one-way ANOVA tests. Two biological repeats were conducted for a total of 1832 cells analyzed. Figure reproduced with permission from reference (Chambliss et al., 2013b).
Figure 4-8: Cellular variations in histone acetylation correlate with phenotypic variations. (A and B) Coefficient of variation (CV) of acetylated histone H3 values as a function of nucleus size (A) and as a function of CV of nucleus size (B) for five subpopulations of each of the four listed conditions. (C and D) CV of acetylated histone H4 values as a function of nucleus size (C) and as a function of CV of nucleus size (D) for five subpopulations of each of the four listed conditions. Black lines show the best-fit line through all 20 points for each plot. For panels A and B, two biological repeats of two duplicate samples were conducted for a total of 1301 untreated cells, 810 serum-starved cells, 838 DMSO-treated cells, and 417 TSA-treated cells. Each population was divided into five subpopulations by binned nucleus size. For panels C and D, two biological repeats of two duplicate samples were conducted for a total of 1100 untreated cells, 676 serum-starved cells, 1212 DMSO-treated cells, and 214 TSA-treated cells. Figure reproduced with permission from reference (Chambliss et al., 2013b).
4.4 Discussion

I have introduced and fully validated a combined assay that measures global H3/H4 histone acetylation at single-cell resolution while simultaneously measuring important cell properties, including F-actin cytoplasmic content, cell cycle phase (DNA content per nucleus), and cell and nuclear shape and size of thousands of cells.

This assay does not require detachment of cells from their substrate, preserves the microenvironment of the cells (e.g. cell density), and therefore preserves normal cell and nuclear properties of adherent cells, which allows one to test long-standing questions in biology. Application of this assay on mouse myoblasts and human breast cancer cells reveals that, despite an identical biochemical and biophysical milieu, cells display extremely wide ranges of phenotypes, as well as levels of histone content and acetylation. This assay shows that variations in acetylation on histones H3 and H4 correlate with variations in nuclear size.

I note that established cell lines, especial those of cancer origin, tend to develop aneuploidy (Holland and Cleveland, 2012), and this may account for some of the cellular heterogeneity observed in my studies. Future work should analyze epigenetic heterogeneity in primary cell lines. Additionally, accumulating studies are proposing the idea of epigenetic drift, which suggests that gradual increases or decreases in DNA methylation and/or histone modifications at specific loci occur over time (Issa, 2014). This drift may be responsible for the phenotypic declines observed during aging (Fraga and Esteller, 2007; Wang et al., 2008) and may also play a role in cancer development. Epigenetic drift may very well account for some of the epigenetic and phenotypic heterogeneity recorded in the immortalized C2C12 cells here, and experiments with primary cell lines or tissue samples may provide more accurate measurements.
I anticipate that this high-throughput cell phenotyping method will benefit the screening of cancer drugs targeting the epigenome. Tumors consist of heterogeneous cell subpopulations (Heppner, 1984; Marusyk and Polyak, 2010), each of which may react to drugs differently, thus creating a large obstacle for the development of successful treatments. This single-cell method of studying chromatin modifications complements other single-cell and genomic methods and could be used to monitor the effectiveness of potential cancer therapies such as HDAC inhibitors. Trichostatin A and another assumedly similar HDAC modulator, romidepsin (also referred to as depsipeptide), were recently demonstrated to result in very distinct activity with respect to cell viability and histone modifications across several cancer types (Chang et al., 2012). Large-scale studies combining varieties of potential therapies such as these with heterogeneous populations of cells may benefit personalized treatments for cancer patients. Extensions of the htCP assay to measure histone methylation are discussed in Chapter 6.
CHAPTER 5: Single-cell Analysis Further Reveals the Role of the LINC Complex in Shear Stress Response

Having established a novel and fully validated single-cell assay to simultaneously measure morphologic and epigenetic parameters within the same cells, I used the assay to revisit the cytoskeletal effects of shear stress on cells, as described in Chapter 2. I asked whether shear stress-induced actin cap formation indeed stimulated measureable mechanotransduction to the nucleus. Additionally, I investigated whether modifications to chromatin would be altered in cells depleted of nucleocytoskeletal connections.

5.1 Introduction

In order to assess shear-induced changes in the nucleus, and specifically in chromosomal organization, I used the high-throughput cell phenotyping assay described in Chapter 4 to compare overall intensity and intensity texture of DNA stain Hoechst 33342 in single cells before and after application of shear stress. Work by Rashmi et al. demonstrated that nesprin2giant-deficient cells showed altered organization of trimethylated histone H3 in the nucleus, as well as overall lower expression of this particular chromatin modification (Rashmi et al., 2012). Therefore, in addition to chromosomal reorganization, I asked whether shear flow would induce modifications of histones on nuclear DNA, as well as changes in their patterns of organizations in the nucleus, and if cells with disrupted nucleocytoskeletal connections would be able to induce similar changes.

5.2 Materials and Methods

C2C12 cells were depleted of LINC complex proteins using shRNA technology and were maintained and passaged as described in Chapter 2 and the literature (Chambliss et al.,
For the acetylated histone H3 intensity and texture analysis described in this chapter, Trichostatin A (TSA, Sigma-Aldrich) was used as a positive control to induce histone hyperacetylation. After two days of serum-starvation, cells were incubated with serum-free medium containing 100 nM TSA in DMSO for 24 hours, or solely DMSO for 24 hours as a control, before being fixed and stained as described below. Sheared cells were exposed to fluid shear stress for 5 minutes at 5 dyn/cm², as described in Chapter 2.

For the nucleus and histone acetylation intensity and texture analysis, cells were fixed as described in Chapter 2 and incubated with Hoechst 33342 (Invitrogen) nucleic acid stain at 20 µg/ml and anti-acetyl-histone H3 antibody (Millipore) at 5 µg/mL for 1 hour. A constant-sized region of the glass slide of control or sheared cells was scanned on the Nikon TE2000 microscope at constant exposure times and imaging properties. Nuclei were traced and quantified using a customized MATLAB program as described in Chapter 4 and in the literature (Chambliss et al., 2013b). To accurately measure the intensity magnitude in the wide-field fluorescent microscopy system, acquired fluorescent images were further calibrated using measurements of intensity as described in Chapter 4. For both H33342 and anti-acetyl-histone H3 immunofluorescence images, intensity and texture parameters were measured only inside the traced nuclear regions. Statistical analysis was performed on all data using GraphPad Prism (GraphPad Software) as described in Chapter 2.

5.3 Results and Discussion

I used the high-throughput cell phenotyping assay to assess >300 individual cells per trial (>600 per tested condition). The cells were sheared, rapidly fixed, stained for nuclear DNA using Hoechst 33342 and acetylated histone using an antibody against histone H3 acetylation, subsequently scanned by an automated microscope, and analyzed by custom software. Using the same camera settings and lookup tables (LUTs), the total Hoechst 33342
intensity per nucleus as well as the difference in intensity between Hoechst-rich and Hoechst-poor regions were quantitatively measured. These regions tend to delineate euchromatin from heterochromatin in the nucleus, or regions that are mostly under active transcription and repressed transcription, respectively.

Results from the assay revealed that shear flow induced a significant increase in the mean DNA stain intensity per nucleus (i.e. intensity normalized by nuclear size) compared to unsheared cells (see illustrative nucleus in sheared and unsheared cells in the left panels of Fig. 5-1A and the first two bars in Fig. 5-1B). The differential intensity contrast, or average contrast, between Hoechst-rich and Hoechst-poor regions was also increased (Fig. 5-1A and first two bars in Fig. 5-1C). The depletion of lamin A/C and nesprin3 (but not nesprin2giant) increased both the mean DNA stain intensity and the intensity contrast in the absence of shear. The shear-mediated effect was reversed in lamin A/C-depleted cells, bringing the intensity and contrast values of these cells down to control levels seen in scramble control cells (Fig. 5-1, B and C). Normalization of nuclear stain intensity in sheared cells with that in unsheared cells for each condition showed that nesprin2giant depletion and nesprin3 depletion both blocked changes in nuclear DNA organization induced by shear, while shear stress induced a drastic decrease in DNA stain intensity and intensity contrast in cells depleted of lamin A/C (Fig. 5-2, A and B). Since Hoechst 33342 localizes preferentially to heterochromatin, the AT-rich tightly-packed regions of DNA that tend to be transcriptionally repressed, these results suggest that mechanical shear can quickly be transduced to re-organize nuclear DNA through the actin cap via nesprin proteins.

Since work by Rashmi et al. showed that nesprin2giant-defient cells showed altered organization of trimethylated histone H3 in the nucleus, as well as overall lower expression of this particular chromatin modification (Rashmi et al., 2012), I asked whether shear flow
would induce modifications of histones wrapped by nuclear DNA, as well as changes in their patterns of organization in the nucleus, and if cells with disrupted LINC complexes would be able to induce similar changes. Control, lamin A/C-depleted, nesprin2giant-depleted, and nesprin3-depleted cells were placed in the flow chamber and subjected either to no shear or to shear flow. I applied the microscopy-based high-throughput assay described above using an antibody against acetylated histone H3 to quantitatively measure possible changes in histone acetylation. Trichostatin A (TSA) was used as a positive control for histone hyperacetylation (Fig. 5-1, D and E, last columns) (Galiova et al., 2008).

Results from the assay showed that the application of shear resulted in a significant decrease in the extent of histone acetylation (Fig. 5-1, A and D) in control cells. I also found that flow greatly decreased the intensity difference between acetylated histone-rich and histone-poor regions in the nucleus (Fig. 5-1, A and E). As acetylation of histones is most often a marker for active transcription (euchromatin) (Struhl, 1998), these changes in acetylation patterns are consistent with the above result of increased DNA stain intensity (heterochromatin) in control cells. Again, exposure to shear stress caused control cells to exhibit tighter DNA compaction and less transcriptional activity. Normalization of acetylated histone intensity in sheared cells with that in unsheared cells for each condition showed that depletion of nesprin2giant diminished changes in histone acetylation induced by shear flow, while both lamin A/C depletion and nesprin3 depletion mediated drastic increases in histone acetylation for cells under shear (Fig. 5-2, C and D). These results indicate that a quick duration (5 min.) of flow induces a significant decrease in histone acetylation and that nucleocytoskeletal connections by LINC complexes between the perinuclear actin cap fibers and the nuclear lamina are critical in mediating flow-induced
epigenetic modifications. These results also suggest distinct roles for nesprin2giant and nesprin3 in both chromosomal DNA organization and histone acetylation.
Figure 5-1: LINC-regulated chromosomal modifications are induced by shear stress. (A) Typical micrographs of nuclei of control C2C12s showing chromatin organization using Hoechst 33342 stain (left panels) and histone H3 acetylation patterns using an antibody (right panels) with no shear (upper panels) vs. shear applied for 5 min. at a shear stress level of 5 dyn/cm² (lower panels – different cell). For each stain, images were taken at the same exposure time with the same LUTs. (B and C) Comparison of mean DNA stain intensity (B) and DNA stain differential intensity (C) using H33342 for control, lamin A/C-depleted, nesprin2giant-depleted, and nesprin3-depleted C2C12s in the absence/presence of shear flow of shear stress of 5 dyn/cm² applied for 5 min. (D and E) Comparison of mean acetylated histone H3 intensity and differential intensity using anti-acetyl-histone H3 antibody for control, lamin A/C-depleted, nesprin2giant-depleted, and nesprin3-depleted C2C12s in the absence/presence of shear flow of shear stress of 5 dyn/cm² applied for 5 min. For all graphs in these panels, significances compare unsheared cells (black bars) to sheared cells (striped bars) using two-way ANOVA tests. Bars on the far right allow comparison to a histone-hyperacetylating Trichostatin A (TSA) treatment with an untreated control. For all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α=0.05 was used for all significance tests. Two independent experiments were conducted to quantify a total of at least 600 cells per condition.
Figure 5-2: Normalized chromosomal reorganization and decreased histone acetylation induced by shear stress. (A and B) Comparison of normalized mean DNA stain intensity (A) and normalized DNA stain differential intensity (B) using H33342 for control, lamin A/C-depleted, nesprin2giant-depleted, and nesprin3-depleted C2C12s in the absence/presence of shear flow of shear stress of 5 dyn/cm² applied for 5 min. (C and D) Comparison of normalized mean acetylated histone H3 intensity (C) and normalized differential intensity (D) using anti-acetyl histone H3 antibody for control, lamin A/C-depleted, nesprin2giant-depleted, and nesprin3-depleted C2C12s in the absence/presence of shear flow of shear stress of 5 dyn/cm² applied for 5 min. For all graphs in these panels, significances compare unsheared cells (black bars) to sheared cells (striped bars) using two-way ANOVA tests. Bars on the far right allow comparison to a histone-hyperacetylating Trichostatin A (TSA) treatment with an untreated control. For all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α=0.05 was used for all significance tests. Two independent experiments were conducted to quantify a total of at least 600 cells per condition.
CHAPTER 6: LINC complexes mediate complex epigenetic patterns

After identifying roles for the actin cap and the LINC complex in mechanotransduction of signals from outside the cell to its nucleus (as described in Chapters 2 and 5), I became increasingly interested in how the cytoskeleton was interconnected to DNA and could potentially modify its conformation in order to regulate transcription. With a single-cell method now in place to simultaneously examine cell morphology and epigenetic markers (as described in Chapters 4 and 5), I used the method to compare the expression of several of histone modification markers in cells depleted of LINC complex proteins.

6.1 Introduction

Histone modifications, such as the acetylation and methylation of lysines, play an important role in determining the conformation of chromatin and ultimately regulate the transcription of DNA in the nucleus. Recent studies in the literature have implicated the cytoskeleton — a dense network of filamentous protein F-actin, microtubule, and intermediate filaments organized in the cytoplasm — in the regulation of these chromatin modifications. Disruption of actin filaments with cytochalasin D induced cell rounding and caused global increases in acetylation of histones H3 and H4 in human mammary epithelial cells (Le Beyec et al., 2007). Culture of mouse fibroblasts on narrow microgrooves also increased global histone H3 acetylation as well as di- and tri-methylation of histone H3 at lysine 4 when compared to cells on flat surfaces. The disruption of actin-myosin contractility by blebbistatin eliminated the effect of microgroove confinement on these epigenetic marks (Downing et al., 2013). Within microtubules, α-tubulin itself can be deacetylated by HDAC6,
an enzyme originally thought to only deacetylate histones in the nucleus (Hubbert et al., 2002).

However, little is known about the direct molecular mechanisms by which these cytoskeletal scaffolds regulate chromatin modifications. I hypothesized that the proteins of the LINC (Linkers of the Nucleoskeleton to the Cytoskeleton) complexes that span the nuclear membrane to connect the cytoskeleton to the nucleus provided a direct link through which the cytoskeleton transmits signals to chromatin in order to direct epigenetic modulations (Fig. 6-1). At the outer nuclear membrane, KASH-domain-containing nesprin isoforms nesprin2giant and nesprin3 are connected to the perinuclear actin cap through actin binding domains and plectin binding domains, respectively. KASH-SUN interactions in the perinuclear space connect nesprins to Sun proteins that interact with lamin A/C in the nuclear lamina (Crisp et al., 2006; Razafsky and Hodzic, 2009). In the nucleoplasm, DNA is wound around histone octomers that also associate with the nuclear lamina (Dechat et al., 2008). Most related studies have focused on correlating the lamin intermediate filament family with these epigenetic modifications. A chromatin-binding site on lamins was discovered (Taniura et al., 1995), providing a direct link between the nuclear membrane and chromosomes. Cells with lamin A mutation LAΔ50, a model for the premature aging disorder Hutchinson-Gilford Progeria Syndrome, displayed an overall loss of heterochromatin. More specifically, histone H3 trimethylation on lysine 27 and lysine 9 both decreased, while trimethylation of histone H4K20 increased (Shumaker et al., 2006). Similar reduction in heterochromatin was observed in HGPS patient cells (Scaffidi and Misteli, 2006). However, as these previous studies have been based on lamin-mutant and lamin-null models, little is known about the specific functions of lamins in epigenetic processes under normal or healthy, conditions.
Figure 6-1: Probing relations among the cell cytoskeleton, cell and nuclear morphology, nuclear membrane proteins, and chromatin structure. Schematic of LINC (Linkers of the Nucleoskeleton to the Cytoskeleton) complex proteins that span the nuclear envelope. At the outer nuclear membrane (ONM), KASH-domain-containing nesprin isoforms nesprin2giant and nesprin3 are connected to the perinuclear actin cap through actin binding domains (ABD) and plectin binding domains (PBD), respectively. KASH-SUN interactions in the perinuclear space (PNS) connect nesprins to Sun proteins that interact with lamin A/C in the nuclear lamina. In the nucleoplasm, DNA is wound around histone octomers that also associate with the nuclear lamina.
I asked how lamin A/C expression in healthy cells is correlated with epigenetic markers. Additionally, I explored how depletion of LINC complex molecules nesprin2giant and nesprin3 would affect histone acetylation and histone methylation, as direct roles for these proteins in histone modifications have not been previously described.

**6.2 Materials and Methods**

**6.2.1 Cell culture and drug treatments**

C2C12 mouse myoblast cells were cultured in DMEM (Mediatech) supplemented with 10% fetal bovine serum (FBS) (HyClone Laboratories), 100 units of penicillin/100 µg of streptomycin (Sigma-Aldrich), and 10 µg/ml puromycin (Sigma-Aldrich). Cells were maintained at 37°C in a humidified, 5% CO₂ environment. Cells were passaged every 2-3 days for a maximum of 20 passages. Lamin A/C, nesprin2giant, and nesprin3 were knocked down as described previously (Chambliss et al., 2013a; Khatau et al., 2012a). Cells were seeded in 24-well glass bottom plates (MatTek Corp.) at a density of 5,000 cells per well. After 24 hours, cells were fixed as described below, or medium was aspirated and cells were rinsed once with Hank's Balanced Salt Solution (Life Technologies) before introduction of either DMSO control or drug medium.

For drug treatment studies, blebbistatin, trichostatin A, and 5-carboxy-8-hydroxyquinoline (all from Sigma-Aldrich) were dissolved in stock DMSO and then added to the complete growth medium for final drug concentrations of 25 µM, 100 nM, and 200 µM, respectively. A DMSO control condition was used with an equal volume of DMSO to that of the maximum DMSO used in drug medium (approximately 1:500). Treated cells were then incubated for 30 minutes in blebbistatin and 24 hours in trichostatin A or 5-carboxy-8-hydroxyquinoline before fixation and analysis.
6.2.2 Immunofluorescence staining and microscopy

Cells were fixed in 3.7% formaldehyde for 10 minutes and subsequently permeabilized for 10 minutes with a PBS solution containing 0.1% sodium azide, 0.5% Triton X-100, and 1% BSA. Cells were then blocked with 10% goat serum in PBS for 1 hour before overnight incubation with combinations of primary antibodies at 4°C. These antibodies included mouse anti-acetyl-histone H3 (lys9, Sigma-Aldrich), mouse anti-tri-methyl-histone H3 (lys4, EMD Millipore), rabbit anti-acetyl-histone H4 (lys12, EMD Millipore), mouse anti-dimethyl-histone H3 (lys9, Abcam), mouse anti-tri-methyl-histone H3 (lys27, EMD Millipore), rabbit anti-tri-methyl-histone H4 (lys20, EMD Millipore), rabbit anti-histone H3 (Abcam), and mouse anti-histone H4 (Abcam).

After washing, cells were incubated for 2 hours in a secondary solution containing Hoescht 3342, Alexa-Fluor phalloidin 647, 568 goat-anti-rabbit secondary antibody, and 488 goat-anti-mouse secondary antibody (all from Life Technologies). Fluorescent images were collected using a Luca-R EMCCD camera (Andor Technology) mounted on a Nikon TE2000 microscope with a 20x Plan Apo objective (N.A. 0.75). Cells were imaged at constant exposure time and camera settings within each fluorescent channel. Within each well of the 24-well glass bottom plates, a 9-by-9 grid of positions with 0.65-mm offset spacing in all directions was scanned for a total of 81 frames-of-view per well.

6.2.3 Microscope image calibration and analysis

Images were calibrated as described previously to subtract background intensity and account for light intensity heterogeneities in the widefield microscope system (Chambliss et al., 2013b). A customized MATLAB program segmented cells and nuclei using phalloidin and Hoechst 33342 DNA staining, also as described previously (Chambliss et al., 2013b). To assess expression of nuclear membrane proteins lamin A, nesprin2giant, and nesprin3, an
additional custom MATLAB script was used in which the Hoechst 33342 stain segmentation was extended 5% outside of the nucleus segment and 5% inside of the nucleus segment to create a nuclear-membrane segmented area.

6.2.4 Statistical analysis

Mean values, standard error of measurement, and statistical analysis for all data shown were calculated using Microsoft Excel and plotted using GraphPad Prism (GraphPad Software). For all experiments, at least three independent biological trials were conducted for at least 684 cells per condition. Where appropriate, t-tests or one-way and two-way ANOVA analyses with Tukey and Dunnet post-tests were used to compare means. In all data shown, ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α=0.05 was used for all significance tests.

6.3 Results and Discussion

6.3.1 Correlations among F-actin content, nuclear morphology, and epigenetic marks through a high-throughput cell phenotyping (htCP) assay

In order to assess cell and nucleus morphology, cell cycle, F-actin content, histone content, and histone modifications simultaneously at the single-cell level, C2C12 mouse myoblasts were subjected the single-cell image analysis assay as described recently (Chambliss et al., 2013b) and in the previous chapters. Cells were seeded at controlled low density and allowed to attach and spread overnight before being fixed and stained for nuclear DNA using Hoechst 33342, filamentous actin (F-actin) using phalloidin, and a wide variety of histone H3 and H4 markers (acetylated, methylated, or overall histone) using corresponding primary antibodies. Cells were scanned with a 20x objective (as well as with a 60x objective for high-magnification actin studies) through four fluorescent channels of an automated light microscope. I quantitatively calibrated and segmented the images and
developed custom software in order to quantify fluorescence intensities for computation of DNA content, cell and nuclear morphology, and histone content, acetylation, and methylation (Chambliss et al., 2013b). These simultaneous measurements allowed me to examine possible correlations between cell and nucleus morphology, cytoskeleton content, histone H3 or H4 content and associated histone modifications, and DNA content, which, after calibration, was directly related to cell cycle phase (Fig. 6-2).

6.3.2 Cytoskeletal-epigenetic dynamics in control cells and effects of LINC disruption on actin organization

After considering the results of the actin cap formation upon shear stress discussed in Chapters 2 and 5, I first investigated whether the organization of a cell’s perinuclear actin cap could predict its expression of epigenetic markers. Combining the 20x scanning methods described above with additional 60x scans of the same cells, I scored control cells according to their actin cap organization as described previously (Chambliss et al., 2013a) and in Chapter 2. Cells were scored as having no actin cap (“0”), a disrupted actin cap (“5”), or an organized actin cap (“10”) (Fig. 2-1, D-F). I then compared relative expressions of acetylated histone H3 at lysine 9 (AcH3K9), an active transcription marker, and dimethylated histone H3 at lysine 9 (2MeH3K9), a repressed transcription marker, within each category of actin cap organization having quantified expression of these markers within the nuclear boundary region for each cell using the high-throughput cell phenotyping methods. While cells of different actin cap organizations did not show any differences in relative AcH3K9 expression (Fig. 6-3A), cells with organized actin caps displayed significantly higher 2MeH3K9 than cells with disrupted or non-existent actin caps (Fig. 6-3B).
Figure 6-2: High-throughput cell phenotyping methodology. Cells are cultured, fixed, and stained with the markers shown in the second row of panels, which exhibits raw micrographs depicting typical staining of F-actin, DNA, histones, and modified histones in control cells. The third row of panels illustrates the same micrographs after image processing. Each pixel is colored according to its relative fluorescence intensity. Pink lines in the processed actin and DNA panels indicate segmentations of the cell and nuclear boundaries, respectively. Inset in DNA processed image is magnified 2x to aid in visualization. Scale bar, 20 µm. The bottom panels illustrate two-dimensional iso-probability plots of single-cell datasets collected in hundreds of cells simultaneously by quantitative fluorescence microscopy. Here, acetylation of histone H3 at lysine 9 is plotted against content of F-actin in the cytoplasm, nucleus size, DNA content in the nucleus, and content of histone H3 in the nucleus. Each dot, which represents an individual cell, is colored according to the probability of a cell to exhibit the particular x and y values. Areas color-coded from red to blue represent high-to-low probability densities of corresponding (x, y) values to occur.
I then explored how disruption of the actin cytoskeleton or actomyosin contractility would affect these epigenetic marks, and whether actin disruption by pharmacological treatment would show the same trends in epigenetic expression as control cells with no or disrupted actin caps. Cells were treated with myosin II inhibitor blebbistatin for 30 min at 25 µM, and relative expression of epigenetic markers in the nucleus was quantified and compared. Disruption of myosin II by blebbistatin slightly but significantly decreased expression of active transcription marker Ach3K9, while the same treatment significantly increased expression of repressed transcription marker trimethylation of histone 4 at lysine 20 (3MeH4K20) by over 1.5-fold (Fig. 6-3C). Experiments which disrupt actin polymerization with Latrunculin B are currently under way.

Before assessing how lamin A/C and the LINC complex regulated multiple markers of epigenetics, I first determined how actin expression and organization was affected by cells lacking these proteins. C2C12 cells were separately shRNA-knocked down of lamin A/C, nesprin2giant, and nesprin3 as described previously (Chambliss et al., 2013a) and in Chapter 2. Knockdown efficiency was assessed using Western blotting as well as fluorescence intensity using the high-throughput image quantification analysis described above (Fig. 6-4). Depletion of each of these proteins separately was sufficient to significantly decrease the average filamentous actin (F-actin) content per cell (Fig. 6-3D). Similarly, depletion of lamin A/C, and to a lesser-extent, nesprin2giant, both independently decreased the average actin cap score per cell (Fig. 6-3E). In other words, cells depleted of these proteins exhibited fewer cells with organized actin caps and more cells with disrupted or non-existent actin caps when compared to cells transfected with a control shRNA sequence.
Figure 6-3: F-actin content and the perinuclear actin cap in epigenetics. (A and B) Average relative AcH3K9 per cell (A) and relative 2MeH3K9 per cell (B) for control cells that have no actin cap (black bars), a disrupted actin cap (light grey), or an organized actin cap (dark grey). (C) Average relative AcH3K9 per cell (left bars) and relative 3MeH4K20 per cell (right bars) for control cells (black bars) and for cells treated with 25 µM blebbistatin for 30 min prior to fixation. (D) Distributions in F-actin per cell for control cells (black) compared to cells depleted of lamin A/C (red), nesprin2giant (blue), or nesprin3 (green). Inset bar graph compares the same data as bulk averages of F-actin content for each cellular condition. (E) Average actin cap organization score for control cells (black) compared to cells depleted of lamin A/C (red), nesprin2giant (blue), or nesprin3 (green). Inset plots actin cap score vs. the same F-actin content shown in panel D for each condition. Each cell was given a score of 0 (no actin cap), 5 (disrupted actin cap), or 10 (organized actin cap), and the scores of all cells within each condition were averaged to produce an average actin cap score for the y-axis. For all bar graphs, significance stars compare each bar to its corresponding control bar (black bar), unless otherwise shown, using one-way ANOVA analyses (or t-tests for panel C). ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. a=0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 50 cells per condition for panels A and B, 487 cells per condition for panel C, and 796 cells per condition for panels D and E.
Figure 6-4: LINC complex and lamin A/C protein knockdown verification.  

(A) Relative fluorescence intensity of lamin A, nesprin2giant, and nesprin3 in cells shRNA-depleted of lamin A/C (red bars), nesprin2giant (blue bars), and nesprin3 (green bars) compared to control cells transfected with a control shRNA sequence (black bars). Significance stars compare each bar to its corresponding control bar (black bar) using two-way ANOVA analysis with Dunnett’s multiple comparisons tests. ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. a=0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 1306 cells per condition. Fluorescence intensity was summed in the nuclear membrane of each cell, defined as the area within 5% outside and 5% inside the Hoechst 33342 DNA stain segmentation. 

(B) Microscope images illustrating typical relative fluorescence intensities of lamin A (top panels), nesprin2giant (middle panels), and nesprin3 (bottom panels) in control cells (left panels) compared to cells shRNA-depleted of the protein that was stained for (right panels) to assess knockdown efficiency. Insets on the bottom right of each panel show the boxed nucleus at a 2x magnification to aid in visualization. 

(C) Western blots for lamin A (left blots), nesprin2giant (middle blots), and nesprin3 (right blots) from nuclear extracts of control cells and cells shRNA-depleted of the protein that was stained for to assess knockdown efficiency. Coomassie Blue (bottom blots in blue) was used as a loading control.
Curious as to whether overall F-actin content could predict actin cap organization, I plotted actin cap score of each of the four cell types against the corresponding average F-actin content per cell of those cells types and observed a linear correlation (inset, Fig. 6-3E). These data suggest that relative F-actin content across different cellular conditions can accurately predict relative actin cap organization within those conditions.

6.3.3 Lamin A/C and LINC complexes regulate epigenetic patterns

I then determined the effect of depletion of lamin A/C, nesprin2giant, and nesprin3 on several histone modifications. Euchromatin markers, which indicate active transcription, included acetylation of histone H3 at lysine 9, tri-methylation of histone H3 at lysine 4, and acetylation of histone H4 at lysine 12 (Struhl, 1998). Heterochromatin markers, which indicated repressed transcription, included di-methylation of histone H3 at lysine 9, tri-methylation of histone H3 at lysine 27, and tri-methylation of histone H4 at lysine 20 (Martin and Zhang, 2005). Using the same methods described above and shown in Figure 6-2, each of these histone modification markers was assessed (Fig. 6-5, A-D, euchromatin, and Fig. 6-5, E-H, heterochromatin) in control cells as well as cells depleted of lamin A/C, nesprin2giant, and nesprin3.

Interestingly, no distinct patterns arose when comparing trends among active and repressed transcription markers within each cellular condition. For instance, lamin A/C depletion caused a decreased shift in acetylation of histone H3 at lysine 9, an active transcription marker (red, Fig. 6-5, A and B), but caused an increased shift in two other active transcription markers: tri-methylation of histone H3 at lysine 4 (red, Fig. 6-5, A and C) and acetylation of histone H4 at lysine 12 (red, Fig. 6-5, A and D).
Figure 6-5: Lamin A/C and LINC complexes regulate epigenetic expression. Relative expression in modified histones for control cells (black bars) and cells depleted of either lamin A/C (red bars), or nesprin2giant (blue bars), or nesprin3 (green bars). (A-D) Three active transcription markers are examined: acetylation of histone H3 at lysine 9 (A and B, AcH3K9), tri-methylation of histone H3 at lysine 4 (A and C, 3MeH3K4), and acetylation of histone H4 at lysine 12 (A and D, AcH4K12). (E-H) Similarly, three repressed transcription markers are examined: di-methylation of histone H3 at lysine 9 (E and F, 2MeH3K9), tri-methylation of histone H3 at lysine 27 (E and G, 3MeH3K27), and tri-methylation of histone H4 at lysine 20 (E and H, 3MeH4K20). Histograms (B-D, F-H) show the distributions of the same relative expression data from panels A and E. Insets show three-dimensional scatter plots relating nucleus size, DNA content, and histone-modification markers in the same individual cells for control cells (black dots) and the knockdown condition for which the largest difference occurred compared to control cells (nesprin3 shRNA, green dots, or nesprin2giant shRNA, blue dots). Each dot represents a single cell. For the bar graphs, significance stars compare each bar to its corresponding control bar (black bar) using one-way ANOVA analyses with Dunnett’s multiple comparisons tests. ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. a=0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 684 cells per condition.
Nesprin2giant depletion caused an overall increase in each of the same three active transcription markers (blue, Fig. 6-5, A-D), but this result did not correspond to an overall decrease in any of the repressed transcription markers: di-methylation of histone H3 at lysine 9 (blue, Fig. 6-5, E and F), tri-methylation of histone H3 at lysine 27 (blue, Fig. 6-5, E and G), or tri-methylation of histone H4 at lysine 20 (blue, Fig. 6-5, E and H).

For all markers tested, depletion of either nesprin2giant (blue) or nesprin3 (green), rather than depletion of lamin A/C (red), showed the largest variation in expression from control cells (black). For each marker, the most varied knockdown condition is shown compared to control cells in the 3D scatter plots shown as insets in Figure 6-5. These plots illustrate that the histone modification markers of interest were consistently upregulated or downregulated across all DNA contents and nucleus sizes in cells depleted of LINC complex proteins. Additionally, many of the knockdown conditions caused an increase in the variation of acetylation or methylation, as depicted by the broadening of the frequency distributions shown in Figure 6-5. In particular, nesprin2giant depletion caused an approximate two-fold increase in distribution of AcH4K12 (Fig. 6-5D).

I hypothesized that some of the significant differences illustrated in Figure 6-5 were due, in part, to changes in cell or nucleus morphology initiated by protein knockdown. Specifically, changes in nuclear size could affect overall histone content available for modification. Indeed, cells depleted of lamin A/C, nesprin2giant, and nesprin3 display significant variations in cell cycle distribution, nuclear size, cell size, and nuclear shape relative to control cells (Chen et al., 2013). I assessed relative histone H3 and histone H4 content of the same four cellular conditions and found significant increases in expression of both histones in the lamin A/C and nesprin2giant-depleted cells when compared to control cells (Fig. 6-6, A-C).
Figure 6-6: Normalization by changes in overall histone content reveals altered regulated epigenetic expression by lamin A/C and LINC complexes. Relative expression in histone and histone-modification for control cells (black bars) and cells depleted of lamin A/C (red bars), nesprin2giants (blue bars), or nesprin3 (green bars). (A-C) Overall histone H3 content (A and B) and histone H4 content (A and C) were first examined. (D-K) Then, each histone-modification marker examined in Figure 6-5 was normalized by the corresponding overall histone content per cell to obtain the following new parameters: AcH3K9 normalized by histone H3 (D and E), 3MeH3K4 normalized by histone H3 (D and F), AcH4K12 normalized by histone H4 (D and G), 2MeH3K9 normalized by histone H3 (H and I), 3MeH3K27 normalized by histone H3 (H and J), and 3MeH4K20 normalized by histone H4 (H and K). Histograms (C, E-G, I-K) show the distributions of the same relative expression data from panels A, D, or H. Insets show three-dimensional scatter plots relate nucleus size, DNA content, and the histone-modification marker of interest in the same cells for the control cells (black dots) and the knockdown condition that appeared the most different from the control cells (nesprin3 shRNA, green dots, or nesprin2giants shRNA, blue dots, or lamin A/C shRNA, red dots). Each dot represents a single cell. For the bar graphs, significance stars compare each bar to its corresponding control bar (black bar) using one-way ANOVA analyses with Dunnett's multiple comparisons tests. ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. a=0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 684 cells per condition.
Interestingly, nesprin3-depleted cells showed almost a two-fold reduction in histone H3 expression, while histone H4 expression was almost unaffected and actually showed a slight but significant increase. Because overall histone H3 or H4 content could be visualized simultaneously with a histone modification of interest, I created new parameters which normalized the same histone modification markers shown in Figure 6-5 by overall content of the corresponding histone and plotted the new data in the same fashion. In this way, I could effectively compare the relative fraction of histones acetylated or methylated in each condition. For cells depleted of lamin A/C and nesprin2giant and thus containing higher levels of histones H3 and H4, relative expression of euchromatin marks AcH3K9 normalized by H3 content, 3MeH3K4 normalized by H3 content, and AcH4K12 normalized by H4 content (Fig. 6-6, D-G) as well as heterochromatin marks 3MeH3K9 normalized by H3 content, 3MeH3K27 normalized by H3 content, and 3MeH4K20 normalized by H4 content (Fig. 6-6, H-K) all exhibited decreased relative expression compared to the corresponding non-normalized parameters show in in Figure 6-5. In some cases, this decrease lessened the relative change from control cells to almost nothing (i.e. lamin A/C depletion in normalized 2MeH3K9, Fig. 6-6, H and I, as opposed to in non-normalized 2MeH3K9, Fig. 6-5, E and F). In other cases, normalization by overall histone content reversed the trend seen in the non-normalized case (i.e. lamin A/C depletion decreased normalized AcH4K12, Fig. 6-6, D and G, while it increased non-normalized AcH4K12, Fig. 6-5, A and D).

All of the histone modification expression data in control and knockdown cells were additionally assessed as a function of cell cycle (Fig. 6-7) in addition to the bulk averages for the whole population that are shown in Figures 6-5 and 6-6.
Figure 6-7: Increases in overall histone content through the cell cycle. (A and B) Relative expression levels of AcH3K9 per cell (A) and 2MeH3K9 per cell (B) as a function of cell cycle for control cells (black bars) and cells shRNA-depleted of lamin A/C (red bars), nesprin2giant (blue bars), or nesprin3 (green bars). Average relative expression levels are shown for each cellular condition within the G0/G1, S, and G2/M cell cycle phases as well as for the whole population. (C and D) When the same data are normalized by overall histone H3 content, the increased effect through the cell cycle within each knockdown condition is eliminated for both AcH3K9 (C) and 2MeH3K9 (D). Significance stars compare each bar to its corresponding control bar (black bar) using two-way ANOVA analyses with Dunnett’s multiple comparisons tests. ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. a=0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 684 cells per condition.
Because my method allowed for simultaneous staining and assessment of DNA content and histone modification expression, I averaged each epigenetic marker of interest in the G₀/G₁, S, and G₂/M phases for each cellular condition. Sample cell cycle phase plots for expression of AcH3K9 and 2MeH3K9 are displayed in Figure 6-7, A and B, respectively. Within each knockdown condition, both markers increased gradually along with the cell cycle, demonstrating essentially the same trends between knockdown cell lines in all cell cycle phases. Once the expression of these marks was normalized by overall histone H3 content, as described in Figure 6-6, the effect of cell cycle was completely abrogated, as each cell type showed the same relative expression of the normalized histone modification parameter across each cell cycle phase (Fig. 6-7, C and D). These data suggest that normalizing histone modification marker expression by overall changes in histone content can suffice to take into account increases in expression of histone modification proteins as the cell cycle progresses.

6.3.4 Altering histone acetylation or methylation subsequently alters expression of LINC complex proteins

After determining how altering LINC complex protein expression affected epigenetic hypothesized that perturbation of epigenetic modifications using well-characterized histone-altering pharmacological treatments would also affect expression of LINC complex proteins. To alter levels of certain epigenetic modifications, I treated control cells with trichostatin A (TSA) (Yoshida et al., 1990), a histone deacetylase inhibitor, and 5-carboxy-8-hydroxyquinoline (5C8HQ) (King et al., 2010), a histone demethylase inhibitor and subjected the cells to high-throughput cell phenotyping assay having stained for both epigenetic markers of interest as well as LINC complex proteins of interest.

TSA treatment was verified to significantly increase AcH3K9 expression by almost four-fold (Fig. 6-8A), and 5C8HQ also appropriately increased expression of 2MeH3K9 by about two-fold (Fig. 6-8B). Instead of simply shifting the relatively narrow distribution of
AcH3K9 or 2MeH3K9 to the higher expression levels, the drugs severely widened the distributions as compared to untreated cells such that both low and extremely high expressers of these epigenetic markers existed in the populations (see purple curve in Fig. 6-8A and orange curve in Fig. 6-8B). The treatments also had unintended significant, though not nearly as striking, effects on the opposite histone modifications that they were supposed to target. For instance, 5C8HQ treatment slightly increased expression of AcH3K9, while TSA treatment slightly decreased expression of 2MeH3K9. The distributions of histone modification expression for these unintended effects remained closer to those of control cells (see orange curve in Fig. 6-8A and purple curve in Fig. 6-8B). Increase of histone acetylation with TSA, and to a lesser extent, increase of histone methylation with 5C8HQ, arrested cells more in the G0/G1 phase when compared to the cell cycle distribution of untreated cells (Fig. 6-8C).

After establishing that these pharmacological treatments produced the intended effects on histone acetylation or methylation, I next compared content of lamin A and LINC complex proteins nesprin2giant and nesprin3 before and after the same drug treatments. Upregulation of histone acetylation or histone methylation both independently increased expression of each of these three nuclear membrane proteins in the same manner. Treatment with TSA increased content of lamin A, nesprin2giant, and nesprin3 all by 2 to 3-fold, while treatment with 5C8HQ increased content of the same proteins all by 2.5 to 3.5-fold (Fig. 6-8D). Again, the distributions of expression of these proteins were widened from control cells such that both low expressers (comparable to expression within untreated cells) and significantly higher expressers of 4 to 8-fold were present in the epigenetically-altered populations (Fig. 6-8, E-G).
Figure 6-8: Perturbations of histone acetylation or histone methylation affect content of lamin A/C, nesprin2giant, and nesprin3 in the nuclear membrane. (A-C) Distributions of relative AcH3K9 per cell (A), relative 2MeH3K9 per cell (B), and relative DNA content corresponding to cell cycle (C) in untreated control cells (black) as compared to cells treated with the histone deacetylase inhibitor trichostatin A (TSA, purple) or with the histone methyltransferase inhibitor 5-carboxy-8-hydroxyquinoline (5C8HQ, orange). Inset bar graphs relate the overall average expression among these same conditions. (D) Relative expression levels of lamin A, nesprin2giant, and nesprin3 in the same pharmacological conditions. (E-G) Distributions of relative expression levels of lamin A, nesprin2giant, and nesprin3 in the same pharmacological conditions. Insets show three-dimensional scatter plots relate nucleus size, DNA content, and content of the nuclear membrane protein of interest in the same cells for the control cells (black dots) and the pharmacological treatment that appeared the most different from the control cells (5C8HQ, orange dots). Each dot represents a single cell. (H-J) Distributions of nucleus size (H), cell size (I) and relative F-actin content per cell (J) in the same pharmacological conditions. Inset bar graphs relate the overall average size or expression among these same conditions. For the bar graphs, significance stars compare each bar to its corresponding control bar (black bar) using one-way ANOVA analyses with Dunnett’s multiple comparisons tests. ***, **, *, and ns indicate p value <0.001, <0.01, <0.05, and >0.05, respectively. α=0.05 was used for all significance tests. At least three independent experiments were conducted to quantify a total of at least 561 cells per condition.
Interestingly, the results described above are not the expected reversible results from those described in Figure 6-5. For instance, shRNA-depletion of lamin A/C, nesprin2giant, and nesprin3 each increased expression of 2MeH3K9 from control cells, suggesting that disrupted LINC complexes correlate with higher histone methylation at this lysine residue. However, enhancing histone methylation with 5C8HQ caused an increase in the content of these LINC complex proteins. These results suggest that other molecules must be key players within this physically interconnected pathway from the actin cytoskeleton through the nuclear membrane connections into nuclear chromatin, and that lamin and nesprins do not independently affect histone modifications, or vice-versa.

I then investigated how the perturbation of histone acetylation or methylation affected cellular and nuclear morphology. I hypothesized that the resulting upregulation in expression of lamin and nesprins was caused, in part, by increases in nuclear size. Both TSA and 5C8HQ treatment independently increased nuclear size (Fig. 6-8H) and cell size (Fig. 6-8I), as well as F-actin content (Fig. 6-8J), when compared to untreated cells. Interestingly, the increase in histone methylation by 5C8HQ caused a larger increase in nuclear size than TSA treatment (~1.5-fold increase vs. ~1.3-fold increase), while TSA treatment had a much higher effect on cell size (almost a 3-fold increase) than 5C8HQ treatment (a less than 2-fold increase). Regardless, the increases in nuclear size after drug treatment paled in comparison to the 2 to 4-fold increases in lamin A, nesprin2giant, and nesprin3 that these drug treatments induced (Fig. 6-8D). These data suggest that nuclear bulging is not solely responsible for upregulated LINC complex expression observed after rises of histone acetylation or methylation in the nucleus.

My results are particularly interesting in light of recent work by Jain et al. which observes an actomyosin contractility-dependent regulation of histone acetylation and gene
expression by micropatterning of cell shape (Jain et al., 2013). Specifically, actomyosin contractility induced spatial redistribution of histone deacetylase enzyme HDAC3 in order to increase AcH3K9 levels with increasing nuclear volume. Cell and nuclear shaping by micropatterned fibronectin acted as a mechanotransductive force that was sensed within cell nuclei to induce these chromatin alterations. Taken together with the results of my studies in this chapter, I speculate that the observed mechanotransduction through actomyosin contractility was directly sensed in the nucleus through connecting LINC complexes, and that disruption of these LINC complexes may abrogate the cell’s ability to sense geometrical constraints or changes in substrate rigidity. Additionally, future work may include assessment of the chromatin-modifying enzymes that are responsible for the up- and down-regulations in chromatin modification markers seen here in response to LINC complex-depletion.
CHAPTER 7: Conclusions

7.1 Review of Findings

In this work, I investigated the roles of the actin cap and its associated nucleocytoskeletal connections in mechanotransduction of extracellular forces to the nuclear genome. The identification and characterization of this physical force-sensing pathway may play a critical part in the understanding of both normal and disease phenotypes. Particular cellular processes of interest may include transport of circulating tumor cells during metastasis of cancer or decreased cell viability in muscular dystrophy models, which have impaired activation of mechanosensitive genes.

In Chapter 2, I differentiated the perinuclear actin cap from conventional basal actin in its response to physiologically-relevant fluid shear stresses. I demonstrated that the actin cap is formed significantly faster and at lower stresses than its basal counterpart, and that this response is mediated by focal adhesion protein zyxin as well as by nuclear lamin A/C, nesprin2giant, and nesprin3 of the nuclear membrane. Actomyosin contractility was established an important component of the actin cap and was also required for actin cap formation in response to force.

In Chapter 3, I introduced an innovative three-dimensional flow assay and determined that interstitial fluid flow increased the persistence of cancer cells in a three-dimensional culture environment. This response to flow required Rho GTPases and associated proteins within the FAK1 signaling pathway. Outside work confirmed that intact LINC complexes consisting of nesprin2giant and nesprin3 were critical in migration of cells in three dimensions. These results have important implications in cancer cell migration and metastasis.
Chapter 4 described the development of novel high-throughput image analysis methodology that was used to simultaneously measure parameters describing cell cycle, cell and nucleus morphology, and histone content and modifications in the same cell population on a single-cell basis. I demonstrated the versatility of this method in Chapters 5 and 6. Chapter 5 confirmed that intact nucleocytoskeletal connections were required for proper chromatin responses to fluid shear force, while Chapter 6 suggested critical roles for the LINC complex in regulation of chromatin confirmation. Taken together, these results established a physically interconnected pathway for cellular mechanotransduction of extracellular physical cues into the nucleus, through nucleocytoskeletal connections which connect the cell cytoskeleton to the nuclear genome.

I note that all of the work described in this thesis was performed in immortalized cell lines. Although these types of cell lines constitute the well-characterized standards of most related research described in the literature, they do not best recapitulate cellular behaviors in vivo. Thus, in addition to the future work proposed below, it may be important to assess flow-induced actin cap organization and histone modification patterns in primary cell lines and/or tissue samples. Extensions of the high-throughput cell phenotyping assay to analyze such types of samples are currently underway.

7.2 Proposals of Future Work

7.2.1 Mechanotransduction in three-dimensions

Mechanotransduction in three-dimensions, whether in vivo or in vitro, ought to be studied further. Actin cap organization was not directly quantified in my 3D flow studies described in Chapter 3; however, qualitatively, no change in actin cap organization was observed between static and flow conditions in the wild-type cells. Future work may more readily quantify actin cap organization before and after flow, in addition to after treatment
with PP2, IPA3, NSC or cdc42 shRNA. Another interesting study would repeat the work of Khatau et al. on the role LINC complexes in three-dimensional cell migration (Khatau et al., 2012a) but with the added interstitial fluid flow element. Additionally, it would be beneficial to know what role microtubules are playing. Hale et al. observed that depletion of microtubule end-binding protein 1 (EB1) or dynein light intermediate chain 1 (LIC1) each decreased persistence of two-dimensional cell migration (Hale et al., 2011), and these studies may be translated to a three dimensional environment for further confirmation.

Possible limitations within the methods of my 3D flow studies included that fluid flow may not have been homogeneous throughout all areas of the flow chamber. Thus, if the method is to be further used in the future, flow patterns within the chamber should be characterized by fluorescent dye or tracking of beads.

7.2.2 Histone Modifying-Enzymes and Genetic Implications

As histone acetylation and methylation are regulated by numerous histone-modifying enzymes, it would be appropriate to determine which of these specific enzymes are responsible for the alterations in acetylation and methylation that are observed upon depletion of the LINC complex. Specifically in cancer, histone deacetylase enzymes are of major importance, and their inhibitors may provide effective therapies to combat a common theme of histone deacetylation in malignancy. Similarly, a logical step stemming from this work would be to determine which specific genes are affected by depletions in these nucleocytoskeletal proteins that cause alterations in chromatin confirmation and thus defective mechanotransduction. These genetic questions can be approached with high-throughput gene chip kits, which are quickly becoming easier and cheaper genomic methods. As an example, preliminary results suggest that LINC complex disruption is associated with
downregulation of HDAC7, a histone deacetylase inhibitor. This idea should be explored further through complementing genomic and biophysical cellular methods.

7.2.3 Heterogeneity of Histone Modifications in Cancer

A single-cell method to relate histone modifications to cell and nuclear morphology opens many doors in disease research. In particular, I have been involved in a collaborative project which seeks to understand the overexpression of MMSET, a histone methyltransferase, which is characteristic of multiple myeloma, an incurable cancer of the blood. High levels of MMSET are correlated with increases in methylation of histone H3 at lysine 36 and decreases of methylation of the same histone at lysine 27, inducing a more open and accessible structure of chromatin. When MMSET expression is lost, growth of multiple myeloma cells is suppressed and apoptosis is induced (Martinez-Garcia et al., 2011). The Wirtz group, in collaboration with the Jonathan Licht laboratory, is currently using the single-cell high-throughput cell phenotyping assay described in this dissertation to assess how DNA damage is differentially induced and recovered in multiple myeloma cells with overexpression or underexpression of MMSET. The method has proved viable with the blood cells, which grow in suspension, rather than adherently as the cells described in Chapter 4-6, further demonstrating the versatility of the assay. The method will allow relation of degree of bleomycin-induced DNA damage, as measured with a phosphorylated gamma-H2AX stain, to histone methylation, cell cycle, and cell and nuclear morphology simultaneously. These studies will hopefully allow for better understanding of the underlying causes of multiple myeloma and thus point to new and effective treatment options.
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