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Abstract

Causal inference provides a principled way to investigate causal effects in public health, neuroscience and other areas. This thesis addresses two topics in causal inference: (i) the estimation of causal effects using covariates measured with error, and (ii) the investigation of mechanisms underlying causal effects. Although covariate measurement error is often present, methods for handling covariate measurement error in propensity score methods have not been widely investigated. We develop an imputation-based solution to using mismeasured covariates in propensity score methods that provide an estimate of a causal treatment effect, and use it to estimate the effects of living in a disadvantaged neighborhood on adolescent mental health and substance use. Furthermore, we can use mediation analysis to study how the causal effect that a treatment $X$ has on an outcome variable $Y$ is influenced by some intermediate variable $M$. Standard approaches toward assessing mediation require that each of the variables $X$, $M$, and $Y$ take scalar values. However, in many situations this may not be reasonable or practical. We extend the standard and causal mediation framework, allowing one or more of the variables to be considered continuous func-
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tions of time. But making causal statements about mediation always poses a problem because, even if we can randomize the intervention, it is often difficult - or impossible - to randomize the assignment of the mediator. Within-subject designs, common in neuroscience experiments using functional Magnetic Resonance Imaging, open new possibilities for identification of the mediation counterfactuals. We establish a new set of identifiability conditions for estimating causal mediation effects and develop an estimation procedure that is robust to baseline confounding of the mediator-outcome relation. This thesis advances the causal inference literature in innovative ways, enriching the principled thinking about effects and mediation with contributions from the measurement error and functional data analysis literature.
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Chapter 1

Introduction

The field of causal inference has provided many advances to statistics and other fields, like epidemiology, economics, and computer science. It provides a principled way to assess in which situations one can infer causality. It has also lead to the development of new methods for estimating effects that maintain desirable properties, such as robustness to incorrect specification of the proposed models. Having a principled way to assess causality has been crucial in the analysis of mediation, while model robustness is a property of propensity score analysis.

The present work addresses some complications that arise in the practice of public health and neuroscience. For example, variables are often assumed to be measured without error, but a degree of error in measurements will often be present. Important variables like socioeconomic status, depression, nutrient intake, or exposure to pollution are difficult to quantify in a precise manner. Moreover, variables that are
functions of time, like the brain blood response to neuronal function, or the cumulative exposure to pollutants, may be complex in nature. Reducing them to simple scalars results in loss of useful information. Finally, advances in causal inference derived from randomized experiments, and the new experimental designs that are used in neuroscience call for new sets of assumptions to address causality.

When the data to be used have already been collected and the treatment of interest was not randomly assigned, or when it is impractical or unethical to randomize the treatment, a strategy for estimating the treatment effect is to construct groups that are comparable in all variables that can affect both the treatment assignment and the outcome. These are called confounding variables, as they confound the relation between treatment and outcome, and can even induce a relation solely on their effect on both treatment assignment and outcome. When creating comparable groups, propensity score methods rely on measuring the confounders correctly. If there is error in the measurement of the confounders, the groups created with propensity score methods may not be comparable in terms of the true underlying confounders. In chapter 2 I describe how using mismeasured covariates in propensity score methods leads to bias in the estimate of the causal treatment effect, and I present a method that can correct for this bias. I then apply this method to estimate the effect that living in a disadvantaged neighborhood has on adolescent drug use.

Meanwhile, learning how a treatment works can help us understand the biological

\[^1\] We consider a treatment to be the independent variable, one that we would modify ourselves if it were possible, and whose effect is of interest.
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or psychological mechanism behind it, and can lead to its improvement. In order
to do this, we can pose whether an intermediate variable lies in the causal pathway
between the treatment and an outcome. That is, we pose whether the treatment
modifies the intermediate variable, which in turn changes the outcome. If so, we can
say that the intermediate variable mediates the effect of the treatment, and call it a
‘mediator’.

There are methods to assess mediation, and while they may allow for multiple
mediators, the majority assume that the variables in question are all scalar in value.
However, there are variables that have a more complex structure, as they may be
functions of time or space. For example, we can have a measure of brain activation
by quantifying the changes in blood dynamics that result from neuronal function.
These changes appear right after neurons transmit their impulses, and last roughly
30 seconds. We could investigate how the history of activation in one brain region
may mediate the response to thermal pain in a second region, but this requires the
development of new methods. In chapter 3 I extend the mediation framework to
accommodate mediators and outcomes that are functions of time (also known as
‘functional data’ or ‘intensive longitudinal data’), and apply it to estimating func-
tional connectivity, or how different brain regions work together.

It is generally difficult to claim that the mediated effects are actually causal effects.
This would imply that the treatment caused the mediator to change, and then the
mediator caused the outcome to change. In order to defend this, we need to assume
CHAPTER 1. INTRODUCTION

that the intervention is not affected by variables that also affect the outcome (which in many cases can be true as the treatment may be randomly assigned), but we also need to assume that the mediator is not affected by variables that also affect the outcome other than the treatment (which is not necessarily true as we usually do not randomize the mediator.) In chapter 4, I describe how a particular experimental design can overcome limitations in traditional causal mediation analysis. This design is common in neuroscience experiments, and it involves applying multiple treatments to each participant, often with replicates. Therefore, we can compute a causal effect for each person, and estimate a population effect by averaging the individual causal effects.

In each chapter, I illustrate how the proposed statistical methods can solve a question in public health or neuroscience. I connect the three topics previously discussed in chapter 5, proposing ideas to move the statistical fields forward, and describing other areas of application in public health.

The rest of this chapter is structured as follows. I begin by introducing the field of causal inference in section 1.1 and addressing causal mediation analysis in section 1.2. I then briefly describe the study of measurement error in section 1.3 and refer to functional data analysis in section 1.4.
CHAPTER 1. INTRODUCTION

1.1 Causal Inference

The potential outcomes framework has provided a principled way to define causal effects. It relies on three components: a set of treatments, units that receive the treatments, and potential outcomes that result from units receiving the treatments at a particular time. It then defines causal effects in terms of the potential outcomes, and establishes a set of assumptions that pair the potential outcomes to observed outcomes. The latter pairing is referred to as the ‘identification of the potential outcomes’.

Our first motivating example is the following. We are interested in estimating the average treatment effect that living in a disadvantaged urban neighborhood has on adolescent drug use for adolescents surveyed in the National Comorbidity Survey Replication Adolescent Supplement (NCS-A) as described in Rudolph et al. In this case, the units are adolescents in the NCS-A survey, and the treatment is ‘being assigned to live in a disadvantaged neighborhood’. Let $Z$ represent the type of neighborhood in which an adolescent lives, with $Z = 1$ for living in a disadvantaged urban neighborhood, and $Z = 0$ for living in a non-disadvantaged urban neighborhood. Then, each adolescent has two potential outcomes at the time of the study - their drug use if they live in a disadvantaged urban neighborhood ($Y(Z = 1)$) and their drug use if they live in a non-disadvantaged urban neighborhood ($Y(Z = 0)$). These potential outcomes are defined for all adolescents, so if adolescent $i$ lives in a disadvantaged urban neighborhood at the time of the study, she has a pattern of
drug use related to that condition $Y_i(Z_i = 1)$, and she also has a pattern of drug use related to the control condition $Y_i(Z_i = 0)$. The latter means that she has a potential outcome in a scenario were she lives in a non-disadvantaged neighborhood at the time of the study as well.

The average treatment effect is defined in terms of the potential outcomes; it could be their difference, their quotient, or other type of comparison. It can also be defined in terms of the population of interest. We can define the average treatment effect among all adolescents living in urban neighborhoods, regardless of whether they are disadvantaged or not, or we can restrict our analysis to a subset of the population. In our case, we are interested in making inferences only for adolescents who do live in disadvantaged urban neighborhoods, by comparing their drug use in the neighborhood they live in against their potential drug use had they lived in a non-disadvantaged neighborhood during the same period. This comparison can be written as: $E[Y_i(1 \mid Z_i = 1) - Y_i(0 \mid Z_i = 1)]$. This is called ‘the average treatment effect on the treated’ (ATT), because it is an average only among adolescents receiving the treatment, not the entire population of adolescents.

In order to estimate the ATT, we need to somehow measure the two potential drug uses for adolescents living in a disadvantaged neighborhood: their use had they lived in a disadvantaged neighborhood, and their use had they lived in a non-disadvantaged neighborhood during the same period. The set of assumptions that help us map the potential outcomes on to observable quantities are called ‘identifying assumptions’.

6
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First, we assume that, if we assign adolescent $i$ to living in neighborhood type $z$, we would get to observe their potential drug use under life in neighborhood type $z$ (the consistency assumption, see Cole and Frangakis\textsuperscript{[9]}. We also assume that the potential drug use of one adolescent in the sample does not influence the potential drug use of another in the sample, and that each type of neighborhood only has one version, known as the Stable Unit Treatment Value Assumption (or SUTVA\textsuperscript{[6,7]}). Let $\mathbf{Z} = \{Z_1, \ldots, Z_n\}$ be the vector of assigned treatments for all adolescents in the study, the SUTVA is represented as:

$$Y_{i}^{'}(\mathbf{Z}) = Y_{i}^{'}(\mathbf{Z}') \quad \text{if} \quad Z_{i} = Z_{i}^{'}.$$  \hspace{1cm} (A1)

This implies that if we were to have two experiments, in one we have a particular assignment of treatments ($\mathbf{Z}$) where adolescent $i$ lives in a disadvantaged neighborhood ($Z_{i} = z_{i}$), and in the other we permute the assignment ($\mathbf{Z}'$) but still have adolescent $i$ living in a disadvantaged neighborhood ($Z_{i}' = z_{i}$), the potential outcomes of adolescent $i$ in both experiments would be the same. That is, if the treatment assignment for adolescent $i$ remains the same, and $Z_{i} = Z_{i}^{'} = z_{i}$ then the potential outcomes are the same, even if the treatment for other adolescents change.

Given assumption (A1), we can write:

$$(Y_{i}(z) \mid Z_{i} = z) = (Y_{i}^{obs} \mid Z_{i} = z).$$
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In other words, when we assign adolescent $i$ to live in a disadvantaged neighborhood, we do observe the potential outcome of that individual living in a disadvantaged neighborhood. Examples when this assumption may not hold are if there are cases where adolescent $i$ lives in a neighborhood that, in different scenarios, has different levels of disadvantage (the treatment varies). Another example of violations of SUTVA is when the fact that adolescent $i$ lives in a disadvantaged neighborhood affects the drug use of another adolescent $j$ in the study (and therefore it changes its potential outcomes, this phenomenon is called ‘interference’).

How do we ever get to see what would happen under living in a non-disadvantaged neighborhood for those adolescents who live in a disadvantaged neighborhood? If the treatment were randomized, people experiencing one type of treatment would look, on average, very similar to the people experiencing the other type of treatment. Therefore, we can take the results of people under treatment $z$ and have those stand for what would have happened to people in treatment $z'$ had they had treatment $z$. In our case, it would mean that we take the drug abuse levels in the group living in non-disadvantaged neighborhoods and pass them for what would have happened to adolescents in disadvantaged neighborhoods had they not lived in disadvantaged neighborhoods.

But there are many baseline factors that differ between the two groups that render them nonexchangeable, like their distribution of gender, current age, race/ethnicity, region of the country in which they live, family income, family structure, and age of
the mother at which she gave birth to the adolescent in question (more details on
this can be found in Rudolph et al[4]) If we find two adolescents that are equal in all
these factors, except that one lives in a non-disadvantaged neighborhood while the
other lives in a disadvantaged one, we could exchange their results (if we think that
no relevant variable is missing.) The assumption that, within a fixed level of all the
relevant factors taken into account, the choice of treatment assignment is as if by the
flip of a coin, is called ‘conditional ignorability of treatment assignment’[8] We use
a stronger version that also assumes that every adolescent has a chance of living in
either type of neighborhood, called the ‘positivity’ assumption.

If we were to find a match for every adolescent in the sample, we could create
two groups where the distribution of relevant factors was the same and they only
differed on the treatment they received. But even if the sample size was large, getting
exact matches on a large list of factors may not be possible. This is why getting
one variable that, if you match on its value you will create two groups that have the
same distribution of relevant covariates, is very useful. This variable is the propensity
score, and it can balance the distribution of all covariates that are used to calculate it.
The propensity score, first introduced by Rosenbaum and Rubin[8] is formally defined
as the probability of receiving treatment, given the observed covariates. There are
many methods that use the propensity score to ensure a fair comparison of treatment
and control groups[9] and they often perform better than the commonly used method
of regression adjustment[10] Propensity score methods have become a common tool
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for estimating causal effects in non-experimental studies, as suggested by the more than 13,000 citations\textsuperscript{2} of the 1983 seminal paper by Rosenbaum and Rubin\textsuperscript{8}.

1.2 Causal Mediation

When we look at the effect that a treatment, intervention, or variable has on an outcome, we often ask questions about the mechanism behind it. For example, if we hold a hot cup of coffee for too long, we may begin to feel pain. We can ask ‘Is a particular brain region responsible for the perception of this thermal pain?’ Opening the black box to investigate the mechanism and find out how a treatment works can lead to better interventions that stem from a deeper understanding of the problem at hand. We need to open the box carefully in order to not mistake association for causation; even if the treatment was randomized, the variables that encompass the mechanism are not necessarily free from confounding with the outcome. Therefore, making causal claims will require assumptions about the presence of confounders of this relation. Nevertheless, we would like to make causal claims about the mediator that can help develop policies, and strengthen our belief in the proposed mechanism.

We usually propose a mechanism involving one or more variables and design an experiment that includes them as well as the treatment and the outcome. We refer to the variables in the proposed mechanism as ‘mediating variables’ or ‘mediators’. In our example, the activation of a particular brain region of interest will be the mediator,

\footnote{As measured by Google Scholar on May 2015.}
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while holding the cup of coffee for too long is the treatment, and our experience of pain is the outcome. In many cases, the proposed mechanism may exclude other variables that are at play. Figure 1.1 represents three possible cases that may apply to our proposed mechanism. The first (1.1a) depicts the case where the mechanism proposed accounts for all the effect that the treatment has on the outcome. In our first example, if we could follow the activation in the whole brain (instead of region by region), we could assume that we have the complete mechanism. If we only focus on the activation of one brain region, we would find that the rest of the brain regions are also being modified by the treatment. In this case, we would observe an effect that is not accounted for by our proposed mechanism, as depicted in figure (1.1b). Or it could be that there is a variable that is associated with the mechanism and the outcome, and we could potentially observe a relation between the mediator and the outcome because both vary according to such variable. It could be that there is an underlying ‘pain resilience’ characteristic that certain individuals have, and this trait affects their brain activation, as well as their pain rating. This reflects a confounded mediator-outcome relation and is illustrated in figure (1.1c).

In figure (1.1b), we can partition the total effect that the treatment or intervention has on the outcome into an effect that arises from the changes that the treatment has on the mediator, and the subsequent changes that the mediator produces on the outcome (termed ‘indirect effect’); and the effect that the treatment has on the outcome regardless of the changes it produced on the mediator (termed ‘direct effect’).
(a) Treatment $\rightarrow$ Mechanism $\rightarrow$ Outcome

Mechanism

(b) Treatment $\rightarrow$ Outcome

(c) Treatment $\rightarrow$ Mechanism $\rightarrow$ Outcome

Figure 1.1: Depiction of mediation: (a) Complete mechanism. (b) Incomplete mechanism. (c) Confounded mechanism. The solid lines represent the effects that are related to the mechanism, while the dashed lines represent effects that are not.

We are interested in making inferences about the indirect effect.

Several methods have been proposed to assess indirect effects. Judd and Kenny\textsuperscript{11} and Baron and Kenny\textsuperscript{12} introduced a popular approach to estimate direct and indirect effects (the number of citations registered in Google Scholar is 50,435 for the second, and 1,604 for the first). Their method popularized path analysis and regression models within the social sciences and is related to structural equations models. Vanderweele\textsuperscript{13} presents a clear comparison of approaches to assess mediation, including the Baron and Kenny regression technique, structural equation modeling, causal graphs, and marginal structural models. To illustrate the regression approach, as well as the causal mediation approach, consider a trial to examine how the brain processes thermal pain\textsuperscript{14}; participants received randomly either a high heat (noxious) stimulus\textsuperscript{3} to their forearm, or a low heat (non-noxious) stimulus. Researchers were interested

\textsuperscript{3} The high heat stimulus was the equivalent to ‘holding a hot cup of coffee for too long. It is painful, but does not burn’.
in assessing how the change in temperature led to changes in brain activation and a
particular pain experience. Let \( Z_i \) be the random variable of treatment assigned to
individual \( i \), with \( Z_i = 1 \) if the stimulus used high heat, and \( Z_i = 0 \) when it used low
heat. Let \( M_i \) be the level of brain activation in our brain region of interest, and let
\( Y_i \) be the reported experienced pain.

The traditional method relies on three linear models:

\[
\begin{align*}
M_i &= d_1 + a Z_i + e_{1i} \\
Y_i &= d_2 + c Z_i + e_{2i} \\
Y_i &= d_3 + b M_i + c' Z_i + e_{3i}.
\end{align*}
\]  

(1.1)

The first analyzes the association of a heat stimulus \( (Z_i) \) with levels of brain
activity \( (M_i) \). The second analyzes the association of the heat stimulus \( (Z_i) \) with
reported pain \( (Y_i) \). This would be the ‘total effect’ of the heat stimulus on pain report.
Finally, the third analyzes the association of heat stimulus \( (Z_i) \) and a particular level
of brain activation \( (M_i) \) with reported pain. The ‘mediated effect’ (indirect effect) is
the product \( a \times b \), which in this setting is also equivalent to \( c - c' \). Sobel\(^{15}\) presents
asymptotic standard error errors for \( \hat{a} \times \hat{b} \), while MacKinnon et al.\(^{16}\) present the
McGuigan and Langholz variance estimator for \( \hat{c} - \hat{c}' \).

The method by Judd and Kenny\(^{11}\) assumes that the errors \( e_{1i}, e_{2i}, e_{3i} \), are normally
CHAPTER 1. INTRODUCTION

distributed and independent across individuals, that $e_{1i}$ and $e_{3i}$ are independent for each individual, and that there is no interaction between the effects of the treatment and mediator on the outcome. The assumption of independence of the errors $e_{1i}$ and $e_{3i}$ is equivalent to assuming there are no confounders of the mediator-outcome relation.

We illustrated the simple case that is defined by three linear models, in which the correlations among variables are of interest. More complex mechanisms can be accommodated by incorporating more linear regressions as well as assumptions about the correlation of the error terms, which is equivalent to modeling the covariance structure. This represents the structural equation modeling framework or path analysis.[17][18]

The traditional framework makes inferences concerning parameters that involve the observed values, and that cannot be interpreted as causal without making assumptions, see Jo[19] for a clear description of these. On the other hand, the structural equation framework approaches causality by defining a causal hypothesis that leads to a particular covariance structure, which is tested against the observed covariance structure. They do assume that there are no unmeasured confounders among the proposed structure.[18]

We approach causality with the use of the potential outcomes framework. Let $M_i(z)$ represent the potential mediator[4] when the treatment in $Z = z$, and $Y_i(z, M_i(z))$

[4] Since we use ‘outcome’ only to refer to $Y_i$, we refrain from calling the possible responses of the mediator ‘potential outcomes of the mediator’. We refer to them as ‘potential mediators’.
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represent the potential outcome associated to having treatment $Z = z$ and the potential mediator $M_i(z)$.

We define the ‘total effect’ of the treatment on the outcome as:

$$E(Y_i(1) - Y_i(0)) = E(Y_i(1, M_i(1)) - Y_i(0, M_i(0)));$$  \hspace{1cm} (1.2)

this is the average causal effect of the treatment on the outcome, as introduced before. This would be the effect of assigning a participant $i$ to receive a high heat stimulus, as compared to receiving a low heat stimulus, on their pain report.

So far, the potential outcomes that we had considered have been $Y_i(1, M_i(1))$ and $Y_i(0, M_i(0))$. When considering the effect of all the levels of potential mediators on the potential outcomes, we will consider a large number of the latter. For example, we can think of having four potential outcomes:

$$Y_i(1, M_i(1)), \quad Y_i(0, M_i(0))$$  \hspace{1cm} (1.3)

$$Y_i(1, M_i(0)), \quad Y_i(0, M_i(1)).$$  \hspace{1cm} (1.4)

In this case we only imagine potential mediator levels induced by the treatment. The potential outcomes only require thinking about the brain response that happens when a participant has a high heat stimulus ($M_i(1)$), or that which happens when he has a low heat stimulus ($M_i(0)$).

If we consider all the potential outcomes for all the possible values that the me-
diator can have, we would be thinking about all the possible pain reports that a participant could have resulting from having no brain activation to the maximum brain activation possible. We are thinking about an infinite number of potential outcomes of the form:

\[ Y_i(1, m), \quad Y_i(0, m) \quad \forall m \in [0, \infty). \]  

In the first case, we have imagined that the potential outcome \( Y_i(1, M_i(0)) \) exists, that the situation in which we assign participant \( i \) to receive a high heat stimulus, but somehow such participant actually has the mediator levels that she would have had she received a low heat stimulus \( (M_i(0)) \), is a possible future at the beginning of the trial. We also imagined the contrary case of having participant \( i \) receive a low heat stimulus, but have mediator levels associated with a high heat stimulus. In equation (1.5), we further imagine that it is possible that a participant \( i \) received a high heat stimulus, and also has any possible level of brain activation.

We should consider whether these assumptions are likely to hold in our scientific problem, or not. In the case of the pain trial, a technique called transcranial magnetic stimulation allows for the temporary activation or deactivation of brain regions via a safe, non painful, and noninvasive procedure, and we could manipulate the mediator in this sense. Pearl and Egleston argue in further detail about the relevance of
these assumptions. The first poses how one set of potential outcomes may be more relevant when the relation between the mediator and the treatment is of interest, against settings where the policy objectives are of interest; while the second consider cases in which it is not possible to imagine experiments with which the potential outcomes in equation (1.4) can be observed.

1.2.1 Causal mediation effects

Given that there are a variety of potential outcomes related to changes in the potential mediators, there are many ways in which we can define comparisons among them. We will describe three types of comparisons, and we refer to them jointly as causal mediation effects. For the first two causal mediation effects, following Robins and Greenland\textsuperscript{23} and Pearl\textsuperscript{21} we refer to them as natural effects and controlled effects. We will also consider principal strata effects, whose use in mediation inference has been described as well\textsuperscript{19,24–26}

1.2.1.1 Natural effects

Natural effects\textsuperscript{21,23} make inferences that only require considering potential outcomes and potential mediators that arise from changing the treatment status (as in equations 1.3 and 1.4). They are also considered ‘descriptive’ effects, and are useful when the values of the mediator are conceptually tied to the treatment. In such cases,\textsuperscript{\textsuperscript{5}}Pearl\textsuperscript{21} calls them natural effects, while Robins and Greenland\textsuperscript{23} call them pure effects
we cannot imagine having mediator levels different from the ones achieved through the different treatments.

The natural direct effects are the average causal effect of $Z_i$ on $Y_i$ that is caused beyond changes in the mediator:

$$E (Y_i(1, M_i(z)) - Y_i(0, M_i(z))) .$$ (1.6)

In the pain trial, this amounts to comparing two futures where both have achieved the same level of brain activation ($M_i(z)$), but one of them was under high heat while the other was under low heat.

The natural indirect effects are the average causal effect of $Z_i$ on $Y_i$ that is only due to the change in the mediator:

$$E (Y_i(z, M_i(1)) - Y_i(z, M_i(0))) .$$ (1.7)

In this case, we hold constant the intervention at $Z_i = z$ and only vary the mediator for ‘natural’ levels, those associated with each treatment. This would be the difference between the potential outcomes where in both cases we assign participant $i$ to receive a high heat stimulus, and we only change the levels of brain activity from those that the participant would have if they had a high heat stimulus to those that arise when they receive a low heat stimulus.
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Given this set up, we have two natural direct effects: one arises when we fix the mediator at the level corresponding to the control group, another when we fix the mediator to the level of the treatment group. We also have two natural indirect effects depending on which value of the treatment we choose to hold.

The total effect in (1.2) can be decomposed into the natural direct and indirect effects. Adding and subtracting $Y_i(1, M_i(0))$ to equation (1.2) produces

$$E(Y_i(1, M_i(1)) - Y_i(0, M_i(0))) = E(Y_i(1, M_i(1)) - Y_i(1, M_i(0)))^* + E(Y_i(1, M_i(0)) - Y_i(0, M_i(0)))^{**},$$

where the 'total' effect of treatment $Z_i$ has been decomposed into an effect solely due to the change in the mediator level given by the treatment ($^*$, one of the natural indirect effects), and an effect of the treatment that is not due to a change in the mediator ($^{**}$, one of the natural direct effects). The decomposition is not unique, as another can be obtained when adding and subtracting $Y_i(0, M_i(1))$.

One of the advantages about the natural effects is that they do not require a particular structure or model imposed on the form of the potential outcomes, nor on the potential mediators, nor on the expectation of either. Another advantage is that, for the use of natural effects, we need to consider only four potential outcomes, and only think about two that cannot arise naturally within the defined experiment.
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(the potential outcomes $Y_i(1, M_i(0))$ and $Y_i(0, M_i(1))$). We still need to think that it is possible to have an external intervention in which we, for each participant, can change artificially the levels of brain activity from those that arise from having a high (or low) heat stimulus, to those of the contrary intervention.

1.2.1.2 Controlled effects

Controlled effects\(^{21}\) make inferences that envision potential outcomes that correspond to having mediator levels set at a particular value, not necessarily achieved through the intervention. They are also considered as ‘prescribed’ effects, and are of interest when it is possible and desirable to control the mediating variable by itself.

The controlled direct effect is defined as the effect that the treatment has given that we fix the mediating value at $m$:

\[
E (Y_i(1, M_i = m) - Y_i(0, M_i = m)),
\]

(1.8)

which amounts to the effect of giving a high heat stimulus to a participant while keeping the level of brain activation at $m$.

We would also like to estimate the controlled effect of the mediator\(^{21,22}\) that is, the effect of having a set change $(m - m')$ in the mediator while we fix the treatment at $z$:
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\[ E (Y_i(z, M_i = m) - Y_i(z, M_i = m')) , \]  

(1.9)

when \( z = 1 \), it is the effect of artificially changing the level of brain activity from \( m \) to \( m' \) in a participant that receive a high heat stimulus.

Kaufman et al.\textsuperscript{29} and VanderWeele\textsuperscript{30} remark that the total effect cannot be decomposed into the sum of a controlled direct and indirect effect, unless one assumes that there is the relation between the outcome and the mediator does not vary among levels of the treatment (there is no interaction between the treatment and the mediator effect on the outcome).

To consider the controlled effects, we need to be able to consider a potential outcome in which we can intervene on the treatment and also on the mediator. In our example, we need to consider that it is possible to give a participant a high heat stimulus and, at the same time, artificially increase or decrease the level of brain activity to a level \( m \). We could think that we could stimulate the brain directly to attain the level \( m \).

1.2.1.3 Principal strata effects

The principal stratification framework\textsuperscript{31} has also been used to define and estimate causal mediation effects.\textsuperscript{19, 25, 26} This framework only considers potential outcomes.
that can occur and are consistent with what is observed in the data. In contrast, natural and controlled effects require potential outcomes of the form \( Y_i(1, M_i(0)) \), which cannot be observed in practice except in certain experimental designs. Moreover, this framework uses the complete set of potential mediators to define strata, making the strata independent of the treatment assignment.

For this example, we will categorize the mediator (levels of brain activity) into two groups, those that showed a decrease or maintenance in brain activity levels when compared to baseline, and those that showed an increase with respect to baseline levels. Given a binary mediator, we can define four underlying principal strata:

1. **Forward-responders** Those who would have the mediator value 1 when assigned to treatment, and have mediator level 0 when assigned to control. In our example, this could be defined as the group where the high heat stimulus would highly increase the levels of brain activity, while the low heat stimulus would have no effect on brain activity.

2. **Backward-responders** Those who would have the mediator value 0 when assigned to treatment, and have mediator level 1 when assigned to control. This group is the opposite of group 1, and is composed of participants that show no change in the level of brain activity when they receive a high heat stimulus, but show an increase of it under a low heat stimulus.

3. **Always-responders** Those who would have the mediator value 1 when assigned
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to treatment, and have mediator level 1 when assigned to control. In the pain trial, the group is composed of participants that would have an increase in brain activity under a high or low heat stimulus.

4. Never-responders Those who would have the mediator value 0 when assigned to treatment, and have mediator level 0 when assigned to control. These participants would have no change in brain activity, whether receiving a high or a low heat stimulus.

Let $S_i \in \{1, 2, 3, 4\}$ represent the principal strata that corresponds to individual $i$. The average causal effects are defined in terms of the strata $j$:

$$E(Y_i(1) - Y_i(0) | S_i = j),$$  \hspace{1cm} (1.10)

within each strata, we compare the effect of receiving a high heat stimulus to receiving a low heat stimulus. Jo\cite{Jo19} compares the traditional framework to the principal stratification framework, and finds the assumptions that render the parameters from each framework to have the same interpretation. Although these principal strata effects have comparable characteristics as the direct and indirect effects, they cannot be directly interpreted as such, since we do not fix the mediator levels for every individual. Even if we could fix the mediator levels, Jo et al.\cite{Jo20} describe how the interpretation of the principal strata effects does not correspond to the usual direct and indirect
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effects.

The framework can be extended to continuous mediators (intermediate variables), as in Jin and Rubin\textsuperscript{33,34} but it requires stronger assumptions.\textsuperscript{19}

1.3 Measurement Error

Many variables cannot be measured perfectly. If we look at the effect of diet cholesterol on weight, would we measure the exact amount that a person ingests in a day? Over a year? How about the weight of the person? A person’s weight has biological variation due to physiological processes, and technical variation due to the instruments used used to measure. Moreover, we can be interested in variables that are latent constructs that cannot be directly observed. However, making inferences about the effect of mismeasured variables has been shown to be biased when measurement error is not addressed.\textsuperscript{35,36}

Estimating parameters when variables are measured with error require three ingredients. The first is the model for the parameters, defined in terms of the true variables. The second is the measurement error model, which defines how the mismeasured variables relate to the true variables. The third is additional information about the measurement error, which can be: knowledge of the parameters in the measurement error model, having replicates of the mismeasured variable, having a validation or calibration data set with information on both true and measured vari-
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ables, having instrumental variables.

Even though the prevalence of measurement error is high, the implications of using mismeasured covariates is not well studied in causal inference. More research is needed to address this, as well as provide methods for its correction.

1.3.1 Types of measurement error

From the point of view of variance structure, measurement error can be divided into two types. In classical measurement error, the measured variable arises from a true variable measured with added noise, so we can make assumptions about the distribution of the measured values given the true values. In contrast, Berkson measurement error posits that the true variable has more variability than the measured variable, and we can make assumptions about the distribution of the true variable conditioning on the measured variable.

Classical measurement error. In the simplest form, the classical measurement error model is:

\[ W = X + e \]

where \( e \) has a particular distribution centered at zero with some variance \( \sigma_e^2 \). This model has additive error and unbiased expectation. Given this model, we can define reliability as

\[ r = \frac{\sigma_X^2}{\sigma_e^2}. \]
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An adolescent’s recall of the age at which her mother gave birth to her, or the added noise that the magnetic resonance machine adds to the measure of BOLD contrast are examples of this type of error.

**Berkson error** The Berkson error can be written as $X = W + e$, the true exposure $X$ has more variability than the one measured by the proxy $W$. This type of error is common in environmental studies, where a particular pollutant is measured at stations, and the true exposure varies from person to person.

1.3.2 Methods for correction

Using mismeasured variables in linear and non-linear models leads to bias in estimated parameters. To correct for such bias there are direct-bias corrections, moment-based methods, use of instrumental variables, regression calibration, simulation-extrapolation (SIMEX), and modifying estimating equations.\(^{35-37}\)

1.4 Functional Data Analysis

Data that in principle come from a continuous process in time or space are called ‘functional data’. For example, physiological measures do not change abruptly. Our height changed smoothly over time as we grew from birth to the present day. It was defined for all times between birth and today. Therefore, we can think that our height was defined for an infinite number of time points.
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There are methods that have been developed to make inferences about functional data. But first, we will go into detail about the data collected in the motivating example introduced in Section 1.2.

In the pain study there are twenty participants that receive either a heat stimulus ($Z_i$) while inside the fMRI scanner. The stimulus can be low heat ($Z_i = 0$), or high heat ($Z_i = 1$). Brain activation is considered to be the chemo-electrical response at the neuron level. Unfortunately, measuring neuron activation at the same time and throughout the whole brain is not yet feasible (it is only feasible for areas close to the surface of the brain using electroencephalograms), therefore other methods have been developed to approximate this. One such method is functional magnetic resonance imaging (fMRI), which takes advantage of other processes that accompany the electric potentials. The signal transmission requires an uptake of oxygen and glucose from the blood supply, which increases blood flow to the activated tissue (termed ‘hemodynamic response’). With the uptake of oxygen, hemoglobin becomes deoxyhemoglobin, which has magnetic properties that can be traced with fMRI.

The fMRI time series captures the hemodynamic response across time within small units of volume in the brain. The entire brain space is separated into a three-dimensional grid containing small, cubic volumes (termed ‘voxels’, which are compared to ‘pixels’ from a digital 2-dimensional image). The hemodynamic patterns, measured as blood oxygenation changes or Blood Oxygenation Level Dependent (BOLD) signals, have particular features as time from stimulus until peak, height

27
and width of response peak, area under the curve, among other summary measures that can be used to trace neuronal activation.\textsuperscript{40} Notwithstanding, the information they convey is used as a whole when they are considered continuous functions.

Processes that, conceptually, are produced by continuous functions can be captured by sampling observations that are dense on their given index. In our first example, brain activation within a voxel (represented by the hemodynamic response) is followed in time, usually taking measures every 2 seconds and sampling over periods of minutes. The data, which is usually larger in dimension than traditional longitudinal data, is referred to as ‘functional data’ or ‘intensive longitudinal data’.

Functional data\textsuperscript{41} have expanded the way we conceptualize information that is clustered due to temporal or spacial order. Instead of having thirty measures correlated in time, we have one observation coming from a continuous process that is sampled at thirty time points. The correlation is imposed by unknown functional parameters that can be conceptualized and decomposed into a linear combination of known mathematical functions. Models incorporate variability via error terms at each sampled time (that can also be considered measurement error). Given the previous conceptualization, a model for a functional outcome, that is a model for the BOLD activation in a particular voxel for the $i$th participant ($M_i$) from time 0 up to time $T$, can be written as:

$$M_{it} = \alpha_t + \epsilon_{it},$$

for $t \in [0, T]$. In this model, $\{\alpha_t\}_{t=0}^T$ is the average function across participants,
and deviations from this function are captured by the $\{\epsilon_{it}\}_{t=0}^T$. Typically, the $\epsilon_{it}$ are assumed independent and centered around zero for all $t$ and $i$. Residual correlation of errors can be incorporated through the use of participant-specific random ‘functions’.\footnote{34}

Figure 1.2 shows functional data from the pain study.\footnote{33} In this trial, each individual participated in 24 trials under high heat and 24 trials under low heat. Furthermore, the BOLD contrast time series for all voxels was summarized into averages of regions of interest (ROIs). Here, the average BOLD contrast for only two regions (A for the right Anterior Insula, B for the dorsal Anterior Cingulate Cortex) are plotted. The smoothed point-wise mean for each group is plotted by a wider line. This line is our estimate of $\alpha$. 

\begin{center}
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Example of functional data: BOLD contrast measured in two brain regions. Region A is the right Anterior Insula, while Region B is the dorsal Anterior Cingulate Cortex.}
\end{figure}
\end{center}
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1.4.1 Functional data models

In order to relate functional data to other information, more complex models are required. Functional data analysis provides tools to analyze functional data. I present a brief introduction classified by the role that the functional variable has in the model.

1.4.1.1 Function-on-scalar regression

In function-on-scalar regression, the functional variable is regressed on scalar covariates. Each scalar covariate has a time-varying effect, and the sum of the effects of all covariates ultimately describes the time-varying correlation in the functional variable. These models are also called ‘time-varying effect models’.

As an example, we could model the average BOLD response in Region A as:

\[ M_{it} = \alpha_{0t} + \alpha_{1t}Z_i + \epsilon_{it}, \]

for \( t \in [0, T] \). In this model, \( \{\alpha_{0t}\}_{t=0}^T \) is the average function for participants that received low heat, while \( \{\alpha_{1t}\}_{t=0}^T \) is the observed difference in means between participants under high heat and participants under low heat.
1.4.1.2 Scalar-on-function regression

Also known as functional regression, the scalar-on-function regression relates a scalar outcome to functional covariates. In these models, the effect of the function $M$ on a scalar $Y$ is captured by a weighted integral, where the weights represent the effect of a particular time point of $M$ on $Y$. Let $Y_i$ be the pain response. We can define the following model to relate the measured BOLD response in Region A to pain response:

$$Y_i = \alpha_0 + \int_0^T \alpha_{1t} M_{it} + \epsilon_i.$$ 

Here, the effect of Region A on pain, $\{\beta_{1t}\}_1^T$, is a function that takes values on the same time domain as $M$. This function can characterize how different sections of $M$ are related to $Y$.

1.4.1.3 Function-on-function regression

Suppose we would like to relate two functions together, like how the average BOLD response in Region B ($Y_{it}$) is related to the average BOLD response in Region A ($M_{is}$). We could define a model like the following:

$$Y_{it} = \beta_{0t} + \int_0^t \beta_{ts} M_{is} \, ds + \epsilon_{it}.$$
CHAPTER 1. INTRODUCTION

This model relates what happens at time $t$ for Region B ($Y_t$) to the history of Region A ($\{M_s\}_{s=0}^{t}$). This is called the 'historical linear model'.

1.4.1.4 Estimation

Estimation of the functional parameters can be done by decomposing the functional observations and parameters into linear combinations of known basis functions - like b-splines, wavelets, or functional principal components, followed by penalized least squares or penalized maximum likelihood.

1.5 Overview of the dissertation

This chapter has presented a brief background on the fields of causal inference, causal mediation, measurement error and functional data analysis. In the following three chapters, we address the complications of making causal inferences when there is measurement error in covariates, when there are variables that are functions of time, and when the experimental design is different than the traditional randomized controlled trial. Each chapter proposes new statistical methodology and illustrates it by solving a question in public health or neuroscience.

In Chapter 2, we combine the causal inference framework introduced in section 1.1 with the measurement error framework from section 1.3 to assess the effects of using a mismeasured covariate when designing an observational study with propen-
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We illustrate our method by estimating the ATT of living in a disadvantaged neighborhood on adolescent substance use and mental health. In Chapter 3, we extend the causal mediation framework presented in section 1.2 to incorporate functional variables from section 1.4 as mediators and outcomes, and apply it to understand the thermal pain experience and the connection between the right Anterior Insula and the dorsal Anterior Cingulate Cortex under thermal stimuli. In Chapter 4, we frame the within-subject experimental design in terms of potential outcomes, define a new set of assumptions to assess causal mediation, and make use of the previously presented functional mediation models to investigate if the right Anterior Insula mediates thermal pain.

We make final remarks in Chapter 5, connecting the previous three topics and proposing future methodological work, as well as other applications that can advance public health.
Chapter 2

Propensity Score Analysis with Covariate Measurement Error

Propensity score methods are commonly used to estimate causal effects in non-experimental studies, as they help to ensure that treatment and comparison groups are similar with respect to observed covariates. Nearly all existing propensity score methods assume that covariates are measured without error. However, in reality, covariate measurement error may be the rule, not the exception. Self-reported measures, latent variables measured using scales, and disease status definitions comprised of surrogate measures are all examples of variables measured with error. If only the error-prone version of the variable is available, but the assignment mechanism itself used the true covariate, then the true confounder remains unmeasured.

Preliminary investigations have shown that measurement error can have detri-
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mental effects on the performance of propensity score methods. For example, Steiner et al.\textsuperscript{51} show that measurement error can degrade the propensity score’s ability to reduce bias, although Millimet\textsuperscript{52} shows that the bias is fairly limited if there is relatively little measurement error and if the error itself is not related to treatment group or covariates. McCaffrey et al.\textsuperscript{53} have shown formally that propensity scores based on direct use of error-prone covariates will not yield covariate balance on the underlying true covariate, and thus will not provide accurate treatment effect estimates.

A variety of methods for handling measurement error in regression settings have been developed. These include the method of moments,\textsuperscript{37} regression calibration,\textsuperscript{54} simulation-extrapolation (SIMEX),\textsuperscript{55} and multiple imputation.\textsuperscript{56,57} However, there has been very limited work extending these approaches to causal inference settings using propensity score methods, and the considerations may be quite different. For example, established methods are interested in one specific linear or non-linear model for the outcome, where primary interest is in the coefficients of the variables that are measured with error. Meanwhile, in the propensity score context we care about having a correct propensity score model for the treatment, correct predicted values from this model, and the resulting treatment effect estimates obtained by applying those propensity scores in some way to the outcome analysis. In other words, we care less about how measurement error influences the coefficients on particular variables in a model, and more on how covariate measurement error influences how well we can estimate causal treatment effects.
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There are just a few papers that do investigate covariate measurement error in propensity score settings. Sturmer et al.\textsuperscript{58} consider an error-prone propensity score that is estimated from a model that ignores an important confounder (e.g., the true covariate, in our scenario) and propose a method called “propensity score calibration” to estimate an updated propensity score that accounts for this unobserved confounding. Propensity score calibration uses an approach related to regression calibration and relies on observing the missing confounders on a subset of the original sample and also assumes non-differential error across treatment groups. Meanwhile, McCaffrey et al.\textsuperscript{53} propose a measurement-error bias-corrected inverse probability of treatment weighting estimator. A limitation of both of the Sturmer and McCaffrey approaches is that they assume that the error distribution is the same across treatment groups (i.e., the measurement error is non-differential across groups.) Another approach that addresses covariate imbalance and measurement error is to use a doubly robust method (as in Rotnitzky et al.\textsuperscript{59}) and apply existing methods for measurement error to the outcome model but not the propensity score model. However, if the predicted propensity scores are incorrect (i.e., if the measurement error is not accounted for in the propensity score estimation), this would detract from the benefits of using propensity score methods.

Therefore, extensions of existing approaches that account for measurement error when using propensity score methods are needed. In the present work we investigate one such extension. We consider a scenario in which a calibration sample is available,
and adapt Multiple Imputation for External Calibration (MI-EC) to correct for covariate measurement error in propensity score estimation and use.

2.1 Propensity scores and the importance of accurate covariate measurement

The propensity score, first introduced by Rosenbaum and Rubin, is defined as the probability of receiving treatment given the observed covariates. Propensity score methods, such as matching, weighting, or subclassification, help ensure that the treatment and control groups being compared are as similar as possible on the observed characteristics, and they often yield more reliable estimates of treatment effects than do traditional methods such as regression adjustment (e.g., see Martens et al.).

We consider the problem of estimating the average treatment effect on an outcome $Y$, where the treatment assignment $T$ ($T \in \{0, 1\}$) and the outcome $Y$ are affected by a set of confounders $(X, Z)$. First, we define a potential outcome $Y_i(t)$ as the outcome that we would observe if person $i$ receives treatment $t$. With two treatments (control and treatment) there are two potential outcomes: $Y_i(0)$, the potential outcome if person $i$ receives the control condition, and $Y_i(1)$, the potential outcome if person $i$ receives the treatment. The average treatment effect is a comparison of these potential outcomes, such as $\Delta = E[Y_i(1) - Y_i(0)]$.

We assume that if we assign treatment $t$ to person $i$ we observe their potential
outcome for treatment $t$ (the consistency assumption, $[Y_i \mid T_i = t] = Y_i(t)$; for a discussion on the topic see Cole and Frangakis\textsuperscript{[5]}). We also assume that the assigned treatment of one person does not influence the potential outcomes of another one, and that each treatment has only one version, known as the stable unit treatment value assumption (SUTVA\textsuperscript{[60]}).

We focus on non-experimental study designs, in which we assume strong ignorability of the treatment assignment.\textsuperscript{[8]} We assume 1) that each person has a positive probability of getting either treatment – called the positivity assumption, where $P(Z_i = z \mid X_i, Z_i) > 0 \ \forall z$, and 2) that the treatment assignment is independent of the potential outcomes, given a set of observed covariates $X, Z$: that is, $T_i \perp \perp Y_i(1), Y_i(0) \mid X_i, Z_i$.

Given that the outcome $Y$ is also influenced by the confounders $X, Z$, we would like to find groups of people that only differed by which treatment $T$ they received, and did not differ in any other way. Since finding people with the same levels of all possible confounders is difficult in practice, a summary measure that also balances the distribution of confounders across treatment groups is helpful. The propensity score is such a balancing score and creating groups with similar propensity scores makes the distribution of $X$ and $Z$ similar across groups. As noted, there are different methods that use the propensity score to achieve balance across treatment groups.\textsuperscript{[9]}

The balancing property of the propensity score relies on having a correct model for the treatment assignment. To be correct, the model must include all the relevant
confounders and must have the correct form. If one confounder is measured with error, the true confounder remains partially unobserved. Let $W$ be a covariate that is correlated highly with $X$, and thus is essentially a measure of $X$ with more error. If we use $W$ in our propensity score model instead of using $X$, we would not achieve complete balance on $X$ and our estimates would be subject to confounding. Note that regression adjustment that uses $W$ would also be subject to remaining confounding.

2.1.1 Inverse Probability of Treatment Weighting

Inverse Probability of Treatment Weighting (IPTW) is a method that uses the propensity scores to generate weights that, when used when estimating the treatment effect, result in having similar distributions of covariates among treated and control groups. For this work, we estimate the treatment effect using a weighted difference in sample means between treatment and control groups.

We start by posing a model for the treatment $T$ assignment given the confounders $X, Z$. This model is only used for generating the predicted propensity scores. This allows us to use methods that are parametric – like generalized linear model with a logistic or probit link, or machine learning algorithms like generalized boosted regression models and classification and regression trees.

Let $\hat{p}_i = \hat{P}[T_i = 1 \mid X_i, Z_i]$ be the predicted propensity score for person $i$. IPTW generates weights based on the inverse of the probability of treatment assigned, which
allows for estimation of the average treatment effect on the whole population (ATE). Let \( \hat{u}_i \) be the weight for person \( i \). To estimate the ATE, individuals in the treatment group receive a weight of \( \hat{u}_i = \frac{1}{\hat{p}_i} \), whereas individuals in the control group receive a weight of \( \hat{u}_i = \frac{1}{1-\hat{p}_i} \). The weights \( \hat{u}_i \) generate a pseudo-population in which the distribution of covariates is the same in the treated and control groups, and the weighted difference estimates the average treatment effect \( \Delta \). In contrast, we could be interested in the average treatment effect among the treated population (ATT). In this case, the treated population have unit weights (\( \hat{u}_i = 1 \) if subject \( i \) is treated), while the population in the control group are weighted by the odds of being treated (\( \hat{u}_i = \frac{\hat{p}_i}{1-\hat{p}_i} \) if subject \( i \) is in the control group.)

Note that a linear model on the observed outcome \( Y \) that incorporates the correct variables in the correct form (including all non-linearities, and having no measurement error) would estimate \( \Delta \) correctly, assuming the model for \( \hat{p}_i \) is correct. The benefit of using IPTW with covariate adjustment in the outcome model is that this method is doubly robust. It will be unbiased if either (but not necessarily both) the propensity score model or the outcome model is correct.\(^{59}\)
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2.2 Measurement error and propensity score methods

In this paper, we examine the consequences of using a covariate measured with error in the estimation of the average treatment effect using IPTW and we investigate the performance of MI-EC (described in further detail below) in correcting for bias due to this measurement error. We consider a classical measurement error model:

\[ W = X + e, \]

where \( X \) is the true confounder, \( W \) is the error-prone covariate, and \( e \) has some distribution that does not depend on \( X \) nor \( Y \), and has zero mean.\(^{45}\) It is common to assume \( e \sim N(0, \sigma^2) \). Given the measurement error model, we can define the reliability of the error-prone covariate \( X \) to be \( r = \frac{\text{var}(X)}{\text{var}(W)} \).

Our setting relies on two samples (see Figure 2.1). The first is the main study sample, in which we observe the outcome of interest \( Y \), the treatment assignment \( T \), a set of confounders measured without error \( Z \), and \( W \), the version of the true confounder \( X \) that is measured with additive error. The second is the calibration sample, where only \((X, W)\) are observed. This set-up is encountered when using measures that are calibrated against gold standards in studies external to the main study.
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A common approach for handling measurement error in general is that of regression calibration.\[^{35,54}\] This approach involves defining a regression calibration model and using it to predict $X$ with information from $W$. However, in the calibration setting, we cannot apply regression calibration in a valid manner to our setting of propensity score estimation. For regression calibration to be valid, all confounders of the $X$ and $Y$ relation must be included in the regression calibration model. Since $Z$ is correlated with $X$ and predicts $Y$, it should be part of the model. But $Z$ is not in the calibration sample, so a model that only uses $X$ and $W$ is not valid.

We consider two approaches for dealing with covariate measurement error in propensity score estimation: a naive method, and multiple imputation for external calibration (MI-EC).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Observed Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$W$</td>
</tr>
<tr>
<td>Calibration</td>
<td>✓</td>
</tr>
<tr>
<td>Main</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 2.1: Structure of the data. We focus on a setting in which there are two samples, one that contains external information (the calibration sample, with $W$ and $X$), and one that contains information for the observational study (the main sample, with $W, Z, T, Y$). We observe $Y(0)$ for the people in the control group, and $Y(1)$ for the treated group, and the main sample can be much larger than the calibration sample.
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2.2.1 The naive method

The basic naive method ignores the measurement error and uses the error-prone covariate $W$, instead of $X$, in the propensity score model. Specifically, it regresses $T$ on $W, Z$ to estimate the propensity scores. Then, it uses IPTW to get an estimate of the treatment effect $\Delta$.

2.2.2 Multiple imputation for external calibration

Multiple imputation for external calibration (MI-EC\textsuperscript{[57]}) is an imputation-based approach to handling measurement error. In particular, MI-EC generates multiple imputations of the true covariate, $X$, in the main sample, using information on the relationship between $W$ and $X$ in the calibration sample, as well as information on $Y, T, Z, W$ from the main sample. It thus generates imputations in a way that is congenial (the imputations use all of the variables used in the analysis model) and reflects the relationships between the covariates, the treatment, and the outcome, yet still corrects for the measurement error\textsuperscript{[62,63]}

MI-EC relies on several assumptions. It assumes that the joint conditional distribution of $(X, Z, T, Y \mid W)$ is multivariate normal, and that this distribution is the same in both the main and calibration samples, while the distribution of $W$ can vary between them. Furthermore, it assumes that the mean of the joint conditional distribution is linear in $W$ and the covariance matrix is constant. Formally, we state
this as:

\[ f(Y_i, T_i, Z_i, X_i \mid W_i) \sim N(\alpha W_i, \Sigma) \]  

(2.2)

for all \( i \) in main and calibration samples.

A common assumption in measurement error models is the non-differential measurement error – also called the standard surrogacy assumption. It is one that assumes that the distribution of \( W \) is ignorable once we condition on the true covariate \( X \) and other helpful covariates, and it is formally stated as \( f(Y \mid X, T, Z, W) = f(Y \mid X, T, Z) \). In contrast, MI-EC assumes a stronger version of this, in which the distribution of \( Y, T, Z \) does not depend on \( W \) once we condition on a value of \( X \):

\[ f(Y, T, Z \mid X, W) = f(Y, T, Z \mid X). \]  

(2.3)

As pointed out by Liao et al.,\(^{64}\) this assumption can be regarded as the common non-differential measurement error assumption requiring also that the measurement error is independent of \( Z \) and \( T \) given \( X \) (having \( f(W \mid X, T, Z) = f(W \mid X) \)). It implies that we assume that the amount and structure of the measurement error do not vary across levels of treatment \( T \), levels of the final outcome \( Y \), or across levels of the rest of the covariates \( Z \).

Applying MI-EC to propensity score methods poses possible violations to the required assumptions. Assumption (2.2) is immediately violated because the treatment
variable is binary, but Guo et al.\textsuperscript{57} show that this violation does not impact the correction of bias and non-coverage of confidence intervals (and we further investigate this in the simulations described below). Meanwhile, assumption (2.3) may be violated when a covariate is measured differently between the treated and the control group, or when the error grows with respect to a covariate only measured in the main sample. See section\textsuperscript{2.5} for more discussion on this topic.

Given assumptions (2.2) and (2.3), we can construct the posterior distribution $f(X \mid Z, T, Y, W)$. These assumptions are used in identification of the joint distribution $f(X, Z, T, Y \mid W)$ using the two samples, as we never observe $(T, Y, Z, W, X)$ for any individual; we either observe $f(T, Y, Z \mid W)$ or $f(X \mid W)$. They further allow us to relate all five variables using linear regression coefficients and covariances. We then use these to construct a posterior distribution using the SWEEP operator.\textsuperscript{57, 65}

Guo et al.\textsuperscript{57} use Reiter’s\textsuperscript{66} two-stage imputation procedure, in which they draw $m$ sets of parameters from the posterior distribution, then for each set, produce $n$ samples of $X$. The method makes $m \times n$ predictions of $X$, which can be used in standard methods of analysis and the results combined using combining rules in.\textsuperscript{65}

In this paper we pair the MI-EC method with propensity score weighting with the goal of estimating $\Delta = E[Y_i(1) - Y_i(0)]$, the marginal average causal effect. A benefit of the MI-EC approach is that once $X$ is multiply imputed, any propensity score approach (e.g., IPTW, matching, or subclassification) could be used. Similarly, a “doubly robust” approach that uses the covariates in both the propensity score
and outcome models can also easily be used. The steps for applying MI-EC with propensity score methods are the following:

1. obtain nested imputations of the true covariate $X$ using MI-EC;

2. for each imputation, calculate the propensity scores;

3. for each imputation, apply any propensity score method (we use IPTW) and obtain an estimated treatment effect $\hat{\Delta}_{(m,n)}$; and

4. use Reiter’s combining rules to get the final estimate and confidence interval.

### 2.3 Simulation Study

Guo et al.\textsuperscript{57} present simulations that show the performance of MI-EC when estimating parameters in a linear model. We extend the simulations conducted by\textsuperscript{57} to include a binary treatment variable and its effect $\Delta$, a model for the treatment assignment, propensity score estimation, and a model for the outcome. We use the simulation study to compare the bias, root mean square error, and confidence interval coverage of four methods. Code to implement these methods, as well as to conduct the simulation, is available in an online appendix (http://ywebbvar.github.io/PS_MIEC/).

#### 2.3.1 Methods compared

We compared the methods described in section \textsuperscript{22}.
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1. The naive method

2. The “true” method, using the true covariate $X$

3. Uncongenial MI-EC, which used $f(X \mid W, Z)$ (uncongenial because it does not include variables that are subsequently included in the treatment effect estimation\cite{52})

4. Congenial MI-EC, which used $f(X \mid W, Z, T, Y)$

For the MI-EC methods, we used $m = 12$ draws from the parameter distribution and $n = 3$ samples for each $m$, following Guo et al.\cite{57}.

2.3.2 Data Generation - Normally distributed simulation

We use two samples, the main sample and the external calibration sample. We are interested in the effect of a treatment $T$ on an univariate, continuous outcome $Y$. However, the treatment assignment, as well as the outcome, depend on univariate confounding variables $X$ and $Z$. Meanwhile, $X$ is correlated with $Z$, and is measured with error as $W$. In the main sample, the vector $(Y, T, Z, W)$ is observed, whereas in the external calibration sample, the vector $(X, W)$ is observed.

The treatment values are assigned according to the following logistic regression model,
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\[
\log \left( \frac{P[T = 1 \mid X, Z]}{1 - P[T = 1 \mid X, Z]} \right) = \gamma_0 + \gamma_X X + \gamma_Z Z, \tag{2.4}
\]

where \(\gamma_X\) and \(\gamma_Z\) are the average change in log odds of receiving the treatment for a unit increase in \(X\) or \(Z\), respectively. We generate \(X\) and \(Z\) to follow a multivariate normal distribution as:

\[
f(X, Z) \sim \mathcal{N}_2 \left\{ \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right\}, \tag{2.5}
\]

we use the following classical measurement error model:

\[
f(W \mid T, X, Z) \sim \mathcal{N}(X, \sigma^2), \tag{2.6}
\]

and we define the distribution of the potential outcomes as:

\[
f(Y(T) \mid T, X, Z) \sim \mathcal{N}(\Delta T + \delta_X X + \delta_Z Z, \tau^2), \tag{2.7}
\]

where the errors of the potential outcomes \(Y(1), Y(0)\) are independent, and with equal variance.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{sim}$</td>
<td>1500</td>
<td>$W$</td>
<td>low $r$</td>
</tr>
<tr>
<td>$n_{calib}$</td>
<td>500</td>
<td>moderate $r$</td>
<td>0.6</td>
</tr>
<tr>
<td>$n_{main}$</td>
<td>2500</td>
<td>high $r$</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>very high $r$</td>
<td>0.999</td>
</tr>
<tr>
<td>$T$</td>
<td>0</td>
<td>$\gamma_0$</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma_Z$</td>
<td>0.4</td>
<td>$Y$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td>small $\gamma_X$</td>
<td>0.4</td>
<td>$\delta_X$</td>
<td>0.5</td>
</tr>
<tr>
<td>large $\gamma_X$</td>
<td>1.2</td>
<td>$\delta_Z$</td>
<td>0.1</td>
</tr>
<tr>
<td>$(X, Z)$</td>
<td>low $\rho$</td>
<td>$\tau^2$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>medium $\rho$</td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>high $\rho$</td>
<td></td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2.1: Values of parameters used in simulations. $N_{sim}$ is the number of simulations, $n_{calib}$ is the number of observations in the calibration sample, and $n_{main}$ is the number in the main sample. The rest of the parameters appear in the propensity score model in (2.4), the model for $X$ and $Z$ in (2.5), the measurement error model in (2.6), and the outcome model in (2.7).

We considered three levels of correlation $\rho$ between the missing covariate $X$ and the other confounder measured without error $Z$. We also used two levels of association between the confounder $X$ and the treatment assignment, expressed as $\gamma_X$. Finally, we varied the variance of $W$ to achieve four levels of reliability $r$. The specific values used in the simulation are presented in Table 2.1.

We ran 1500 simulations for every combination of level of correlation $\rho$, level of association $\gamma_X$, and reliability $r$. In each simulation we: generated 2500 observations for the main sample and 500 for the calibration sample; we applied the different methods to impute the missing covariate $X$; and for each method, we used Inverse Probability of Treatment Weighted (IPTW) estimation for the average treatment
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effect.

We examined the performance of each method for estimating the average treatment effect. In particular, for each method we generated the estimated difference in outcomes between treatment and control groups, calculated with inverse probability of treatment weights. We then calculated, for each of the methods, the bias, root mean squared error, and the percentage of simulations in which the 95% confidence interval covered the true effect.

2.3.3 Data Generation - Non-normally distributed simulation

To assess sensitivity of the methods to some of the assumptions of MI-EC we also simulated settings in which either \( Y(t) \) and/or \( X \) had a skewed distribution. For \( X \), we defined \( X_1 \sim F(200,100) \), \( X_2 \sim \chi^2_1 \), and \( X_3 \sim N(0,1) \). Then, we defined the variable \( X \) as a linear combination of \( X_1, X_2, X_3 \), truncated at 4. We used a method based on principal components\[^{[27]}\] to generate a variable \( Z \) with a predefined correlation with \( X \). For the potential outcomes \( Y(t) \), we defined an error \( \epsilon \) as the linear combination of \( \epsilon_1 \sim F(300,20) \) and \( \epsilon_2 \sim \Gamma(2,2) \), and the potential outcomes as \( Y(t) = \Delta T + \delta_X X, \delta_Z Z + \epsilon \). We ran simulations with:

1. \( Y(t) \) coming from a normal distribution and \( X \) coming from a skewed distribution,
2. $X$ coming from a normal distribution and $Y(t)$ coming from a skewed distribution,

3. both $X$ and $Y(t)$ coming from skewed distributions.

### 2.3.4 Results

#### 2.3.4.1 Normally-distributed simulation

Results from the normally-distributed simulation studies appear in Figure 2.2.

In summary, as expected, a naive method that simply uses the covariate measured with error leads to bias in the treatment effect estimate across settings with less than perfect reliability. Another approach that uses only the joint distribution of the true covariate and the error-prone covariate to multiply impute the true covariate, termed ‘uncongenial MI-EC method’, also leads to bias. In contrast, the congenial MI-EC method, which incorporates both the observed outcome and the treatment assignment in the imputation, estimates the treatment effect almost as well as if the true covariate were available in the main data set.

As expected, there is substantial bias in the treatment effect estimate when using the covariate measured with error in the propensity score model (the naive method). This bias decreases as the reliability of the covariate increases. A reliability of 30% of the error-prone covariate can lead to bias in the treatment effect estimate that amounts to 0.3 standard deviation units (compared to $\Delta = 2$, it represents 15% of
Figure 2.2: Results from the normally-distributed simulation comparing the proposed congenial MI-EC method with the truth, the naive approach, and the uncongenial MI-EC. Increasing reliabilities of $W$ are shown in the horizontal axes, while absolute bias (first row), root mean squared error (second row), and coverage of a 95% confidence interval (third row) for $\Delta$ are shown in the vertical axes. Columns define different levels of confounding – small confounding when the effect of $X$ on treatment assignment (GammaX) is 0.4, and large confounding when it is 1.2; as well as different levels of correlation between the unobserved $X$ and the observed $Z$ (Cor($X,Z$)).
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the treatment effect.) We found that the bias does not depend on the magnitude of \( \Delta \). Larger confounding by \( X \) (measured by its effect on the treatment assignment \( T \)) increases the bias in the estimate of \( \Delta \). Furthermore, a stronger correlation between \( X \) and \( Z \) reduces the bias. When the reliability is low and the association of \( X \) on \( T \) is large, the bias under low correlation between \( X \) and \( Z \) is about 0.3 units; meanwhile, if there is high correlation, the bias is about 0.1 standard deviation unit. Finally, the bias for the naive method increases with an increasing association of the error-prone covariate \( X \) on the treatment assignment \( T \) (\( \gamma_X \)), and it is scaled by the size of \( \gamma_X \).

The uncongenial MI-EC approach that uses only the joint distribution of \( X \) and \( W \) to impute the true covariate \( X \) leads to bias greater than that of the naive method. Compared to the naive method, the bias ranges from a 7% increase under strong correlation between \( X \) and \( Z \), to a 118% increase when there is low correlation between \( X \) and \( Z \), and there is low reliability. In contrast, the congenial MI-EC method (which includes both the observed outcome and the treatment assignment in the imputation) estimates the treatment effect almost as well as if the true covariate \( X \) were available in the main data set. It decreases the bias by 85% in the worst-case scenario, when there is poor reliability, poor correlation between \( X \) and \( Z \), and a large effect of \( X \) on the treatment assignment. In such a setting, the total bias of the congenial MI-EC method is 0.05.

The root mean squared error (RMSE) results are similar to those for bias. One exception is that the RMSE of the congenial MI-EC method is larger than that of
the naive method under mild conditions of measurement error (under poor reliability, small confounding effect of $X$ and large correlation of $Z$ and $X$, located on the second row and third column.) This is due to the increase in variance from the imputation procedure. However, when there is a larger confounding effect of $X$, the RMSE of the congenial MI-EC method is equal to or smaller than that of the naive method.

With regards to coverage, the MI-EC method yields 95% Wald confidence intervals with a coverage around 95% under all simulation scenarios. Under low reliability, the MI-EC method provides coverage of about 97%, leading to a small loss of power; meanwhile the naive method can have coverage of 25% under low reliability and small confounding, or 0% under low reliability and large confounding. Meanwhile, when there is high correlation between $X$ and $Z$, the coverage of the naive method improves. It is about 80% when there is low confounding, and 60% under high confounding. Therefore, even when the bias in the treatment effect estimate is not very large for the naive method, the confidence intervals do not provide 95% coverage.

### 2.3.4.2 Non-normally-distributed simulation

Results under violations of the joint normality assumption for $(Y, X, Z)$ are similar, indicating that the MI-EC approach is not particularly sensitive to the assumption of multivariate normality. When only $Y$ is misspecified (as binary, or as a highly skewed bimodal truncated continuous variable), while $X, Z, W$ come from a joint normal distribution, the previous results hold. Whereas if $X, Z$, and $W$ follow a
highly skewed bimodal truncated continuous distribution, while $Y$ follows either a binary, normal or skewed distribution, the magnitude of the bias increases for all methods, although the relative ranking of methods, and the general preference for the congenial MI-EC method, remains. Full details are provided in the e-appendix (available at \url{http://ywebbvar.github.io/PS_MIEC/}).

### 2.4 Illustrative Example

#### 2.4.1 Overview and set-up

We now apply the MI-EC method to actual data, estimating the effect of living in a disadvantaged neighborhood on past-year substance use and mental health outcomes among adolescents using the National Comorbidity Survey Replication Adolescent Supplement (NCS-A). The NCS-A is a nationally representative survey of U.S. adolescent mental health ($N=10,123$), the methods and prevalence estimates of which have been described previously.\textsuperscript{[68-70]} Participating adolescents gave informed assent and their parents or guardians gave informed consent. The Human Subjects Committees of Harvard Medical School and the University of Michigan approved recruitment and assent/consent procedures. Neighborhood disadvantage was defined using an established scale\textsuperscript{[71]} that has been used previously in several epidemiological studies (e.g., Roux \textit{et al.}\textsuperscript{[72]}). Neighborhoods were classified as disadvantaged if they were in the lower tertile of the scale scores, as done in Rudolph \textit{et al.}\textsuperscript{[4]} We consider
two outcomes: 1) past-year substance (alcohol or drug) abuse or dependence, and 2) past-year anxiety or depressive disorder. These outcomes correspond to Diagnostic Statistical Manual IV (DSM-IV) diagnoses. Because previous research suggests that the relationship between living in a disadvantaged neighborhood and mental health may differ by urbanicity, we restrict our analysis to the subset of NCS-A participants living in urban areas.

Maternal age at the birth of the adolescent is an important confounder of neighborhood – adolescent health associations, because it serves as a measure of family socioeconomic status. Ideally, maternal age at birth would be reported by the mother. For this example, we consider the mother’s report of her age at the birth of the adolescent the true confounder, $X$. However, it is not always feasible to conduct interviews of both adolescents and their parents, so this confounder is frequently reported by the adolescent. We consider the adolescent’s report of maternal age at birth as $W$, a mismeasured version of $X$. For the purposes of this illustration, we restrict the urban subset of the NCS-A to those who have both $X$ and $W$ (n=1,926), as this allows us to use the true estimate (using $X$) as a reference.

The propensity score model includes gender, current age of the adolescent, race/ethnicity, region of the country, family income, family structure (i.e., the adolescent living her/his whole life with her/his mother and/or father), and maternal age at birth as main effects. We estimate the average effect of neighborhood disadvantage on prevalent substance abuse/dependence and prevalent anxiety and depression among...
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those who currently live in disadvantaged neighborhoods (the average treatment effect
on the treated, ATT), controlling for confounding through ATT weights (weighting
by the odds). These disorders are considered prevalent if they were present in the
12 months prior to the diagnostic interview. For this illustrative example, we ignore
the survey sampling design and weights and interpret the resulting effect estimates
as the effect in the sample of adolescents in the NCS-A. However, the imputed values
of $X$ could be used in a survey design-based, weighted analysis to generate nationally
representative estimates.$^{[4]}$

We divide the NCS-A sample into a calibration and study sample by randomly
sampling 400 participants to use as the calibration sample and drop $X$ from the
remaining 1,526 to use as the study sample. As expected, adolescent-reported mater-
nal age at birth is a noisier version of the mother-reported variable (the adolescent-
reported variable has variance of 32.0 and the mother-reported variable has variance
of 30.7 in the calibration sample). However, the two variables are highly correlated
(0.94). Due to this high correlation, we add additional classical measurement er-
ror to adolescent-reported maternal age at birth to make two noisier versions of $W$.
We compare the true (using mother-reported maternal age at birth, $X$), naive (us-
ing adolescent-reported maternal age at birth, $W$), congenial MI-EC (including the
outcome, $Y$, exposure of living in a disadvantaged neighborhood, $T$, and vector of co-
variates, $Z$) and uncongenial MI-EC (including $T, Z$ but not $Y$) estimates of the ATT
for three $X, W$ correlation scenarios: 1) the true correlation, 0.94, 2) noisier measure-
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ment error with correlation 0.72, and 3) noisiest measurement error with correlation 0.30. As in the simulation, we use $m = 12$ draws from the posterior distribution and $n = 3$ imputations for each $m$.

2.4.2 NCS-A Results

Figure 2.3 shows the estimated ATT of living in a disadvantaged neighborhood on adolescent prevalent drug or alcohol abuse or dependence disorder and prevalent anxiety or depressive disorder. Specifically, the effect on the y-axis is the risk difference associated with living in a disadvantaged versus nondisadvantaged neighborhood for those who live in disadvantaged neighborhoods.

As seen in Figure 2.3, the effect estimates are slightly biased when the mismeasured version of maternal age at birth is used as if it were the truth. For example, naively using the version of adolescent-reported maternal age at birth with the most measurement error (correlation=0.30) would result in an estimate of the effect of living in a disadvantaged neighborhood on prevalent alcohol or drug abuse/dependence that is biased towards the null (-0.014 versus -0.016), and would result in an estimate of the effect of living in a disadvantaged neighborhood on prevalent anxiety or depression that is biased away from the null (0.082 versus 0.056). Although using the mismeasured covariate would not change inferences in the case of prevalent alcohol or drug use, in the case of prevalent anxiety or depression, using the version of adolescent-reported maternal age at birth with the most measurement error would
Figure 2.3: Results from illustrative example. ATT estimates and 95% confidence intervals comparing the proposed MI-EC method with the truth, the naive approach, and the uncongenial MI-EC for each of 3 $X, W$ correlation scenarios. Estimates are for the average effect of living in a disadvantaged neighborhood on risk of having a current 1) substance abuse dependence disorder and 2) anxiety or depressive disorder for those who live in disadvantaged neighborhoods.
result in a type-1 error—that is, we would conclude that the ATT is statistically significant when it is not.

We note that this example is used for illustrative purposes—substantive conclusions should not be drawn for several reasons. First, we are using a subset of urban NCS-A participants who have both maternal-reported and adolescent-reported maternal age at birth variables, which is not a meaningful population about which to draw inferences. Second, we are not incorporating the survey design and weights into this simple illustration. While we are using the sandwich estimator to calculate standard errors, it is not modified to incorporate the survey weights, sampling strata and clustering by neighborhood. Third, more complex models than what we fit here (e.g., including additional noncontinuous covariates) resulted in convergence problems with the current implementation of MI-EC. This is an area for future work. Fourth, positivity violations (cases where the probability of living in a disadvantaged or nondisadvantaged neighborhood is very small given some vector of covariate values) is frequently a concern when estimating neighborhood effects, but for this illustrative example, we have not addressed this issue.

2.5 Discussion and Conclusion

In the present work, we found that using a covariate measured with error in a propensity score method can lead to bias in the estimated treatment effect. How-
ever, a congenial MI-EC approach that includes the outcome, the treatment, and all confounders in the imputation model can be used to help correct for measurement error-induced bias.

The importance of congeniality has been discussed previously in the broader multiple imputation literature. If a variable is used in the analysis procedure, it must be included in the imputation model for the approach to be congenial. If such a variable is absent, it implies that the absent variable is independent of the joint distribution defined in the imputation model.

On a similar note, Liao et al. discussed how regression calibration, which can be regarded as a single imputation method, requires the inclusion of all confounders in the regression calibration model. Cefalu and Dominici have shown an example of this result. In their case, they had a mismeasured exposure, a set of confounders, and an outcome. They found that unless the model used to predict the exposure included all confounders from the outcome model, the estimate of the exposure effect was biased. This speaks to having a congenial imputation model, but does not consider including the outcome or the treatment in the joint distribution from which to “impute”. A limitation of the MI-EC approach is that the need to use the outcome in the imputation violates the separation of “design” from “analysis” that is important in the broader propensity score literature and should be done with caution. Future work should investigate the costs of incorporating the outcome, and consider ways that concerns in utilizing the outcome could be addressed.
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The MI-EC method by Guo et al. assumes a joint multivariate normal distribution. It is assumed because it makes it easier to construct a posterior distribution for the missing $X$ when only two pieces available—-the main and calibration samples—are available, using summary measures of $f(Y, Z \mid W)$ and $f(X \mid W)$. In their simulations, they showed that their method is robust to a binary $Z$ or a mildly skewed $X$. On this note, Liao et al.\textsuperscript{[64]} commented on the necessity of this assumption, since the multiple imputation method can be compared with a Monte Carlo integration of the distribution $f(Y, T, X, Z \mid W)$, over the observed data, which does not require assuming the joint multivariate normal distribution. Meanwhile, if an internal validation sample were available, one could use more flexible Bayesian methods for multiple imputation to construct $f(X \mid Y, T, Z, W)$.

The joint multivariate normal assumption is automatically violated in our case, because $T$ is binary. Yet, the MI-EC method performs well, and it was also robust to having non-normal distributions for $Y$. However, we did observe convergence problems when we included many binary observed confounders, which may be due to a more extreme violation of the joint multivariate normal distribution assumption.

Finally, we have assumed $W$ comes from a classical measurement error model, and that the error is non-differential with respect to treatment groups, and non-differential with respect to baseline covariates. The first assumption can partially be relaxed, as the MI-EC method can handle a measurement error model that is linear in $X$. However, because the calibration sample only includes information on $X$ and
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$W$, the measurement error model must be strongly non-differential. By strongly non-differential, we mean that we assume that the measurement error distribution is the same for all levels of $Y$, $Z$ and $T$ (this last requirement represents a measurement error that is non-differential with respect to treatment groups, similarly to Sturmer and McCaffrey’s methods.) Extensions of this work include: relaxing the assumption of a non-differential measurement model and comparing the performance of other propensity score methods using MI-EC.

In conclusion, we demonstrate that using a propensity score to control for confounding that is estimated as function of covariates measured with error leads to biased estimates of the treatment effect. However, when a calibration data set is available, MI-EC can be used to help correct for such bias.
Chapter 3

Functional Mediation Analysis

3.1 Introduction

Mediation analysis has become a standard tool in almost all aspects of psychological science. It allows researchers to investigate the role of intermediate variables that lie on the path between an independent variable and a dependent variable, and has been used extensively to explain many important questions in modern psychology research. In clinical psychology, Arnstein et al. found that the relationship between pain intensity and depression in patients with chronic pain can be partially explained by the effect pain intensity has on their sense of self-efficacy. In marketing psychology, Sherman et al. studied how consumer’s emotions respond to store environment, and impact purchase behavior. In organizational psychology, Liden et al. examined how work satisfaction is explained by the characteristics of the job at hand through their
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Figure 3.1: Simple path model. The independent variable $X$ presumably affects the dependent variable $Y$, both by having a direct effect and an indirect effect mediated by $M$.

effect on sense of empowerment. In neuropsychology, Atlas et al.\[^{80}\] discovered areas in the pain processing network that mediate the different pain experiences that are induced by expectations.

To illustrate, consider the simple path model shown in Figure 3.1. When the effect of the independent variable $X$ on the dependent variable $Y$ is at least partially directed through the intervening variable $M$, then $M$ is said to be a mediator. In mediation analysis one typically distinguishes between three types of effects: direct, indirect and total effects. The direct effect is the influence of one variable on another that is unmediated by any other variable in the model. The indirect effect of a variable is the influence mediated by at least one intervening variable. Finally, the total effect is the sum of the direct and indirect effects.

The influence of the intermediate variable on the dependent variable is frequently ascertained using structural equation models, with the model coefficients interpreted as effects. In a highly influential article, Baron and Kenny (1986) proposed a frame-
work for performing mediation using a system of linear equations. It is based on fitting a series of three regressions that model how $X$ affects $M$, $X$ affects $Y$; and $X$ and $M$ together affect $Y$. After estimating the parameters of this model, one can use it to quantify the direct, indirect and total effects.

Though it has found wide usage, in order to use this framework it is necessary that each of the measurements of $X$, $M$ and $Y$ be univariate scalar variables\(^1\). However, in many situations this may not be reasonable or practical. A recent example involves the use of brain imaging to study the relationship between a painful thermal stimulus and self-reported pain (Wager et al., 2008). In this experiment a noxious heat stimuli was applied at one of two different levels (low/high) to each of 20 subjects. In response, subjects were asked to provide subjective pain ratings roughly 14 seconds following the offset of the stimulus. While the experiment was being performed brain activity was measured using functional magnetic resonance imaging (fMRI). The goal was to find brain regions whose activity acted as potential mediators of the relationship between heat level and pain rating. Placing this experiment into the standard mediation framework, we can let $X$ represent the stimuli (i.e., applied heat level), the variable $Y$ represent the reported pain and the variable $M$ represent the brain response. Here both $Z$ and $Y$ are scalar, while the brain response consists of time series data. In this setting, standard mediation techniques are only applicable if the mediating time course is summarized as a single scalar response, such as peak amplitude or area

\(^1\)While extensions have been made to accommodate multiple mediators, existing methods require them to be scalar variables.
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under the curve. However, the brain response is not necessarily well described by a single summary measure and, in addition, such a measure provides no temporal information about the relationship between $X$ and $Y$. Therefore, in this setting it would be beneficial to extend the mediation framework to allow the variable $M$ to use information across the entire response; something currently not possible in standard mediation models.

In this work we consider the same simple three-variable path model described in Fig. 3.1 with the novel feature that one or more of the variables can be considered continuous functions of time. We denote this new approach *functional mediation analysis*. It provides an extension of current mediation analysis techniques to the functional data analysis (FDA) setting (Ramsay and Silverman, 2005). Conceptually, functional data are thought of as sample paths of a continuous time stochastic process. Although the observed trajectories are often rough and fluctuating, in many applications of FDA there is scientific reason to believe that the true underlying response is smooth in time. The setting where the intermediate variable $M$ is treated as a continuous function (see Fig. 3.2A for the analogous path diagram) was previously discussed in Lindquist (2012). A benefit of this approach is that it allows us to not only test whether brain responses are directly or indirectly related to behavioral and physiological outcomes, but also provide valuable information about the timing of this relationship. Here we provide extensions of that approach as well as discuss situations where other variables are functions.
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Figure 3.2: Functional mediation models, where an independent variable $X$ presumably affects a dependent variable $Y$, directly and through $M$. Figure 2A depicts the traditional Scalar $X$ - Scalar $M$ - Scalar $Y$ path model. Figure 2B depicts the Scalar $X$ - Functional $M$ - Scalar $Y$ mediation model described by Lindquist. In this model, $X$ has a functional effect on $M$, while $M$ has a functional effect on $Y$ and $X$ has a scalar effect on $Y$. Figure 2C depicts the Scalar $X$ - Scalar $M$ - Functional $Y$ model. Here, the effects of $X$ and $M$ on $Y$ are functional, while the effect of $X$ on $M$ is scalar. Figure 2D depicts the Scalar $X$ - Functional $M$ - Functional $Y$ model. In this model, the effect that $X$ has on $M$, the effect that $M$ has on $Y$, and the effect that $X$ has on $Y$ are all functions. The effect of $M$ on $Y$ is a two-dimensional function.
CHAPTER 3. FUNCTIONAL MEDIATION ANALYSIS

Though the proposed method is described in the brain imaging setting, it has clear applications in other areas of psychological research, like those pertaining to ecological momentary assessments (EMA, for a review, see Shiffman et al.\textsuperscript{85}). EMA capture behavioral data in real time through the use of physiological sensors, wearable computing, wearables, electronic diaries, and handheld devices. They sample at periodic intervals or at random times, obtaining detailed information for either short or long periods of time. The models we present allow the study of mediators of the impact of interventions on behavior through time, and also to assess how behavioral changes mediate the response to other outcomes.

The chapter is set up as follows. We begin by discussing the Baron and Kenny (B-K) approach towards mediation in section 3.2. Next, we introduce various functional extensions of the B-K approach in section 3.3. Then we discuss how to estimate and perform inference using the new approach in sections 3.4 and 3.5. We illustrate the methods’ efficacy using simulation studies in section 3.6 and in two applications in pain psychology (sections 3.7 and 3.8). We finalize with a discussion of the methods in section 3.9.

3.2 Mediation Analysis

In the standard approach toward mediation analysis, the variables $X$, $Y$ and $M$ all take univariate scalar values. Consider that the relationship between the variables
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are modelled using a simple path model, such as the one in Figure 1. In this work, we consider simple recursive three-variable structural equation models of the form:

\[ M_i = \delta_1 + \alpha X_i + \epsilon_i \] (3.1)
\[ Y_i = \delta_2 + \gamma X_i + \beta M_i + \eta_i. \] (3.2)

for \( i = 1 \ldots N \).

Using this formulation, it is straightforward to show that the total effect of \( X \) on \( Y \) can be decomposed as follows:

\[ \tau = \gamma + \alpha \beta. \] (3.3)

Here \( \gamma \) represents the direct effect of \( Z \) on \( Y \), while \( \alpha \beta \) represents the indirect (mediated) effect. To demonstrate mediation one can perform a hypothesis test to determine whether \( \alpha \beta \) is significantly different from 0. In this setting, a positive mediator is one involved in a pathway that has a net positive effect on the outcome, while a negative mediator has a net negative effect. A statistical test of \( \alpha \beta \) is commonly performed using the Sobel test or the bootstrap procedure.
3.3 Functional Mediation Analysis

In what follows we will discuss three different functional mediation models. The first allows the intermediate variable to be a function and is equivalent to the model discussed in Lindquist (2012). The second allows the dependent variable to be a function. The third allows both the intermediate and dependent variable to be functional. In the following sections we formulate each of these models.

Scalar-Function-Scalar Model

Suppose we are studying a simple recursive three-variable structural equation model where two variables, $X$ and $Y$, are scalars, while the mediating variable $M(t)$ is a continuous function; see Figure 2A for an illustration. Note that here $t$ represents that the variable/coefficient is a function of $t$. Also, we write $M = \{M(t) | t \in [0, 1]\}$ to state that the mediator occurs in the range $[0, 1]$. In our motivating example, $X$ is the treatment assignment, $Y$ is the reported pain, and $M(t)$ is a time series of brain data following each stimulation (that will be treated as samples from a continuous underlying function). Let $\tau$ represent the total effect of $X$ on $Y$ and $\gamma$ the direct relationship (controlling for $M$). The path coefficients $\alpha(t)$ and $\beta(t)$ are functions that describe the time-varying relationship between the variables.

A great deal of research has been directed at extending linear models to the functional setting. Currently, techniques exist for performing regression where both/either the response and explanatory variables are functional rather than scalar.
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Using these techniques, the relationships between the three variables can now be expressed in an equivalent system of equations as those shown in (1) and (2). However, since $M$ is now a continuous function, we must use functional linear regression models (Ramsay and Silverman, 2005) instead of standard regression models. Mediation can be assessed using recursive functional linear structural equation models of the form

$$\begin{align*}
M_i(t) &= \delta_1(t) + \alpha(t)X_i + \epsilon_i(t) \\
Y_i &= \delta_2 + \gamma X_i + \int \beta(t)M_i(t) \, dt + \eta_i.
\end{align*}$$

(3.4) (3.5)

where $t \in [0, 1]$.

In this formulation, it is easy to show that the total effect of $X$ on $Y$ is given by

$$\tau = \gamma + \int \alpha(t)\beta(t) \, dt.$$  

(3.6)

Hence, $\int \alpha(t)\beta(t) \, dt$ represents the indirect effect. Mediation can be tested by determining whether the integral is significantly different from zero. In addition, the product $\alpha(t)\beta(t)$ provides a functional decomposition of the indirect effects that provides the ability to find specific intervals of time driving the mediation. Therefore, the proposed framework provides the opportunity to access the effects of functional mediation.
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Scalar-Scalar-Function Model

Suppose we are studying a simple recursive three-variable structural equation model where two variables, $X$ and $M$, are scalars, while the dependent variable $Y(t)$ is a continuous function; see Figure 2B for an illustration.

\[ M_i = \delta_1 + \alpha X_i + \epsilon_i, \tag{3.7} \]
\[ Y_i(t) = \delta_2(t) + \gamma(t)X_i + \beta(t)M_i + \eta_i(t). \tag{3.8} \]

where $t \in [0, 1]$.

In this formulation, it is easy to show that the total effect of $X$ on $Y$ is given by

\[ \tau(t) = \gamma(t) + \alpha \beta(t). \tag{3.9} \]

for all $t \in [0, 1]$. Given that the total effect varies across the entire range of $t$, there are direct and indirect effects defined at each time point. It follows that the direct effect at time $t$ is $\gamma(t)$, capturing the effect of the treatment for a fixed level of the mediator; while the indirect effect at time $t$ is $\alpha \beta(t)$. The indirect effect captures the effect of the mediator on the outcome and the effect of the treatment on the mediator. Mediation is tested by determining if the product $\alpha \beta(t)$ is different from zero for some $t$. 
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Scalar-Function-Function Model

Suppose we are studying a simple recursive three-variable structural equation model where $X$ is scalars, while both $M(t)$ and $Y(t)$ are continuous functions; see Figure 2C for an illustration.

\[
M_i(t) = \delta_1(t) + \alpha(t)X_i + \epsilon_i(t), \tag{3.10}
\]
\[
Y_i(t) = \delta_2(t) + \gamma(t)X_i + \int_0^t \beta(t,s)M_i(s) \, ds + \eta_i(t). \tag{3.11}
\]

In this formulation, it is easy to show that the total effect of $X$ on $Y$ is given by

\[
\tau(t) = \gamma(t) + \int_0^t \alpha(s)\beta(t,s) \, ds. \tag{3.12}
\]

for all $t \in [0, 1]$. Similarly to the scalar-scalar-function case, the three effects - the total, direct, and indirect - are defined for every time point of $Y$. In this case, $\gamma(t)$ represents the direct effect at time $t$, while $\int_0^t \alpha(s)\beta(t,s) \, ds$ represents the indirect effect. Mediation can be tested by determining whether the integral is different from zero for some $t$. Furthermore, the surface $\alpha(s)\beta(t,s)$ provides a functional decomposition of the mediated effects that can highlight time bands at which mediation is taking place.
3.4 Estimation

The functional mediation models described in the previous section require the estimation of scalar and functional parameters. This can be accomplished through the use of functional data analysis (FDA, Ramsay and Silverman, 2005). Functional data models are used when the regressors or the response are functions of time, and a variety of methods have been developed for their estimation. In terms of notation, data in which the response is a function of time can also be called ‘intensive-longitudinal data’, and have written a nice introduction to their analysis.

In functional mediation we require different types of FDA. Models that include scalar regressors and functional outcomes, like the outcome model in eq. 3.8 or the mediator models in eqs. 3.4 and 3.10 are referred as ‘function-on-scalar regression’ or ‘time-varying effect models’. Meanwhile, models that include functional regressors and scalar outcomes, like the outcome model in eq. 3.5, are referred as ‘scalar-on-function regression’ or ‘functional regression’. Lastly, models that include functional regressors and a functional response, like the outcome model in eq. 3.11, are referred to as ‘function-on-function regression’.

Estimation of functional models typically involves two steps: regularization and estimation. In the regularization step, the functional variable is decomposed into a combination of known functions. The functional variable can be projected onto a space defined by known basis functions, like b-splines or wavelets, or, it can be reduced to a combination of a few principal components. Regularization
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thus help reduce the dimensionality of the functional variable by constructing the functional variable using a finite number of coefficients and a finite number of known basis or principal components. Then, the estimation procedure can use the basis set or principal components as building blocks for the functional parameter. One can impose smoothness in either the regularization step, by penalizing the smoothness of the projection\(^45,46\) or in the estimation step, by penalizing the coefficients towards creating a straight line\(^41,45,49,50\) The amount of penalization is determined by a parameter, which is assumed to be known. Many of these methods use cross-validation techniques to choose the smoothing parameter\(^43,50,95,96\).

We use the following methods for estimation. ‘Function-on-scalar regressions’, which are regressions with a longitudinal outcome, were estimated using a two-step procedure that first fits linear models at each time point and then penalizes the coefficients via local polynomial smoothing\(^93\). ‘Scalar-on-function’ and ‘function-on-function’ regressions were estimated using functional generalized additive models (fGAMs)\(^96,97\). fGAMs decompose the functional regressor into splines and penalize the decomposition using random effects. For model 3.5, we used quartic p-splines\(^94\) with second derivative penalty, whereas for model 3.11 we used tensor product smooths based on cubic p-splines with marginal first difference penalties. Code for fitting scalar-function-scalar, scalar-scalar-function, and scalar-function-function is provided in the online appendix and available through Github.
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3.5 Inference

Once the parameters of the functional mediation models have been estimated, we can perform inference on the indirect effect. In mediation analysis we are particularly interested in determining whether the total effect is stronger than the direct relationship controlling for $M$.

Testing the significance of the indirect effect can proceed analogously to the fully scalar setting (Sobel, 1982; Baron and Kenny, 1986), that is, by testing the analogous $\alpha \beta$ products. We use bootstrap methods to perform inference for these, given that the exact distribution of the functional estimators and their products is unknown. Our bootstrap method is equivalent to that in Shrout and Bolger (2002) - the case bootstrap. The case bootstrap is a non-parametric bootstrap that samples the entire information from each subject; Shrout and Bolger constructed bootstrap samples by sampling cases $\{X_i, M_i, Y_i\}$. This type of bootstrap has been shown to be superior for inference in linear mixed effect models, which are at the core of the functional generalized additive models that we use in estimation.

We propose the use of the case bootstrap to test whether the integral or the product is different from zero at each time point. To construct the bootstrap distribution of the product estimators, we proceed as follows:

1. Randomly select individuals to include in the bootstrap sample. Sample with replacement $n$ subject indexes $i$ from the sequence $1, \ldots, n$. 


2. Construct the bootstrap sample by gathering the entire information for each subject \(i\) that was selected in step 1. For subjects that are included more than once in the bootstrap sample, include their entries as many time as required. In the case of the scalar-function-scalar model, the entire information for subject \(i\) is \(\{X_i, M_i, Y_i\}\); for the scalar-scalar-function model, it is \(\{X_i, M_i, Y_i\}\); and for the scalar-function-function model, it is \(\{X_i, M_i, Y_i\}\).

3. Fit mediator and outcome models. For scalar-function-scalar mediation (models 3.4 and 3.5), record \(\int_0^1 \hat{\alpha}(t) \hat{\beta}(t) \, dt\) and \(\hat{\alpha}(t) \hat{\beta}(t)\). For scalar-scalar function mediation (models 3.7 and 3.8), record \(\hat{\alpha} \hat{\beta}(t)\). For scalar-function-function mediation (models 3.10 and 3.11), record \(\int_0^t \hat{\alpha}(s) \hat{\beta}(t, s) \, ds\) and \(\hat{\alpha}(s) \hat{\beta}(t, s)\). These are the estimators of the indirect effect and its time-decomposition.

4. Repeat steps 1 through 3 a total of \(B\) (e.g., 1,000) times.

We proceed to test whether the estimate of the indirect effect (or its time-decomposition) is different from zero. Let \(R_0(\cdot)\) be the estimate observed with the original sample (which can be a scalar or a function of one or two time indices), and \(R_b(\cdot)\) be the estimate observed at the \(b\)th bootstrap sample. For each time point, we compute the bootstrap p-value as:

\[
p_{\text{boot}}(\cdot) = \frac{2}{B} \min \left( \sum_{b=1}^B I [R_b(\cdot) < 2R_0(\cdot)], \sum_{b=1}^B I [R_b(\cdot) > 2R_0(\cdot)] \right) \tag{3.13}
\]
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In order to account for testing significance at every timepoint $t$, we correct the bootstrap p-values using the Benjamini-Hochberg procedure to control for the false discovery rate (FDR). We prefer FDR methods to methods that control the family-wise error rate (FWER) because they allow for positive correlation of p-values across timepoints, which is expected given the assumption that the coefficient functions are smooth. In contrast, it is difficult to incorporate correlation when establishing an appropriate threshold level for the FWER.

3.5.1 Causal interpretations

Assumptions are required in order to interpret the parameters as causal mediation effects. First, we assume that the models are correct and there is no interaction between the treatment and the mediator on the outcome (linearity of effects). Second, we assume that the treatment assignment behaves as if it had been randomized (i.e. there are no variables that are causally influencing the treatment and the mediator, or the treatment and the outcome. Third, we assume that the mediator behaves as if it were randomly assigned (there are no variables that influence the mediator and the outcome). A final assumption is that there are no variables that are themselves affected by the treatment and that affect both the mediator and the outcome. More details are provided in the appendix.
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3.6 Simulation Study

In this section we present the results of a simulation study designed to compare the false positive rate and the power of different estimators for indirect effects in the three functional mediation models in section 3.3. We performed simulations similar to the scalar-function-scalar model simulations presented in Lindquist and extended them to the scalar-scalar-function and scalar-function-function models. In total we evaluate four scenarios. The first three scenarios represent cases in which no individual shows an indirect effect, while the fourth scenario represents a case in which every person experiences an indirect effect.

Simulation Scenarios

We start with a sample size ($N$) of 20 participants, and simulate random Bernoulli draws to assign the treatment, where the probability of getting the treatment condition is $P(Z_i = 1) = 0.5$. We then generate values of $M_i$ and $Y_i$ according to the three models described previously (scalar-function-scalar, scalar-scalar-function and scalar-function-function models) and under four different simulation scenarios.

The simulation scenarios portray three null cases - where the indirect effect is zero or a null function, and one mediation case - where the indirect effect is non-zero or a non-null function. In the first scenario, $\alpha$ and $\beta$ are null (they equal zero for scalar mediators, and zero at all time points for functional mediators). In the second scenario, $\alpha$ is non-null, while $\beta$ is null. In the third, $\alpha$ is null while $\beta$ is non-null.
Finally, the fourth scenario has $\alpha$ and $\beta$ as non-null. In all simulations, we construct functional parameters using 30 b-spline bases of order 6 and a set of predetermined coefficients. Our functions are sampled at 40 time points.

**Scalar-Function-Scalar Mediation**

The simulation for the scalar-function-scalar mediation case is as follows. We begin with the model in eq. (3.4). For $\delta_1$, the sixth to tenth coefficients are taken at random from a uniform distribution $[-2, 0]$, the following ten are drawn from a $\text{Unif}[0, 2]$, and the first five and last ten coefficients are set to zero. For $\alpha(t)$, the tenth to twentieth coefficients are random uniform variables in the interval $[1, 4]$, while the rest are zero. Finally, we simulated error terms $e_i(t)$ for all time points and all participants from a standard normal distribution. Meanwhile, the outcome was simulated based on the model in eq. 3.5. We chose $\delta_2 = 5$ as the intercept, and $\gamma = 2$ as the direct effect of the treatment on the outcome. The $\beta(t)$ function is built with five coefficients taken from a $\text{Unif}[2, 10]$ uniform distribution, and is zero elsewhere. Finally, we generated an error $\eta_i$ from a normal distribution with zero mean and standard deviation 0.1.

Figure 3.3 shows the estimates of path specific parameters in the scalar-function-scalar mediation model, under the four simulations scenarios. Here, $\alpha$, $\beta$ and the indirect effect $\alpha \beta$ are all functions of time, while the direct effect $\gamma$ is a scalar. Simulations 1 through 3 present cases in which there is no mediated effect, and all estimates
Figure 3.3: Estimates for parameters in scalar-function-scalar mediation models simulated under the four scenarios. Simulations 1 through 3 represent cases in which there is no mediation (the indirect effect $\alpha\beta$ is a null function), while simulation 4 represents a case in which mediation is present.
are consistent for the null function. Meanwhile, in simulation 4, the indirect effect is consistently estimated. The Mean Squared Error of the direct effect $\gamma$ varies across the simulation scenarios.

**Scalar-Scalar-Function Mediation**

We constructed the simulation for the scalar-scalar-function mediation case following the models in equations 3.7 and 3.8. In these models, $\delta_1 = 5$ and $\alpha = 3$, while the functional parameter $\beta(t)$ is as described above. The $\gamma(t)$ function uses positive coefficients in terms 12th through 19th, while the $\delta_2(t)$ function has non-zero coefficients in terms 6th through 22nd. The error terms $\epsilon_i(t)$ and $\eta_i(t)$ are taken from a random standard normal distribution.

Results from the four simulations appear in Figure 3.4. In the scalar-scalar-function mediation model, the path specific parameters $\delta_1$ and $\alpha$ are scalar; while the parameters $\delta_2$, $\beta$, the indirect effect $\alpha\beta$, and the direct effect $\gamma$ are all functions of time. All path specific parameters are consistently estimated, and the variability of the scalar parameter estimates does not change across simulation scenarios.

**Scalar-Function-Function Mediation**

For the scalar-function-function mediation case, when mediation is present (simulation 4), we generated data as follows. We first simulated functional mediators as was described in the scalar-function-scalar mediation simulation (models in equations 3.7 and 3.8). In these models, $\delta_1 = 5$ and $\alpha = 3$, while the functional parameter $\beta(t)$ is as described above. The $\gamma(t)$ function uses positive coefficients in terms 12th through 19th, while the $\delta_2(t)$ function has non-zero coefficients in terms 6th through 22nd. The error terms $\epsilon_i(t)$ and $\eta_i(t)$ are taken from a random standard normal distribution.

Results from the four simulations appear in Figure 3.4. In the scalar-scalar-function mediation model, the path specific parameters $\delta_1$ and $\alpha$ are scalar; while the parameters $\delta_2$, $\beta$, the indirect effect $\alpha\beta$, and the direct effect $\gamma$ are all functions of time. All path specific parameters are consistently estimated, and the variability of the scalar parameter estimates does not change across simulation scenarios.
Figure 3.4: Estimates in scalar-scalar-function mediation models simulated under the four scenarios. Cases in which there is no mediation present (simulations 1 through 3) have a null indirect effect ($\alpha\beta$ is the null function), while mediation is present in simulation 4.
(3.4) and (3.10) are equivalent). We then simulated functional responses using the model in eq. (3.11). In this model, $\delta_2(t)$ and $\gamma(t)$ were generated as described in the scalar-scalar-function model, while the $\beta(t, s)$ was generated in two steps to mimic an effect where only recent activity in the mediator affects the response. We first generated a temporary function of time setting the first fifteen coefficients to zero, the next ten to be sampled from a uniform distribution $[6, 8]$, followed by 5 coefficients sampled from a uniform distribution $[2, 3]$. We then constructed a lower triangular $\beta(t, s)$ surface by incorporating the latter portion of the temporary function. Finally, we generated errors $\epsilon_i(t)$ and $\eta_i(t)$ from normal distributions with zero mean and standard deviation 1 and 0.1.

Results from these simulations are shown in Figure 3.5. In the scalar-function-function mediation model, all path specific parameters are functions of time. The parameters $\delta_1$ and $\alpha$ are functions of time on the mediator scale ($s$), while $\delta_2$, $\gamma$ and the integrated indirect effect are functions of time on the outcome scale ($t$). The parameters $\beta$ and $\alpha\beta$ are functions of both the mediator and outcome time scales. We show cross-sections of the $\beta$ function for $Y(t = 25)$ and $Y(t = 40)$. The model for $Y(t = 25)$ takes mediator values up to time 24, and weights them using the cross-section of the $\beta$ coefficient ($\{\beta(s, t = 25)\}_{s=0}^{24}$). All path specific parameters are consistently estimated, and the variability of the scalar parameter estimates does not change across simulation scenarios.
Figure 3.5: Estimates in scalar-function-function mediation models simulated under the four scenarios. Cases in which there is no mediation present (simulations 1 through 3) have a null indirect effect ($\alpha\beta$ is the null function), while mediation is present in simulation 4. We show sections of the $\beta$ surface at $t = 25$ and $t = 40$. 
3.7 Data example 1: What part of a continuous pain rating matters most to pain recall?

We now illustrate how scalar-function-scalar mediation can help in determining what time frame is important in pain recollection. A group of 93 participants were stimulated with a noxious heat. A small metal was applied to the arm and its temperature ramped up from room-temperature to 47, 48 or 49 Celsius degrees, then decreased to room temperature. The path diagram is depicted in Figure 3.6.

We fit a scalar-function-scalar mediation model (models (3.4) and (3.5)), and results of estimates and 95% bootstrap intervals are shown in Figures 3.7, 3.8 and 3.9. For the mediator model (3.4), we used the two-step approach to function on scalar regression Fan and Zhang described in Section 3.4 and 15 cubic bsplines with
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Figure 3.7: Mediator model estimated functions. Time \( t \) since the beginning of the trial is measured by the x-axis, while the y-axis measures the reported pain rating at a particular \( t \). The function \( \delta_1(t) \) represents the average curve when the maximum heat reached 47 degrees Celsius, while the function \( \alpha(t) \) represents the effect of increasing the maximum heat by one degree.

second order penalty. For the outcome model (3.5), we used functional generalized additive models\(^{97}\) with 15 cubic P-splines with second order penalty.

In the mediator model in eq. (3.4), \( \delta_1(t) \) represents the mean pain rating at time \( t \) when the maximum temperature reached is 47 degrees Celsius, while \( \alpha(t) \) represents the increment that one-degree increase in maximum temperature has on continuous pain rating. In the outcome model, for a fixed level of curve of continuous pain rating, \( \delta_2 \) (7.13 with 95% BI of 6.31- 7.88) represents the average final pain rating when the maximum heat reaches 47 degrees Celsius, while \( \gamma \) (1.28 with 95% BI 0.84 - 1.63)) represents the increase in final pain rating associated with a one-degree increase in maximum heat.

The effect of the continuous pain rating on final pain rating \( \beta(t) \), for a fixed level of
maximum heat, is depicted in Figure 3.9. In general, there is an increase in final pain rating between 50 and 70 seconds, while high continuous pain rating in the beginning or end of the trial decreases the final report of pain. The time decomposition of the indirect effect $\alpha(t)\beta(t)$, is also shown in Figure 3.9. The continuous pain rating between times 40 and 50 seconds is associated with decrease pain ratings, while the continuous rating between 50 and 110 seconds increases the final reported pain.

The summary of the analysis is captured by the direct and indirect effects, depicted in Figure 3.10. The total effect of increasing the maximum heat by one degree on final pain report is divided into a 1.28 increase (95% BI 0.84 - 1.63), while the effect that is associated with the changes the heat had on the continuous pain report accounts for 7.5 units (95% BI 6.7-8.4).
**Figure 3.9:** Estimated $\beta$ and $\alpha \beta$ function decomposition for continuous pain rating.

**Figure 3.10:** Estimated direct and indirect effects for continuous pain rating.
3.8 Data example 2: How do different brain regions communicate in response to pain?

In a study of the brain response to thermal pain, 20 subjects (with equal proportions of males and females) received either noxious or non-noxious heat stimuli applied to their forearm while resting in a Magnetic Resonance Imaging (MRI) scanner (Wager et al. 2008). Each trial consisted of 18 seconds of heat application, 14 seconds of rest, 4 seconds for rating the pain on a continuous scale from one to eight, followed by another 10 seconds of rest. Brain activation, as measured by the Blood-Level-Oxygenation-Dependent contrast, was recorded throughout the experiment. To illustrate the scalar-function-function mediation, we focus on the decomposition of the effect of heat on activation in a particular brain region, the dorsal Anterior Cingulate Cortex (dACC), into a direct effect and an indirect effect that is mediated through activation in a second brain region, the right Anterior Insula (rAI). The path model is shown in Figure 3.11. The indirect effect captures the relation between two areas of the brain and is termed ‘functional connectivity’.

We fit scalar-function-function mediation models (3.10) and (3.11). To fit the model in eq. 3.10 we used the two-step approach described in section 3.4 and used 15 cubic b-splines with second order penalty to smooth the estimated coefficients. For the function-on-function regression (the model in eq. 3.11), we used functional generalized additive models mentioned in section 3.4 with the following smoothing
Figure 3.11: Path model for brain connectivity. The level of heat (noxious or non-noxious) presumably affects the activation in brain region dACC, both by having a direct effect and an indirect effect mediated by the activation in brain region rAI.

options: for the functional intercept we used 20 cubic P-splines, for the treatment effect we used 5 cubic P-splines, and for the function-on-function coefficient, we used the tensor product of two sets of 5 cubic P-splines; all used penalties on the second derivatives, and chose penalization parameters using generalized cross-validation.

The estimated path functions, as well as 95% Bootstrap confidence intervals, are depicted in Figures 3.12, 3.13, and 3.14. The overall trajectory of the activation in the rAI, as well as the effect of heat stimulus (path functions $\delta_1(s)$ and $\alpha(s)$ in Figure 3.12) are similar to those of the dACC (path function $\delta_2$). This is interesting given that the latter are not total effects, but estimates for a fixed level of the mediator. That is, holding the activation in the rAI constant, there is a peak in activation in the dACC after 40 seconds and the direct effect of the treatment is a positive increase in activity between 15 and 30 seconds, similar to what is observed in the rAI activation.

The components of the indirect effect are depicted in Figure 3.14. We show cross-sections of the $\beta$ and $\alpha \beta$ surfaces at selected time points. Figure 3.14A shows the
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Figure 3.12: Mediator model estimated path coefficients for brain connectivity. Time \( (s) \) is measured by the x-axis, while the y-axis measures the BOLD activation at a particular \( s \). The function \( \delta_1(s) \) represents the average curve under low heat stimuli, while the function \( \alpha(s) \) represents the effect of high heat stimuli.

\[ M(s) = \delta_1(s) + \alpha(s)X + \varepsilon_1(s) \]

Figure 3.13: Outcome model estimated path coefficients for brain connectivity. For a fixed level activation in the rAI region, \( \delta_2(t) \) represents the average activation in the dACC under low heat stimuli, and \( \gamma(t) \) represents the effect of high heat stimuli.

\[ Y(t) = \delta_2(t) + c(t)X + \int_0^t \beta(s,t)M(s)ds + \varepsilon_2(t) \]
Figure 3.14: Estimated $\beta(s, t)$ and $\alpha(s)\beta(s, t)$ function decomposition for brain connectivity. We show cross-sections at particular $t$ time points for the dACC region. For example in part A, the activation in the dACC region at time 10 can be explained by positive contribution of the first 9 seconds of activation in the rAI region, even after accounting for the effect of high heat stimuli. However, the $\alpha(s)\beta(s, t)$ decomposition shows that there is no indirect effect at time 10.
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Figure 3.15: Estimated direct and indirect effects for brain connectivity effect that activation in the rAI has on activation in the dACC region, for a fixed level of treatment ($\beta(s,t)$). That is, among people in the high heat condition, the activation in the dACC at time 10 was explained by changes in activation in the rAI. In particular, a history of high activity in the rAI up to time 9 was associated with high activity in the dACC at time 10. This pattern continued up to time 46, with the activity in the dACC being explained by the latter 10 seconds of activity in the rAI. Meanwhile, the indirect effect time decomposition ($\alpha(s)\beta(s,t)$) is depicted in Figure 3.14 B, where the history of the treatment effect on activation in the rAI has no effect on activation in the dACC at time 10 through 16, then has a positive impact between times 22 through 28, then begins to have no effect or highly negative effect on activation at time 46.

Figure 3.15 shows the estimates of the direct and indirect effects. The direct effect represents the effect of the heat treatment on activation in the dACC that is not associated with making changes in activation in the rAI. This curve is similar to the effect of the heat treatment on activation in the rAI. Whereas the indirect
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effect shows the cumulative effect that the history of activation in the rAI has on activation in the dACC. Increases in the activation in the dACC between 20 and 40 seconds can be explained by the increases that the heat treatment had on activation in the rAI. In contrast, after 40 seconds, the indirect effect decreases the activation in dACC. We can see that the heat has an effect early on (from 10 to 30 seconds), while the indirect effect appears later in time (from 20 to 40 seconds positively, then after 40 seconds negatively).

The use of scalar-function-function mediation has allowed us to decompose the effect of heat on brain activation into direct and indirect effects that are functions of time.

3.9 Discussion

This article introduces linear functional structural equation modeling as a means of studying time-varying mediation effects, termed ‘functional mediation analysis’. This powerful methodology allows for the discovery of time frames in which a continuous function of time mediates the effect of a treatment, as shown in two data examples. One caveat with functional models is that the number of chosen bases can impact the functional estimates. Generalized cross-validation\[^{29}\] was developed to provide a principled way to determine the number of bases, and the methods used in the data analyses in this paper\[^{36,37}\] also effectively choose the number of basis
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using random effects models. Sensitivity analysis can also help in assessing whether changing the number of basis changes dramatically the estimates. Another limitation is that the assumptions for interpreting the mediated effects as causal are very strong. We rely heavily on the structure posed by linear functional models, and we require no confounders of the relations of treatment-mediator, treatment-outcome, and mediator-outcome, to hold at each time point of the functional variables. Further work will incorporate baseline confounders and allow for interactions of treatment and mediator on the outcome.

In terms of applications, the scalar-function-function method allows for the study of functional connectivity, the relation between activity in two areas of the brain. Also, functional mediation methods can serve in the study of diary data in other psychological studies, to investigate the effect that anxiety, depression, or physical activity history have over time.
Chapter 4

Within-Subject Designs for Causal Mediation Analysis

4.1 Introduction

Causal mediation analysis investigates variables that lie in the causal pathway between a treatment and an outcome. In particular, it can separate the effect of an intervention into an effect that is due to changing an intermediate variable - the mediator, and an effect that does not rely upon changing it. The effect of the intervention on the outcome is termed the ‘total effect’, the part of the effect that is due to changing the mediator is a form of an ‘indirect effect’, while the part of the effect that does not rely on the mediator is a form of an ‘direct effect’.
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Robins and Greenland\cite{23} and Pearl\cite{101} defined mediated effects in terms of potential outcomes. However, identification in causal mediation analysis presents a challenge because it often relies on assumptions about the treatment and mediator assignment that cannot be tested. In order to identify causal mediation estimands, we need to assume a form of independence assumption for the assignment of the treatment and mediator with respect to the outcome\cite{27,102,103}. Since we typically cannot randomize the mediator, we often rely on assuming that the assignment of the mediator is as if it were random when we consider groups defined by the treatment received and observed baseline variables (sequential ignorability as defined in Imai et al.\cite{27}).

Usually, the counterfactual quantity that requires these assumptions to be identified is the outcome that happens if a person is given a particular treatment, but has the mediator level of a different treatment (for example, under the control condition). If the ignorability and sequential ignorability assumptions hold, we can use the observed distribution of mediator values under the control condition to extrapolate to what would happen if those who received the treatment had these mediator values. We do this when we use the mediation formula\cite{101} or the non-parametric identification formula\cite{27}.

In contrast, functional Magnetic Resonance Imaging (fMRI) study designs present a different opportunity. In these studies, it is common to apply different treatments, each with relatively short effects, while a person is inside the MRI scanner. Sobel and Lindquist\cite{104} have defined a framework to study causal effects under this type of...
experiment, particularly, the causal effect of a scalar treatment on brain activity as measured by an fMRI signal. Within this framework, the order of the treatments applied to each person is either random or fixed (the same order is applied to every person in the trial.) However, this type of design - the within-subject design - has not been explored in the context of causal mediation analysis. These designs can allow for the use of different identifying assumptions to estimate causal mediation effects.

We begin by introducing an fMRI experiment that motivates the present work in Section 4.2. We then present a different set of assumptions that can be used to identify causal mediation effects in a within-subject design of experiments in section 4.3, and propose a method of estimation. We proceed to showcase our method in section 4.4, applying it to the fMRI experiment formerly introduced. We conclude with a discussion of the new assumptions, their use in their application in the fMRI experiment, and final remarks, in section 4.5.

4.2 Thermal Pain Experiment

Consider the experiment presented by Lindquist. The goal of the study was to investigate how the brain processes thermal pain, and it used a design in which each person received multiple treatments at multiple times. This type of design is called the ‘block design’, and is commonly used in neuroimaging studies.

In this trial, 20 healthy participants received thermal stimuli in their forearm while
inside a Magnetic Resonance Imaging (MRI) scanner. A trial consisted of receiving a stimulus (noxious heat or non-noxious heat) for 17 seconds, then a waiting period of 14 seconds, followed by a 4-second period to collect the perceived pain rating by the individual, and a 10-second waiting period. The levels of heat were calibrated individually to evoke low and high pain, and the order in which they appeared was pseudorandom. This procedure was repeated 8 times in every ‘run’, and each subject had 6 runs. In total, there were 48 trials per person. During each run, the participant’s brain activity was measured using the Blood-Oxygenation-Level-Dependent (BOLD) contrast.

The MRI scanner records signals from locations in a three-dimensional grid that divides the brain. Each volume within the grid is called a ‘voxel’. For the purpose of the present work, we focus on the average BOLD response across voxels in one brain region: the right anterior insula. The right anterior insula has been shown to respond to temperature, to thermal pain, and as a possible mediator for thermal pain.

Let the application of heat be the treatment of interest, the average BOLD-measured brain activation at the right anterior insula be the mediator, and the expressed pain rating be the outcome. We are interested in the part of the effect that the thermal stimulus has on reported pain that is due to having changed the levels of brain activation at the right anterior insula. This is called the natural indirect effect. Quantifying the pain experience will help us understand the experience of pain beyond subjective reports. We will be able to quantify the pain that fibromyalgia...
causes, learn how anesthetics work, and develop pain standards to use when a patient
cannot communicate; for example, for assessing the pain of a person under a coma.

4.3 Within-subject causal mediation

In this section, we extend the causal inference framework laid by Sobel and
Lindquist\textsuperscript{104} to accommodate inferences about mediation. Following the experiment
presented in section 4.2, assume there are $n = 20$ subjects observed. At
any time point, there can be an absence of applied stimulus, or the application of one
of $s = \{1, \ldots, S\}$ stimuli. In this case, $S = 2$, for non-noxious or noxious heat. We
define $z_{st}$ to be the indicator of whether level of heat $s$ was given at time $t$, $z_t$ as the
assignment vector at time $t$, and $\bar{z}_T$ to be the treatment regime applied throughout
the experiment, composed of assignment vectors as $\bar{z}_T = (z_1, \ldots, z_T)$. For example,
a treatment regime in which there are $T = 10$ times of measurement, where noxious
heat is applied at the first and seventh time, while non-noxious heat is applied at the
fourth time, would be represented as:

$$\bar{z}_{12} = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}$$

for $s = 1$ and $s = 2$.
The treatment regime assigned to a particular person $i$ is denoted by $\bar{Z}_{Ti}$, and can differ across participants.

At each time point, there are two processes, one measuring the BOLD activation in the right anterior insula of subject $i$ (the mediator) and one recording the subject’s expressed level of pain (the outcome). Let $M_{it}(\bar{z}_T)$ be the potential true BOLD response at the right anterior insula for person $i$ measured at time $t$ under regime $\bar{z}_T$. For the outcome, we define $Y_{it}(\bar{z}_T)$ to be the potential hard outcome for person $i$ at time $t$ corresponding to regime $\bar{z}_T$.

We summarize the sequences of potential mediators and potential outcomes as $M_i(\bar{z}_T) = (M_{i1}(\bar{z}_T), \ldots, M_{iT}(\bar{z}_T))$ and $Y_i(\bar{z}_T) = (Y_{i1}(\bar{z}_T), \ldots, Y_{iT}(\bar{z}_T))$, respectively.

### 4.3.1 Identification of sub-trials

Sobel and Lindquist\cite{Sobel_Lindquist_2006} defined assumptions to identify the causal effect of a treatment regime on an fMRI outcome measured by a time series. In order to assess mediation, we now use modified versions of their assumptions to define the concepts of the effect of the treatment regime on the mediator, and the total effect of the treatment regime on the outcome. Throughout the present work, we assume that there is no interference between participants, and that there is only one version of each treatment regime (the SUTVA assumption across participants\cite{SUTVA}). For example, if noxious heat is administered at sub-trials 1, 4, and 15, the amount of heat and the way it is applied does not vary. In the pain trial, the temperature that a participant
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received as noxious and non-noxious heat was calibrated to their pain tolerance, with low and noxious heat stimuli producing low and maximum tolerable pain. Therefore, the heat stimuli does not vary within subjects, but it does vary across subjects. In order to make population inferences, we may assume that the treatment and control levels for a given person are the levels that are obtained through the calibration procedure, i.e., that the procedure is the same for each person, even if the actual levels differ.

The fMRI signal is known to measure the BOLD response with high levels of error, as considered by Sobel and Lindquist. However, for the purpose of defining causal mediation effects in within-subject designs, we begin by assuming there is no measurement error in the BOLD signal (Assumption A1). This assumption states that we could potentially measure the true potential BOLD Response.

We proceed by assuming temporal consistency (Assumption A2). This assumption states that the potential mediator levels at time $t$ do not depend on future treatment assignments. Formally, for all $\bar{z}_T \in \Omega$, where $\Omega$ is the set of all possible treatment assignments, the potential mediator and the potential outcome at period $t$ ($M_{it}(\bar{z}_T)$, and $Y_{it}(\bar{z}_T)$, respectively), do not depend on stimuli administered after period $t$. Furthermore, the potential outcomes are assumed to not depend on later potential mediators. Thus, for regimen $\bar{z}_T \equiv (\bar{z}_t, \bar{z}_{t+1}, \ldots, \bar{z}_T)$, we can write $M_{it}(\bar{z}_T) = M_{it}(\bar{z}_t)$, and $Y_{it}(\bar{z}_T) = Y_{it}(\bar{z}_t)$. Temporal consistency can be violated by anticipation reactions (knowing that there will be a particular stimulus along the
sequence may create a response at the present time.)

We next assume that there is control of carry over effects (Assumption A3). That is, if the potential mediator or outcome depend on past treatments received, they only do so up to \( P \) preceding periods. We define the amount of periods for carry over as follows: let \( 0 \leq P \leq T - 1 \) denote the smallest integer such that \( z_{t-P} = z_{t-P}^* \), ..., \( z_t = z_t^* \) implies \( M_{it}(\bar{z}_t) = M_{it}(\bar{z}_t^*) \) and \( Y_{it}(\bar{z}_t) = Y_{it}(\bar{z}_t^*) \) for all \( t \geq P + 1 \). This assumption allow us to establish the equality of potential mediators and outcomes under two different treatment regimes that have the same treatments in the last \( P \) periods.

To illustrate \( P \) period control of carry over effects, let’s set \( S = 2 \) treatments, and \( T = 12 \) total number of periods. We define two treatment regimes:

\[
\bar{z}_{12} = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}, \\
\bar{z}_{12}^* = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}
\]

\( t = 1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9 \)

Let \( P = 2 \). Since \( \{z_t\}_{t=7}^9 = \{z_t^*\}_{t=7}^9 \), then the \( P \) period control of carry-over effects assumption (A3) implies \( M_{i,g}(\bar{z}_g) = M_{i,g}(\bar{z}_g^*) \). Therefore, the carry over effects
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last for three periods, and the treatments applied prior to those do not affect the
current BOLD response. Assumption A3 may be violated when stimuli have effects
that do not wash-out.

Furthermore, we assume a form of no treatment by period interaction for
the mediator (Assumption A4). We assume that, if a treatment regime contains
two sections of length $P$ (defined in A3) with the same treatment allocation, the
potential mediators at the end of each section share the same distribution. This
assumption allows us to formulate the following. For $P$ in (A3) and $P + 1 \leq t < t'$,
$z_{t-P} = z_{t'-P}, \ldots, z_t = z_{t'}$ implies $f(M_{it'}(\bar{z}_{t'})) = f(M_{it}(\bar{z}_t))$.

The assumption of no treatment by period interaction allows the comparison of
two BOLD responses within the same time series. In our last example, the treatment
regime $z_9$ contains two similar sections of treatment allocation: $\{z_i\}_{i=1}^3 = \{z_i\}_{i=7}^9$,
therefore, $f(M_{i,3}(\bar{z}_3)) = f(M_{i,9}(\bar{z}_9))$. Assumption A4 can be violated when the order
in which the treatments are applied has an effect on the BOLD response. An example
is, if the participant gets used to the treatment, the response of a stimulus in latter
applications may not be the same as the initial response to such stimulus.

Moreover, we impose an assumption about the design of the experiment: the
potential mediators and outcomes are related solely to one stimulus (Assumption A5). This implies that the stimuli are separated by at least $Q = P + 1$ units.

Additionally, in the pain trial presented in section 4.2, the outcome was collected once
after every stimulus. We assume that the time between applying a stimulus and mea-
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suring the outcome must remain constant \((R)\), in order to have the outcomes be comparable across sub-trials.

Given assumptions A1-A5, we define a sub-trial as the application of one stimulus followed by no stimulus in the remaining \(P\) periods. Let \(\{z_0\}_P\) be a vector of \(P\) zeros, then the allocation of treatment \(s\) in any sub-trial is defined as:

\[
\bar{z}_s = \begin{pmatrix} z_s & \{z_0\}_P \\ 1 - z_s & \{z_0\}_P \end{pmatrix}.
\]

If we consider the noxious heat stimulus as \(s = 1\) and non-noxious heat stimulus as \(s = 0\), then we can identify trials under noxious heat \((\bar{z}_1)\) and trials under non-noxious heat \((\bar{z}_0)\).

Let \(j\) be the index of the sub-trial in a time series. Assumption A5 implies that outcomes are only recorded at times \((j - 1) \times (1 + R)\), therefore, the outcome associated with trial \(j\) is \(Y_{ij}(\bar{z}_s) \equiv Y_{i,(j-1) \times (1+R)}(\bar{z}_s)\). We also define the string of potential mediator values in a trial as \(M_{ij}(\bar{z}_s) = \{M_{it}(\bar{z}_j)\}_{t=(s-1)}^{(s-1) \times (1+R)}\).

Finally, we assume there is ‘no treatment by period interaction for potential outcomes’ (Assumption A6). For example, if a noxious heat stimulus \((s = 1)\) is applied at sub-trial \(j\) and at sub-trial \(j'\), \(\bar{z}_j = \bar{z}_{j'} = \bar{z}_1\), then

\[f(Y_{ij'}(\bar{z}_{j'})) = f(Y_{ij}(\bar{z}_j)) \equiv f(Y_{ij}(\bar{z}_1)),\]
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defining the distribution of the potential outcomes for person \( i \) under noxious heat. Similarly, this assumption defines a distribution under non-noxious heat as well.

The latter distributions allow us to define subject-level causal effects for the contrast of \( \bar{z}_1 \) against \( \bar{z}_0 \):

\[
E_i[M_{ij}(\bar{z}_1) - M_{ij}(\bar{z}_0)] \quad \text{and} \quad E_i[Y_{ij}(\bar{z}_1) - Y_{ij}(\bar{z}_0)].
\]

4.3.2 Identification of causal mediation effects

With assumptions A1 through A6, we are able to identify the distributions for the potential mediators and potential outcomes, \( f_M(\{M_{ij}(\bar{z}_s)\}) \) and \( f_Y(Y_{ij}(\bar{z}_s)) \), for repeated sub-trials. Given these, we can define the following causal mediation effects for a particular person \( i \):

**Within-Subject Natural Indirect Effect**

\[
E_i[Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_1)) - Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_0))]
\]

**Within-Subject Natural Direct Effect**

\[
E_i[Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_0)) - Y_{ij}(\bar{z}_0, M_{ij}(\bar{z}_0))]
\]

**Within-Subject Controlled Effect of the Mediator**

\[
E_i[Y_{ij}(\bar{z}_1, m) - Y_{ij}(\bar{z}_1, m')]
\]

The within-subject natural indirect effect (ws-NIE) is the average effect that the treatment has on the outcome that is due to changing the levels of the mediator, for participant \( i \). It is the average causal effect for person \( i \) contrasting the pain that they report after receiving noxious heat with the pain report that they would report
if they had noxious heat, but somehow had the response in the right anterior insula resulting from non-noxious heat. This is the part of the effect of noxious heat that is due to changing the response in the right anterior insula, and tells us how the latter mediates the effect of the treatment. The within-subject natural direct effect (ws-NDE) captures the rest of the treatment effect. It is the average causal effect resulting from the contrast of person $i$’s pain rating under noxious thermal stimuli that keeps the right anterior insula’s response at a non-noxious level against their pain report under non-noxious stimuli. The within-subject controlled effect of the mediator (ws-CEM) represents the causal effect of the mediator on the outcome, unconfounded by the effect of the treatment. That is, the ws-CEM compares the pain reports under noxious stimuli, changing the levels in the right anterior insula by any amount $m' - m$.

We now define assumptions that will allow us to identify the natural effects. Briefly, the usual identifying assumptions for causal effects need to apply only within subjects, with the exception of the constancy assumption.

We start assuming there is individual ignorability of the treatment assignment (Assumption B1). That is, for a particular subject, the treatment regime assignment is independent of the potential mediators and potential outcomes. In fMRI studies, the treatment regime is either randomized or it is fixed - that is, the regime is the same for every person. In these situations, this assumption holds.

Next, we assume individual sequential ignorability, or individual ignorability of the mediator assignment (Assumption B2). That is, for a particular subject $i$
receiving treatment $\tilde{Z}_s$, the distribution of potential BOLD responses under stimuli $s$ is independent of the potential outcomes $Y_i(z_s, M(z_s'))$. This assumption rules out unobserved confounding of the mediator-outcome relation within a participant, and it would be violated if there are variables that influence the BOLD response as well as the reporting of pain. Personality traits, or other baseline characteristics, would not violate this assumption. Potential violators are characteristics that vary within a person during the experiment. For instance, time since smoking can influence a smoker participant’s pain tolerance, although it does not affect subjective pain rating. If it were to influence the way they rate pain, Assumption B2 would be violated. This assumption may potentially be relax by requiring it to hold only within levels of the treatment and of covariates measured at the start of the trial, like time.

We further make the consistency assumption (Assumption B3). We assume that, if treatment $\tilde{Z}_s$ is administered at sub-trial $j$, we observe the potential mediator and potential outcome associated with it. That is, $M_{ij}^{obs} = M_{ij}(\tilde{Z}_s)$ and $Y_{ij}^{obs} = Y_{ij}(\tilde{Z}_s, M_{ij}(\tilde{Z}_s))$.

Finally, we assume there are no post-treatment confounders (Assumption B4). That is, there are no variables that are affected by the treatment and that affect both the mediator and the outcome. In our example, we assume there are no areas of the brain that affect the activation in the area of interest and that also affect areas involved in the conscious report of pain. This assumption may be violated in our
case, as we focus on one area of interest while other regions in the brain may be at work. This assumption may be relaxed if we consider post-treatment confounders as part of the mediator.

Given assumptions A1-A5 and B1-B4, we can focus on the identification of the within-subject natural indirect and direct effects, as well as the controlled effect of the mediator. To identify the natural effects, we require the identification of the counterfactual quantities $E_i [Y_{ij}(\bar{z}_1, M(\bar{z}_1))]$ and $E_i [Y_{ij}(\bar{z}_1, M(\bar{z}_0))]$. The first quantity can be readily identified using assumptions B1 and B3 as

$$E_i [Y_{ij} | \bar{Z}_j = \bar{z}_1] = E_i [Y_{ij}(\bar{z}_1, M(\bar{z}_1))].$$

As for the second one, we can identify its subject-level expectation across sub-trials using the above assumptions:
\[
E_i \left[ Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_0)) \right] = E_i \left[ Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_0)) \mid \bar{Z}_s = \bar{z}_1 \right] = \int E_i \left[ Y_{ij}(\bar{z}_1, m) \mid \bar{Z}_j = \bar{z}_1, M_{ij}(\bar{z}_0) = m \right] dF_{M_{ij}(\bar{z}_0)}(m) \]
\[
= \int E_i \left[ Y_{ij}(\bar{z}_1, m) \mid \bar{Z}_j = \bar{z}_1, M_{ij}(\bar{z}_1) = m \right] dF_{M_{ij}(\bar{z}_1)}(m) \]
\[
= \int E_i \left[ Y_{ij}^{obs} \mid \bar{Z}_j = \bar{z}_1, M_{ij}^{obs} = m \right] dF_{M_{ij}^{obs}|Z_j=\bar{z}_0}(m) \].
\]

In this derivation, line (4.1) follows from assumption B1, lines (4.2) and (4.3) follow from the law of iterated expectations, line (4.4) follows from assumption B2 and B4, and line (4.5) follows from assumption B3.

The identification of the within-subject controlled effect of the mediator requires a stronger version of assumption B2, which dictates that sequential ignorability holds over all levels that the mediator can take: For fixed level of treatment \(\bar{z}_s\), and for all levels of mediator \(m\), the distribution of \(Y_{ij}(\bar{z}_s, m)\) is independent of \(M_{ij}(\bar{z}_s')\).

Given the latter and assumptions B1-B4, we can identify the controlled effect of the mediator.

As a side note, we would like to note that if we assume the expectation
\[
E_i \left[ Y_{ij}^{obs} \mid \bar{Z}_j = \bar{z}_1, M_{ij}^{obs} = M \right] \]
linear, and the direct effect of the treatment does
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not vary across levels of the mediator (there is no treatment-mediator interaction),
then the natural indirect effect is equal to the controlled effect of the mediator, scaled
by the changes the treatment had on the mediator:

\[ E_i [Y_{ij}(\bar{z}_1, M) - Y_{ij}(\bar{z}_1, M')] E_i [M_{ij}(\bar{z}_1) - M_{ij}(\bar{z}_0)]. \]

Finally, we define population-level expectation of the natural indirect effect as:

\[ E \left[ E_i [Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_1))] - E_i [Y_{ij}(\bar{z}_1, M_{ij}(\bar{z}_0))] \right], \quad (4.6) \]

where the outer expectation is with respect to the sampling of subjects, and the
inner expectations are over the sampling of within-subject trials.

4.3.3 Estimation and inference

We now describe a method of estimation of the population level natural indirect
effect in equation \[4.6\]. The strategy is as follows.

1. We pose subject-level models for the expected value of the outcome given the
treatment and mediator, \[E_i [Y_{ij}^{\text{obs}} | \bar{Z}_j, M_{ij}^{\text{obs}}] \]. These models can be of any form,
for example, they can be non-parametric if the mediator is binary, or fully para-
metric model when the mediator is continuous. Fitting separate models allows
the direct and indirect effects to vary across participants. In order to have the
same flexibility when fitting one model for all participants, we rely on parametric forms and interaction terms for the effects of the treatment and mediator on the outcome with binary variables indicating subjects. This also can potentially introduce unobserved confounding across participants. An example of a model for the outcome given treatment and mediator will be presented in equation (4.8).

2. For each participant \( i \), we use the model \( E_i \left[ Y_{ij}^{\text{obs}} \mid \bar{Z}_j, M_{ij}^{\text{obs}} \right] \) and equation (4.5) to predict their average outcome under noxious heat and mediator values under non-noxious heat, using their own distribution of observed mediator values under non-noxious heat to make the prediction.

3. For each participant, we obtain the ws-NIE by taking the average outcome under noxious heat and subtract it from the predicted average outcome under noxious heat treatment and mediator levels under the non-noxious heat condition.

4. We proceed to take the sample average over all ws-NIE and obtain the population-level natural indirect effect.

We propose the use of the bootstrap to compute inferences about the population-level natural indirect effect. After calculating the subject-level natural indirect effects, we construct bootstrap samples by re-sampling from the pool of subject-level estimates. We repeat \( B \) times and construct 95\% bootstrap intervals by taking the 2.5\% and 97.5\% percentiles of the bootstrap distribution of the parameters. This bootstrap
4.4 Application to Thermal Pain Experiment

We used functional causal mediation analysis\(^{14}\) to assess whether the right anterior insula mediates the effect of the noxious thermal stimuli on pain report, as introduced in section 4.2. Data that are collected densely in time from a continuous process can be denoted as ‘functional data’, and there are particular methods developed for their analysis (see Chapter 3). In this study, the fMRI BOLD signal represents a functional mediator, and it was recorded every two seconds for the duration of each trial. Every trial lasted 46 seconds in total.

We defined \(Z_{ij}\) to be the treatment received for participant \(i\) at trial \(j\), \(\{M_{ij}(t)\}_{t=1}^{46}\) as the average BOLD intensity for the Right Anterior Insula region in participant \(i\) at trial \(j\), and \(Y_{ij}\) as the pain reported by participant \(i\) at trial \(j\).

For each person \(i\), we define the following scalar-function-scalar mediation model:

\[
M_{ij}(t) = \delta_{1i}(t) + \alpha_i(t)Z_{ij} + \epsilon_{ij}(t) \tag{4.7}
\]

\[
Y_{ij} = \delta_{2i} + \gamma_iZ_{ij} + \int \beta_i(t)M_{ij}(t) \, dt + \eta_{ij}. \tag{4.8}
\]

where \(t \in [1, 46]\).

We begin by assuming all the necessary assumptions for the within-subject design
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(assumptions A1-A5), and those required for causal mediation (assumptions B1-B4). If we assume that the models are correct - that the relation is linear, and there is no treatment-mediator interaction, then the natural direct and indirect effects for person $i$ are $\gamma_i$ and $\int \alpha_i(t) \beta_i(t)(t) dt$, respectively. Meanwhile, the controlled effect of the mediator and the time decomposition of the indirect effect for person $i$ are $\beta_i(t)$ and $\alpha_i(t) \beta_i(t)$, respectively. These are considered the within-subject parameters.

4.4.1 Within-subject estimation

For each person, we estimated the parameters using functional data analysis methods. For model (4.7) we used a two-step approach developed by Fan et al. This approach estimates linear parameters at each time-point for the functional mediator, then penalizes the estimated coefficients via local polynomial smoothing. The bases set used for regularization consisted of 15 cubic b-splines, fitted with penalty on the second derivative to smooth the estimated coefficients. The smoothing parameters were chosen using Restricted Maximum Likelihood Estimation. For model (4.8), we used a functional generalized additive model. This regression model decomposes the functional parameter into splines and then penalizes them using random effects. For estimation of the functional parameter, we used 15 cubic P-splines with second order penalty. We also chose the amount of penalization via generalized cross-validation.

Figure 4.1 depicts the estimated within-person functional parameters defined
**Figure 4.1:** Within-subject estimates of functional coefficients for brain mediation of pain
in models (4.7) and (4.8). The functional estimates pertaining the effect of the thermal stimuli (the treatment, $Z_{ij}$) on the average BOLD intensity (the mediator $\{M_{ij}(t)\}_{t=1}^{46}$), appear in Figure 4.1 (a). Meanwhile, the functional estimates for the controlled effect of the Right Anterior Insula, and the time decomposition of the indirect effect, are shown in Figure 4.1 (b). These estimates highlight the heterogeneity in response across participants, where some participants seem to have small or larger effects of the treatment on the mediator ($\text{Alpha}(t)$), and of the controlled effect of the mediator ($\text{Beta}(t)$).

4.4.2 Population-level estimation and inference

In order to get population-level estimates of causal mediation effects, we took the pointwise average of the estimated within-subject parameters. We computed pointwise 95% bootstrap intervals for making inferences. In this case, we bootstrapped the estimated within-subject parameters; that is, we sampled with replacement participant’s identifiers, then we build our bootstrap samples incorporating the complete estimated functional parameter for the sampled participants. We then, at each time point, took the 2.5th and 97.5th percentiles of the bootstrap distribution to construct the 95% bootstrap interval. We define the 95% bootstrap band as the area covered by each of the bootstrap intervals, interpolating linearly between time points.

The estimates for the total effect, the natural direct and indirect effects, and the population level functional parameters, are shown in Figure 4.2, along with 95%
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Figure 4.2: Across-subject estimates of functional coefficients, and causal mediation effects, with 95% Bootstrap pointwise Intervals. In (a), we show the average causal effect of noxious heat on pain rating (the total effect), as well as the estimates of the natural direct and indirect effects. In (b), Delta1(t) represents the average BOLD response among trials under non-noxious heat, Alpha(t) represents the average causal effect of noxious heat on the BOLD response, Beta(t) is the controlled effect of the BOLD response on pain, and Alpha(t)*Beta(t) is the time decomposition of the natural indirect effect.
Bootstrap intervals and bands. Averaging across participants, applying noxious heat lead to pain ratings 176 points higher than non-noxious heat (95%BI 154-196). The variability for this estimate is reduced, as the levels of noxious heat were calibrated to elicit particular pain ratings.

Before addressing the natural direct and indirect effects, we investigate the functional parameters of interest. On average, the activation in the Right Anterior Insula under non-noxious heat (Delta 1(t)), as measured by the BOLD contrast, has a low depression in the first 10 seconds, followed by a steady rise and a small decline. The average treatment effect on the activation in the right Anterior Insula has an abrupt increase at time 15, peaking at time 25 and decreasing onwards. The controlled effect of the activation in the Right Anterior Insula on pain rating (Beta(t)) shows more variability; it has a rise after 15 seconds, peaks at 25 seconds and declines steadily. The time decomposition of the natural indirect effect shows a positive contribution from 20 to 35 seconds, with less variability at the end of this interval.

As for causal mediation effects, the activation in the Right Anterior Insula has a small positive natural indirect effect (10.7, 95% BI 1.4-21.3), while the natural direct effect was much larger (186.2, 95% BI 142.1-165.3). Therefore, the effect of noxious heat, compared to non-noxious heat, on pain ratings is partly mediated by activation in the right anterior insula. The time decomposition of the natural indirect effect shows that activation during seconds 20 through 35 lead to an increase in pain ratings. These results rely on whether assumptions A1-A6 and B1-B4 hold.
4.5 Discussion

The within-subject design for mediation presents new opportunities for identification of causal mediation effects. This design trades assumptions about ignorability of the mediator assignment across participants to ignorability within participant. While unobserved confounding in the mediator-outcome relation can appear when we make comparison across participants, the within-subject design is potentially subject to confounding due to period and order effects - both observed variables. For now, we have assume we had control over carry-over effects, and that period does not have an influence on either the mediator or the outcome. Future work will be on relaxing these assumptions.

We exemplified the proposed method for estimation with the study of how a particular brain region - the right anterior insula - mediates the response to thermal pain. In this context, some assumptions needed for identification of the sub-trials and the identification of the causal mediation effects may be tenable, while others do not.

For example, we have made assumption A1 regarding our application of the method to the pain trial. This assumption, that there is no measurement error in the BOLD signal, is known not to hold. Therefore, we need methods that can account for measurement error, exploiting the multiple observation of mediators within subjects. We plan on expanding SIMEX to accommodate the added variance in $M_{ij}$, which can be modeled using observed measures of sources of bias.

Assumptions A2, temporal consistency, A3, control of carry-over effects, and as-
sumptions A4 and A6, no treatment by period interaction for the mediator nor for
the outcome, may be testable up to some extent. Given that subjects participated
in several runs, there are certain experimental designs that will allow for the identi-
fication of period and order effects. This will relay on the assumption of temporal
consistency across runs. From another standpoint, one could use an experimental
design that assigns different treatment regimes to different participants, and try to
identify period-order effects by pooling information across participants. This will
rely on making ignorability assumptions across subjects, making inferences subject
to unobserved confounding again.

We also require that the within-subject design for fMRI studies have a particu-
lar structure, summarized in assumption A5 (the potential mediators and outcomes
are related solely to one stimulus). This design is typically applied when studying
mediation, and was applied in the pain trial that we studied.

For the identification of the causal mediation effects, assumption B1 (individual
ignorability of the treatment assignment) is tenable given that the treatment regime
was designed pseudo-randomly for each subject. Assumption B2 (individual sequen-
tial ignorability), as discussed previously, may be more tenable within a subject. In
this case, we are not subject to confounding due to baseline characteristics, but we
are to characteristics that change over time. Time since smoking could be of concern,
as it is related to pain tolerance, but has been shown to not affect the subjective
pain rating.
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Whereas assumption B3, the consistency assumption, is guaranteed in designs of experiments, assumption B4 may be violated in the pain trial. Assumption B4 requires there are no post-treatment confounders. Since we are focused on one particular brain region, the right anterior insula, there may be many other regions that are modified by receiving a noxious heat touch and that also impact activation in the right anterior insula. Defining mediation effects in this particular setting is complex, and it may be that we need to define the activation in the whole brain as the mediator. Functional data methods that can handle smoothing over space and time for large data will allow us to assess whole-brain mediation.

Finally, we made assumptions about linearity and no treatment-mediator interaction to facilitate the use of functional mediation models. More work is needed to extend the latter to incorporate possible interactions as well as other observed confounders.

On another note, one drawback of making inferences within a subject is the large reduction in sample size. In our application, even when we have over 40 observations per subject, a complex functional parameter is better estimated with more observations. More work is needed to support hierarchical models that can adjust for confounding across and within-subjects using parametric and semi-parametric theory, and to assess the trade-off of increasing the number of trials or the number of participants.
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Conclusion

In the present work, I have contributed to the causal inference literature in areas like measurement error and mediation and functional data analysis. In addition, two of these methods add to the analysis of neuroimaging data, and the third can potentially contribute to the field as well. All methods presented are among the first steps in their field, and can have many extensions.

More specifically, in chapter 2, I proposed a solution to the use of mismeasured variables in the design of observational studies that aim at estimating the causal effect of a treatment using propensity score methods, like estimating the effects that living in a disadvantaged neighborhood in adolescent drug use. This solution, multiple imputation for external calibration, relies on the assumption that the joint distribution of treatment, outcome, and confounding variables is multivariate normal. Nevertheless, the method remains robust to some level of misspecification, as it performs very
well even though the treatment in consideration is binary, and when the outcome’s
distribution is far from a normal distribution. It is also robust to the varying sizes
of the main study sample, but correcting for large amounts of measurement error
requires larger calibration samples. The method is applicable to the estimation of
both the average treatment effect and the average treatment effect on the treated.

A natural extension of this topic would be to use another method of imputation
that does not depend on the joint-normality assumption, such as multiple imputation
using chained equations. Additionally, I would like to assess the performance of the
method under other propensity score methods beyond inverse probability of treatment
weighting, like propensity score matching.

In Chapter 3, I extended the functional mediation framework introduced by Lindquist
(2012) to settings where a scalar treatment influences a scalar mediator and a func-
tional outcome, as well as to settings where the scalar treatment impacts a functional
mediator and a functional outcome. We can use this framework to investigate the pain
experience, as well as how different regions of the brain communicate in response to
pain. I derived direct and indirect effects that map to causal mediation effects under
certain assumptions detailed in the appendix. Finally, I developed R algorithms to
estimate functional mediation effects, and used them to estimate functional mediation
in two pain studies.

One extension of the work in Chapter 3 is to define mediation effects for functional
treatments, for scalar and functional mediators and outcomes, and develop methods
for their estimation. Another extension is to add more functionality to the R functions that I developed. The incorporation of confounding variables and building an R package are next steps.

Lastly, in Chapter 4, I developed a framework to assess causal mediation under an experimental design - the within-subject design - that has not been considered much in the causal inference literature. This design is common in neuroscience experiments, and we use it to investigate the pain induced by noxious thermal stimuli. In this design, subjects receive multiple treatments at multiple times. Given this design, I formulated assumptions to identify sub-trials within an experimental regime, and to identify causal mediation effects. I also proposed a method of estimation, and applied it to a trial to study thermal pain.

The latter work is the first step in the study of within-subject designs for causal mediation. In this work, some of the assumptions that I proposed for the identification of sub-trials can be very strong. More work is needed for developing methods to test for violations of these assumptions, and to incorporate observed within-subject confounders, like period effects. Finally, the within-subject design has a structure that can be very helpful to address measurement error in the mediator or outcome variables. An extension like this would be very helpful for studies that use fMRI data.

This dissertation presents three different topics in causal inference: propensity score methods and measurement error, functional mediation, and a particular design of experiments for mediation. These seemingly unrelated topics share underlying
scientific goals. The first is that of measurement error and causal inference. My work in Chapter 2 focuses directly on a solution to the measurement error problem in propensity score analysis, while my work in Chapter 4 provides the groundwork for addressing measurement error in fMRI data as mediators. The second goal is the development of causal mediation methods for neuroimaging studies. Chapters 3 and 4 present new methods for assessing mediation in neuroscience experiments using fMRI. Chapter 3 has provided a new method to investigate functional connectivity, which is the way to areas of the brain communicate in response to a stimulus. Meanwhile, Chapter 4 has developed causal mediation methods for a design that is commonly used in neuroimaging studies. Instead of using the identifying assumptions applicable to randomized controlled trials, researches can and should consider the assumptions presented in Chapter 4.

Beyond the latter scientific goals, and the advancement of statistical methodology, remains a hope. A hope that the methods hereby developed can help and are used to address public health problems. There are many examples of measurement error in variables of public health interest, such as reported variables like weight or diet, and among constructs like depression, anxiety, and self-efficacy. Whenever those variables are used in a propensity score models, a method that takes such measurement error into account is needed to ensure causal comparisons. Also, public health interventions can be better understood with mediation. Functional mediation can help researchers use all the information that is available in variables that are collected densely in time
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or space, such as how active is a person, their exposure to pollutants in the past year, or their history of medication, instead of restricting themselves to using one summary variable. Moreover, addressing the true design of experiments used in neuroscience allows us to see its advantages and disadvantages in making causal statements, and sets an example for other interventions in public health. Finally, causal mediation methods for fMRI data will permit the understanding of how changes in the brain can mediate the effect of interventions on health outcomes. May this work aid in the better of public health.
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Appendix

6.1 Appendix for Chapter 2: Simulation details and code

The online companion to Chapter 2 is available at

http://ywebbvar.github.io/PS_MIEC/

You can see the details of the simulations, color figures and code by following the links:

Normal scenario:

- Normal ‘Y’, normal (X,Z,W)
- Normal ‘Y’, normal (X,Z,W), including a simple imputation method
- Normal ‘Y’, normal (X,Z,W), with varying sample sizes for calibration and main
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data sets

- Normal ‘Y’, normal (X,Z,W), estimating Average Treatment effect on the Treated (ATT)

Non-normal scenarios:

- Normal ‘Y’, mixture (X,Z,W)
- Bernoulli ‘Y’, normal (X,Z,W)
- Bernoulli ‘Y’, mixture (X,Z,W)
- Mixture ‘Y’, normal (X,Z,W)
- Mixture ‘Y’, mixture (X,Z,W)
- Normal ‘Y’, normal (X,Z,W), where Z is a binary variable

You can see the code for Guo, Little and McConnell’s Multiple Imputation for External Calibration or download the R script we used in the simulations.

6.2 Appendix for Chapter 3: Assumptions for causal identification of mediated effects

Assumptions are required to interpret the parameters as causal mediation effects.

Lindquist[13] defined assumptions for the identification of causal mediated effects for
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the scalar-function-scalar mediation model. I present assumptions that suffice for the identification of causal mediated effects for the scalar-scalar-function and the scalar-function-function mediation models.

6.2.1 Scalar-Scalar-Function model

Let’s begin by reformulating the scalar-scalar-function mediation model (found in equations (3.7) and (3.8)) in terms of potential mediators and potential outcomes. Let $X_i$ be the treatment that participant $i$ receives, $M_i(x)$ be the potential mediator that participant $i$ has under treatment $x$, and let $\{Y_{it}(x,m)\}_{t=0}^1$ be the time series of potential outcomes for participant $i$ under treatment $x$ and mediator level $m$. Note the change in notation, as time is now indexed as a subscript and treatment is now marked between parenthesis.

We define causal models analogous to those in equations (3.7) and (3.8):

\begin{align*}
    M_i(x) &= \delta_1 + \alpha x + \epsilon_i, \quad (6.1) \\
    Y_{it}(x,m) &= \delta_2 + \gamma t x + \beta t m + \eta_{it}. \quad (6.2)
\end{align*}

where $t \in [0, 1]$.

The first assumption is that the previous models are correct. We assume the response is linear, and that, given the functional effects of the treatment and the mediator, the $\eta_{it}$ errors are independent across time points $t$ and across participants.
For the moment, we do not include interaction terms for the effect of the treatment and the mediator on the outcome, but this assumption can be relaxed.

The second assumption is ignorability of treatment assignment. This assumption states that the assignment of the treatment is not influenced by any variables that are related to the outcome or the mediator. Formally, it is defined as:

\[ M_i(0), M_i(1), \{Y_{it}(0), Y_{it}(1)\}_{t \in [0,1]} \perp \perp X_i \]

for all participants \( i \).

The third assumption is the ignorability of the mediator assignment. In this assumption, we require that there are no confounders of the mediator relation with each time point of the outcome. In particular, we only need to have the potential outcomes be independent of the potential mediators under the opposite treatment condition. That is:

\[ \{Y_{it}(x,m)\} \perp \perp M(1-x) \mid X = x, \]

for all time points \( t \), all participants \( i \), all treatments \( x \), and all mediator levels \( m \). This assumption can be relaxed to hold under levels of baseline confounders, but not for confounders that are themselves affected by the treatments (post-treatment confounders).

The proof of identification of the potential outcome \( Y_{it}(1,M_i(0)) \) is as follows:
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\[ E [Y_{it}(1, M_i(0))] = E [Y_{it}(1, M_i(0)) \mid X_i = 1] \quad (6.3) \]
\[ = E_{M_i(0)} \left[ E_i [Y_{it}(1, m) \mid X_i = 1, M_i(0) = m] \right] \quad (6.4) \]
\[ = \int E_i [Y_{it}(1, m) \mid X_i = 1, M_i(0) = m] dF_{M_i(0)}(m) \quad (6.5) \]
\[ = \int E_i [Y_{it}(1, m) \mid X_i = 1, M_i(1) = m] dF_{M_i(0)}(m) \quad (6.6) \]
\[ = \int E_i [Y_{it}^{obs} \mid X_i = 1, M_i^{obs} = m] dF_{M_i^{obs} \mid Z_j=0}(m). \quad (6.7) \]

In this derivation, line (6.3) follows from ignorability of the treatment, lines (6.4) and (6.5) follow from the law of iterated expectations, line (6.6) follows from ignorability of the mediator, and line (6.7) follows from no post-treatment confounders.

### 6.2.2 Scalar-Function-Function model

We now reformulate the scalar-function-function mediation model (found in equations (3.10) and (3.11)) in potential outcomes notation. The treatment that participant \(i\) receives remains denoted by \(X_i\), the time series \(M_{it}(x) = \{M_{is}(x)\}_{s \in [0, t]}\) is the history of the potential mediator that participant \(i\) has under treatment \(x\) up to time \(t\), and the time series \(\{Y_{it}(x, m)\}_{t=0}^1\) is the potential outcome for participant \(i\) under treatment \(x\) and mediator level \(m\).

We define causal models for the models in equations (3.10) and (3.11):
\[ M_{is}(x) = \delta_{1s} + \alpha_s x + \epsilon_{is}, \quad (6.8) \]

\[ Y_{it}(x, m) = \delta_{2t} + \gamma_t x + \int_0^t \beta_{(s,t)} m_s \, ds + \eta_{it}. \quad (6.9) \]

where \( t \in [0, 1] \).

We require that the previous models are correct, assuming the response is linear at each time point of \( M_{it} \) and \( Y_{it} \), and that, given the functional effects of the treatment and the mediator, the \( \eta_{it} \) and \( \epsilon_{is} \) errors are each independent across time points \( t \) and across participants \( i \). Also, we do not include interaction terms for the effect of the treatment and the mediator on the outcome, but this assumption can be relaxed.

We also require ignorability of treatment assignment. In this context, it requires:

\[ \{M_{is}(0), M_{is}(1)\}_{s \in [0,1]}, \{Y_{it}(0), Y_{it}(1)\}_{t \in [0,1]} \perp \perp X_i \]

for all participants \( i \).

We further assume ignorability of the mediator assignment. This assumption is required to be much stronger, as we require it to hold for all time points of the outcome and all time points in the history of the mediator. That is:

\[ \{Y_{it}(x, m)\} \perp \perp \{M_{is}(1 - x)\}_{s \in [0,t]} \mid X = x, \]
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for all time points \( t \), all participants \( i \), all treatments \( x \), all mediator levels \( m \). This assumption can also be relaxed to hold under levels of baseline confounders, but not for post-treatment confounders.

The proof of identification of the potential outcome \( Y_{it}(1, \{M_{is}(0)\}_{s \in [0,t]}) \) is as follows:

\[
E \left[ Y_{it}(1, \{M_{is}(0)\}_{s \in [0,t]}) \right] = E \left[ Y_{it}(1, \{M_{is}(0)\}_{s \in [0,t]}) \mid X_i = 1 \right] 
= E_{M_{is}(0)} \left[ E_i \left[ Y_{it}(1, m) \mid X_i = 1, \{M_{is}(0)\}_{s \in [0,t]} = m \right] \right] \quad (6.11)
= \int E_i \left[ Y_{it}(1, m) \mid X_i = 1, \{M_{is}(0)\}_{s \in [0,t]} = m \right] dF_{M_{is}(0)}(m) \quad (6.12)
\]

\[
= \int E_i \left[ Y_{it}(1, m) \mid X_i = 1, \{M_{is}(1)\}_{s \in [0,t]} = m \right] dF_{M_{is}(0)}(m) \quad (6.13)
= \int E_i \left[ Y_{it}^{obs} \mid X_i = 1, M_{is}^{obs} = m \right] dF_{M_{is}^{obs}|Z_j=0}(m). \quad (6.14)
\]

Similarly to the previous section, line (6.10) follows from ignorability of the treatment, lines (6.11) and (6.12) follow from the law of iterated expectations, line (6.13) follows from ignorability of the mediator, and line (6.14) follows from no post-treatment confounders.
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6.3 Appendix for Chapter 3: Simulation details and code

The online companion to Chapter 3 is available at:

http://ywebbvar.github.io/functional_mediation/

You can see the details of the simulations, color figures and code by following the links:

- [Scalar-function-scalar mediation simulations](http://ywebbvar.github.io/functional_mediation/) and [its code to run the model](http://ywebbvar.github.io/functional_mediation/)
- [Scalar-scalar-function mediation](http://ywebbvar.github.io/functional_mediation/) and [its code to run the model](http://ywebbvar.github.io/functional_mediation/)
- [Scalar-function-function mediation](http://ywebbvar.github.io/functional_mediation/) and [its code to run the model](http://ywebbvar.github.io/functional_mediation/)
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- Collaborated, designed the analysis, and analyzed an fMRI experiment by performing correlation analysis and group independent component analysis using Matlab and SPM
Predicted hospital readmission after open ventral hernia repair
- Collaborated, designed the analysis, analyzed data, and revised the manuscript for a method for prediction of risk for hospital readmission after surgical hernia repair using the American College of Surgeons National Surgical Quality Improvement Program database

09/2012 - 08/2013 Researcher with Dr. Elizabeth Stuart on causal inference
Analyzed the impact of living in disadvantaged neighborhoods in adolescent mental health
- Developed a technique for handling measurement error in covariates that are used in propensity score analysis to ensure statistical validity, implemented it in R, and wrote a scientific paper that won the award for Best Student Paper in 2015 by the American Statistical Association
Designed an experiment for a study on educational policy
- Collaborated and performed matched randomization, based on propensity scores
Correlated child development in children with and without autism spectrum disorder
- Collaborated, design the analysis, and analyzed data from an autism study that compared the development of children in a randomized intervention trial to that of children in a cohort, using multiple imputation and propensity score methods in R
Investigated the mental health of sexual minorities, as well as the impact of tobacco and alcohol availability in the neighborhood
- Consulted with two PhD students in Public Health for interpretation of mediation analysis models

Summer Intern at NATIONAL CANCER INSTITUTE, Division of Cancer Epidemiology and Genetics, Biostatistics Branch
06/2012-08/2012 Researcher with Dr. Ruth Pfeiffer on methods for breast cancer epidemiology
Studied the epidemiology of U.S. women’s breast cancer risk factors and incidence
- Manipulated seven nationally representative epidemiological surveys using SAS
- Evaluated women’s breast cancer risk factor information for birth cohorts in seven nationally representative epidemiological surveys using SAS
- Investigated the effect of cohort changes in risk factors on breast cancer incidence in the U.S. using log-linear models in R and SAS
- Co-developed and applied a method for joint modeling of the effect of parity and reproductive risk factors in breast cancer incidence in R and revised manuscript for publication
Research Assistant at JOHN HOPKINS BLOOMBERG SCHOOL OF PUBLIC HEALTH, Department of Biostatistics
09/2011 - 10/2012
- Researcher with Dr. Michael Rosenblum on adaptive designs for randomized control trials
- Discovered methods for subgroup analysis in clinical trials
  - Co-developed an adaptive design that gains power for testing subgroup analyses
  - Performed power calculations for the adaptive design using R

Summer Intern at NATIONAL CANCER INSTITUTE, Division of Cancer Epidemiology and Genetics, Biostatistics Branch
06/2011 - 08/2011
- Researcher with Dr. Ruth Pfeiffer on methods for breast cancer epidemiology
  - Correlated the epidemiology of U.S. women's breast cancer risk factors to breast cancer incidence
  - Manipulated five nationally representative epidemiological surveys using SAS
  - Evaluated women's breast cancer risk factor information for birth cohorts in seven nationally representative epidemiological surveys using SAS

Statistical Consultant at INSTITUTO TECNOLÓGICO Y DE ESTUDIOS SUPERIORES DE MONTERREY Center for Biotechnology
11/2009 - 08/2010
- Consultant to Dr. Mario Moises Alvarez Laboratory
  - Evaluated flu vaccine efficacy
    - Used multivariate analyses to evaluate a trials for a vaccine for the flu virus H1N1 in animal models and humans
  - Optimized industrial cell growth and production
    - Consulted PhD students for the design of an experiment that used factorial designs, and revised manuscript for publication
  - Assessed the sensory evaluation of beer
    - Consulted PhD student, designed and conducted the analysis used categorical data models for a factorial design, creating graphics and providing assistance with writing thesis results

Research Assistant at UNIVERSIDAD AUTÓNOMA DE NUEVO LEÓN, School of Biological Sciences
- Researcher with Dr. Diana Resendez Perez
  - Studied the molecular biology of breast cancer
    - Created a library of RNA and cDNA from breast cancer and normal breast tissue samples
    - Selected homeobox genes to study based on scientific literature
    - Designed PCR primers, established PCR conditions, and ran PCR analysis for 10 genes
    - Wrote thesis manuscript, and presented results at a conference

Teaching Experience
Teaching Assistant at JOHN HOPKINS BLOOMBERG SCHOOL OF PUBLIC HEALTH, Department of Biostatistics
Undergraduate level
- Biostatistics in Public Health Research with Dr. Scott Zeger and Dr. James Tonascia (Fall 2011), and with Dr. Margaret Taub and Dr. Leah Jager (Fall 2014). Lab instructor, grader, and guest lecturer for 170-student class
Graduate level
- Statistical Methods in Public Health with Dr. Marie Diener-West and Dr. Karen Bandeen-Roche (Fall 2013), with Dr. Marie Diener-West and Dr. Jon McGready (Fall 2012), and with Dr. James Tonascia and Mark Van Natta (Spring 2013). Held office hours, grader, consultant for final projects
- Introduction to the SAS Statistical Package with Lucy Meoni (Spring 2012). Lab assistant, grader
- Biostatistics in Medical Product Regulation (online) with Dr. Mary Foulkes and Dr. Simon Day (Fall 2011). Forum manager, grader
- Non-Inferiority and Equivalence Clinical Trials (online) with Dr. Mary Foulkes and Dr. Simon Day (Spring 2013 and 2015). Forum manager, grader
- Causal Inference in Medicine and Public Health I (presential,online) with Dr. Elizabeth Stuart (Spring 2014). Lab instructor, grader, guest lecturer. Lab designer, forum manager, grader
- Tutorial on Matched Randomization (08/2013). Course designer, instructor

Associate Professor at UNIVERSIDAD AUTÓNOMA DE NUEVO LEÓN, School of Nutrition and Public Health
02/2009 - 06/2010
- Co-instructor of the undergraduate courses: Biostatistics and Scientific Research and Medical Biochemistry in Nutritional Evaluation and Care. Developed and delivered classes, graded, mentored, devised exams and applied them. Two 35-student classes. Co-designed curriculum for ‘Biostatistics’ for Nutrition majors

Instructor at INSTITUTO SECRETARIAL ADMINISTRATIVO
01/2003 - 06/2003
- Instructor of the high school courses: Chemistry and Technology, grade 11
  - Developed and delivered classes, practices, examinations. Two 17-student classes.

Languages and Computer Skills
Spanish, English, R, Matlab, SPM, SAS, Minitab, \LaTeX
Publications

2015

2011


Work accepted or under review

2015


Conferences

**Invited Talks**

**Organized Sessions**

**Posters**
- Webb-Vargas, Y., Lenis, D., Murakami, P., Landa, R.J., and Stuart, E.A. Applying multiple imputation with external calibration to propensity score analysis. ENAR 2014 Spring Meeting, Baltimore 03/2014

Awards and Scholarships

01/2015 **Student Paper Award** sponsored by the Survey Research Methods, Government Statistics, and Social Statistics Sections of the American Statistical Association

08/2010 - 08/2012 **Predoctoral Fellowship** at the National Cancer Institute, Division of Cancer Epidemiology and Genetics, Biostatistics Branch

12/2009 **Honorable Mention** for Excellence in Academic Activity during the studies in Master of Applied Statistics, Instituto Tecnologico y de Estudios Superiores de Monterrey

01/2008 - 12/2009 **Scholarship for Masters Studies**. Mexican National Council on Science and Technology (CONACyT)

06/2007 **Honorable Mentions** for the Academic Achievement and the Development, Presentation and Defense of the Bachelor Thesis. School of Biological Sciences, Universidad Autonoma de Nuevo Leon

09/2006 **Academic Achievement Award**. Highest GPA of Class 2005-2006, of the School of Biological Sciences, Universidad Autonoma de Nuevo Leon

09/2002 - 12/2005 **Academic Achievement Scholarship**. School of Biological Sciences, Universidad Autonoma de Nuevo Leon
Membership in Professional Organizations