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Figure 3.11: Path model for brain connectivity. The level of heat (noxious or non-
noxious) presumably affects the activation in brain region dACC, both by having a
direct effect and an indirect effect mediated by the activation in brain region rAI.

options: for the functional intercept we used 20 cubic P-splines, for the treatment

effect we used 5 cubic P-splines, and for the function-on-function coefficient, we used

the tensor product of two sets of 5 cubic P-splines; all used penalties on the second

derivatives, and chose penalization parameters using generalized cross-validation.

The estimated path functions, as well as 95% Bootstrap confidence intervals, are

depicted in Figures 3.12, 3.13, and 3.14. The overall trajectory of the activation in

the rAI, as well as the effect of heat stimulus (path functions δ1(s) and α(s) in Figure

3.12) are similar to those of the dACC (path function δ2). This is interesting given

that the latter are not total effects, but estimates for a fixed level of the mediator.

That is, holding the activation in the rAI constant, there is a peak in activation in the

dACC after 40 seconds and the direct effect of the treatment is a positive increase in

activity between 15 and 30 seconds, similar to what is observed in the rAI activation.

The components of the indirect effect are depicted in Figure 3.14. We show cross-

sections of the β and αβ surfaces at selected time points. Figure 3.14.A shows the
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Figure 3.12: Mediator model estimated path coefficients for brain connectivity.
Time (s) is measured by the x-axis, while the y-axis measures the BOLD activation
at a particular s. The function δ1(s) represents the average curve under low heat
stimuli, while the function α(s) represents the effect of high heat stimuli.

Figure 3.13: Outcome model estimated path coefficients for brain connectivity. For
a fixed level activation in the rAI region, δ2(t) represents the average activation in
the dACC under low heat stimuli, and γ(t) represents the effect of high heat stimuli.
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Figure 3.14: Estimated β(s, t) and α(s)β(s, t) function decomposition for brain
connectivity. We show cross-sections at particular t time points for the dACC region.
For example in part A, the activation in the dACC region at time 10 can be explained
by positive contribution of the first 9 seconds of activation in the rAI region, even after
accounting for the effect of high heat stimuli. However, the α(s)β(s, t) decomposition
shows that there is no indirect effect at time 10.
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Figure 3.15: Estimated direct and indirect effects for brain connectivity

effect that activation in the rAI has on activation in the dACC region, for a fixed

level of treatment (β(s, t)). That is, among people in the high heat condition, the

activation in the dACC at time 10 was explained by changes in activation in the rAI.

In particular, a history of high activity in the rAI up to time 9 was associated with

high activity in the dACC at time 10. This pattern continued up to time 46, with

the activity in the dACC being explained by the latter 10 seconds of activity in the

rAI. Meanwhile, the indirect effect time decomposition (α(s)β(s, t)) is depicted in

Figure 3.14.B, where the history of the treatment effect on activation in the rAI has

no effect on activation in the dACC at time 10 through 16, then has a positive impact

between times 22 through 28, then begins to have no effect or highly negative effect

on activation at time 46.

Figure 3.15 shows the estimates of the direct and indirect effects. The direct

effect represents the effect of the heat treatment on activation in the dACC that is

not associated with making changes in activation in the rAI. This curve is similar

to the effect of the heat treatment on activation in the rAI. Whereas the indirect
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effect shows the cummulative effect that the history of activation in the rAI has on

activation in the dACC. Increases in the activation in the dACC between 20 and 40

seconds can be explained by the increases that the heat treatment had on activation

in the rAI. In contrasts, after 40 seconds, the indirect effect decreases the activation

in dACC. We can see that the heat has an effect early on (from 10 to 30 seconds),

while the indirect effect appears later in time (from 20 to 40 seconds positively, then

after 40 seconds negatively).

The use of scalar-function-function mediation has allowed us to decompose the

effect of heat on brain activation into direct and indirect effects that are functions of

time.

3.9 Discussion

This article introduces linear functional structural equation modeling as a means

of studying time-varying mediation effects, termed ‘functional mediation analysis’.

This powerful methodology allows for the discovery of time frames in which a con-

tinuous function of time mediates the effect of a treatment, as shown in two data

examples. One caveat with functional models is that the number of chosen bases

can impact the functional estimates. Generalized cross-validation95 was developed to

provide a principled way to determine the number of bases, and the methods used

in the data analyses in this paper96,97 also effectively choose the number of basis
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using random effects models. Sensitivity analysis can also help in assessing whether

changing the number of basis changes dramatically the estimates. Another limita-

tion is that the assumptions for interpreting the mediated effects as causal are very

strong. We rely heavily on the structure posed by linear functional models, and we re-

quire no confounders of the relations of treatment-mediator, treatment-outcome, and

mediator-outcome, to hold at each time point of the functional variables. Further

work will incorporate baseline confounders and allow for interactions of treatment

and mediator on the outcome.

In terms of applications, the scalar-function-function method allows for the study

of functional connectivity, the relation between activity in two areas of the brain.

Also, functional mediation methods can serve in the study of diary data in other

psychological studies, to investigate the effect that anxiety, depression, or physical

activity history have over time.
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Chapter 4

Within-Subject Designs for Causal

Mediation Analysis

4.1 Introduction

Causal mediation analysis investigates variables that lie in the causal pathway

between a treatment and an outcome. In particular, it can separate the effect of

an intervention into an effect that is due to changing an intermediate variable -

the mediator, and an effect that does not rely upon changing it. The effect of the

intervention on the outcome is termed the ‘total effect’, the part of the effect that is

due to changing the mediator is a form of an ‘indirect effect’, while the part of the

effect that does not rely on the mediator is a form of an ‘direct effect’.
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Robins and Greenland23 and Pearl101 defined mediated effects in terms of potential

outcomes. However, identification in causal mediation analysis presents a challenge

because it often relies on assumptions about the treatment and mediator assignment

that cannot be tested. In order to identify causal mediation estimands, we need to

assume a form of independence assumption for the assignment of the treatment and

mediator with respect to the outcome.27,102,103 Since we typically cannot randomize

the mediator, we often rely on assuming that the assignment of the mediator is as

if it were random when we consider groups defined by the treatment received and

observed baseline variables (sequential ignorability as defined in Imai et al.27).

Usually, the counterfactual quantity that requires these assumptions to be identi-

fied is the outcome that happens if a person is given a particular treatment, but has

the mediator level of a different treatment (for example, under the control condition).

If the ignorability and sequential ignorability assumptions hold, we can use the ob-

served distribution of mediator values under the control condition to extrapolate to

what would happen if those who received the treatment had these mediator values.

We do this when we use the mediation formula101 or the non-parametric identification

formula.27

In contrast, functional Magnetic Resonance Imaging (fMRI) study designs present

a different opportunity. In these studies, it is common to apply different treatments,

each with relatively short effects, while a person is inside the MRI scanner. Sobel

and Lindquist104 have defined a framework to study causal effects under this type of
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experiment, particularly, the causal effect of a scalar treatment on brain activity as

measured by an fMRI signal. Within this framework, the order of the treatments

applied to each person is either random or fixed (the same order is applied to every

person in the trial.) However, this type of design - the within-subject design - has not

been explored in the context of causal mediation analysis. These designs can allow

for the use of different identifying assumptions to estimate causal mediation effects.

We begin by introducing an fMRI experiment that motivates the present work

in Section 4.2. We then present a different set of assumptions that can be used to

identify causal mediation effects in a within-subject design of experiments in section

4.3, and propose a method of estimation. We proceed to showcase our method in

section 4.4, applying it to the fMRI experiment formerly introduced. We conclude

with a discussion of the new assumptions, their use in their application in the fMRI

experiment, and final remarks, in section 4.5.

4.2 Thermal Pain Experiment

Consider the experiment presented by Lindquist.14 The goal of the study was to

investigate how the brain processes thermal pain, and it used a design in which each

person received multiple treatments at multiple times. This type of design is called

the ‘block design’, and is commonly used in neuroimaging studies.105,106

In this trial, 20 healthy participants received thermal stimuli in their forearm while

100



CHAPTER 4. WITHIN-SUBJECT DESIGNS FOR MEDIATION

inside a Magnetic Resonance Imaging (MRI) scanner. A trial consisted of receiving

a stimulus (noxious heat or non-noxious heat) for 17 seconds, then a waiting period

of 14 seconds, followed by a 4-second period to collect the perceived pain rating by

the individual, and a 10-second waiting period. The levels of heat were calibrated

individually to evoke low and high pain, and the order in which they appeared was

pseudorandom. This procedure was repeated 8 times in every ‘run’, and each subject

had 6 runs. In total, there were 48 trials per person. During each run, the participant’s

brain activity was measured using the Blood-Oxygenation-Level-Dependent (BOLD)

contrast.

The MRI scanner records signals from locations in a three-dimensional grid that

divides the brain. Each volume within the grid is called a ‘voxel’. For the purpose of

the present work, we focus on the average BOLD response across voxels in one brain

region: the right anterior insula. The right anterior insula has been shown to respond

to temperature,107 to thermal pain,108 and as a possible mediator for thermal pain.109

Let the application of heat be the treatment of interest, the average BOLD-

measured brain activation at the right anterior insula be the mediator, and the ex-

pressed pain rating be the outcome. We are interested in the part of the effect that

the thermal stimulus has on reported pain that is due to having changed the levels

of brain activation at the right anterior insula. This is called the natural indirect

effect.101 Quantifying the pain experience will help us understand the experience of

pain beyond subjective reports. We will be able to quantify the pain that fibromyalgia
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causes, learn how anesthetics work, and develop pain standards to use when a patient

cannot communicate; for example, for assessing the pain of a person under a coma.

4.3 Within-subject causal mediation

In this section, we extend the causal inference framework laid by Sobel and

Lindquist104 to accommodate inferences about mediation. Following the experiment

presented in section 4.2, assume theer are i = 1, . . . , n = 20 subjects observed. At

any time point, there can be an absence of applied stimulus, or the application of one

of s = {1, . . . , S} stimuli. In this case, S = 2, for non-noxious or noxious heat. We

define zst to be the indicator of whether level of heat s was given at time t, zt as the

assignment vector at time t, and z̄T to be the treatment regime applied throughout

the experiment, composed of assignment vectors as z̄T = (z1, ..., zT). For example,

a treatment regime in which there are T = 10 times of measurement, where noxious

heat is applied at the first and seventh time, while non-noxious heat is applied at the

fourth time, would be represented as:

z̄12 =

0 0 0 1 0 0 0 0 0

1 0 0 0 0 0 1 0 0

 s=1

s=2

t = 1 2 3 4 5 6 7 8 9
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The treatment regime assigned to a particular person i is denoted by Z̄T i, and can

differ across participants.

At each time point, there are two processes, one measuring the BOLD activation

in the right anterior insula of subject i (the mediator) and one recording the subject’s

expressed level of pain (the outcome). Let Mit(z̄T ) be the potential true BOLD

response at the right anterior insula for person i measured at time t under regime z̄T .

For the outcome, we define Yit(z̄T ) to be the potential hard outcome for person i at

time t corresponding to regime z̄T .

We summarize the sequences of potential mediators and potential outcomes as

Mi(z̄T ) = (Mi1(z̄T ), . . . ,MiT (z̄T )) and Yi(z̄T ) = (Yi1(z̄T ), . . . , YiT (z̄T )), respectively.

4.3.1 Identification of sub-trials

Sobel and Lindquist104 defined assumptions to identify the causal effect of a treat-

ment regime on an fMRI outcome measured by a time series. In order to assess

mediation, we now use modified versions of their assumptions to define the concepts

of the effect of the treatment regime on the mediator, and the total effect of the

treatment regime on the outcome. Throughout the present work, we assume that

there is no interference between participants, and that there is only one version of

each treatment regime (the SUTVA assumption across participants60). For example,

if noxious heat is administered at sub-trials 1, 4, and 15, the amount of heat and the

way it is applied does not vary. In the pain trial, the temperature that a participant
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received as noxious and non-noxious heat was calibrated to their pain tolerance, with

low and noxious heat stimuli producing low and maximum tolerable pain. Therefore,

the heat stimuli does not vary within subjects, but it does vary across subjects. In

order to make population inferences, we may assume that the treatment and control

levels for a given person are the levels that are obtained through the calibration pro-

cedure, i.e., that the procedure is the same for each person, even if the actual levels

differ.

The fMRI signal is known to measure the BOLD response with high levels of

error, as considered by Sobel and Lindquist.104 However, for the purpose of defining

causal mediation effects in within-subject designs, we begin by assuming there is no

measurement error in the BOLD signal (Assumption A1). This assumption

states that we could potentially measure the true potential BOLD Response.

We proceed by assuming temporal consistency (Assumption A2). This as-

sumption states that the potential mediator levels at time t do not depend on future

treatment assignments. Formally, for all z̄T ∈ Ω, where Ω is the set of all possible

treatment assignments, the potential mediator and the potential outcome at period

t (Mit(z̄T ), and Yit(z̄T ), respectively), do not depend on stimuli administered af-

ter period t. Furthermore, the potential outcomes are assumed to not depend on

later potential mediators. Thus, for regimen z̄T ≡ (z̄t, zt+1, . . . , zT ), we can write

Mit(z̄T ) = Mit(z̄t), and Yit(z̄T ) = Yit(z̄t). Temporal consistency can be violated by

anticipation reactions (knowing that there will be a particular stimulus along the
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sequence may create a response at the present time.)

We next assume that there is control of carry over effects (Assumption A3).

That is, if the potential mediator or outcome depend on past treatments received,

they only do so up to P precedent periods. We define the amount of periods for carry

over as follows: let 0 ≤ P ≤ T − 1 denote the smallest integer such that zt−P =

z∗t−P , ..., zt = z∗t impliesMit(z̄t) = Mit(z̄
∗
t ) and Yit(z̄t) = Yit(z̄

∗
t ) for all t ≥ P +1. This

assumption allow us to establish the equality of potential mediators and outcomes

under two different treatment regimes that have the same treatments in the last P

periods.

To illustrate P period control of carry over effects, let’s set S = 2 treatments, and

T = 12 total number of periods. We define two treatment regimes:

z̄12 =

0 0 0 1 0 0 0 0 0

1 0 0 0 0 0 1 0 0



z̄∗12 =

1 0 0 0 0 0 0 0 0

0 0 0 1 0 0 1 0 0


t = 1 2 3 4 5 6 7 8 9

Let P = 2. Since {zt}9
t=7 = {z∗t}9

t=7 , then the P period control of carry-over

effects assumption (A3) implies Mi,9(z̄9) = Mi,9(z̄∗9). Therefore, the carry over effects
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last for three periods, and the treatments applied prior to those do not affect the

current BOLD response. Assumption A3 may be violated when stimuli have effects

that do not wash-out.

Furthermore, we assume a form of no treatment by period interaction for

the mediator (Assumption A4). We assume that, if a treatment regime contains

two sections of length P (defined in A3) with the same treatment allocation, the

potential mediators at the end of each section share the same distribution. This

assumption allows us to formulate the following. For P in (A3) and P + 1 ≤ t < t′,

zt−P = zt′−P , ..., zt = zt′ implies f(Mit′(z̄t′)) = f(Mit(z̄t)).

The assumption of no treatment by period interaction allows the comparison of

two BOLD responses within the same time series. In our last example, the treatment

regime z̄9 contains two similar sections of treatment allocation: {zt}3
t=1 = {zt}9

t=7,

therefore, f(Mi,3(z̄3)) = f(Mi,9(z̄9)). Assumption A4 can be violated when the order

in which the treatments are applied has an effect on the BOLD response. An example

is, if the participant gets used to the treatment, the response of a stimulus in latter

applications may not be the same as the initial response to such stimulus.

Moreover, we impose an assumption about the design of the experiment: the

potential mediators and outcomes are related solely to one stimulus (As-

sumption A5). This implies that the stimuli are separated by at least Q = P+1 units.

Additionally, in the pain trial presented in section 4.2, the outcome was collected once

after every stimulus. We assume that the time between applying a stimulus and mea-
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suring the outcome must remain constant (R), in order to have the outcomes be

comparable across sub-trials.

Given assumptions A1-A5, we define a sub-trial as the application of one stimulus

followed by no stimulus in the remaining P periods. Let {z0}P be a vector of P zeros,

then the allocation of treatment s in any sub-trial is defined as:

z̄s =

 zs {z0}P

1− zs {z0}P

 .

If we consider the noxious heat stimulus as s = 1 and non-noxious heat stimulus as

s = 0, then we can identify trials under noxious heat (z̄1) and trials under non-noxious

heat(z̄0).

Let j be the index of the sub-trial in a time series. Assumption A5 implies

that outcomes are only recorded at times (j − 1) × (1 + R), therefore, the outcome

associated with trial j is Yij(z̄s) ≡ Yi,(j−1)×(1+R)(z̄s). We also define the string of

potential mediator values in a trial as Mij(z̄s) = {Mit(z̄j)}(s−1)×(1+R)
t=(s−1) .

Finally, we assume there is ’no treatment by period interaction for potential

outcomes’ (Assumption A6). For example, if a noxious heat stimulus (s = 1) is

applied at sub-trial j and at sub-trial j′, z̄j = z̄j′ = z̄1, then

f(Yij′(z̄j′)) = f(Yij(z̄j)) ≡ f(Yij(z̄1)),
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defining the distribution of the potential outcomes for person i under noxious heat.

Similarly, this assumption defines a distribution under non-noxious heat as well.

The latter distributions allow us to define subject-level causal effects for the con-

trast of z̄1 against z̄0:

Ei[Mij(z̄1)−Mij(z̄0)] and Ei[Yij(z̄1)− Yij(z̄0)].

4.3.2 Identification of causal mediation effects

With assumptions A1 through A6, we are able to identify the distributions for

the potential mediators and potential outcomes, fM({Mij(z̄s)}) and fY (Yij(z̄s)), for

repeated sub-trials. Given these, we can define the following causal mediation effects

for a particular person i:

Within-Subject Natural Indirect Effect Ei [Yij(z̄1,Mij(z̄1))− Yij(z̄1,Mij(z̄0))]

Within-Subject Natural Direct Effect Ei [Yij(z̄1,Mij(z̄0))− Yij(z̄0,Mij(z̄0))]

Within-Subject Controlled Effect of the Mediator Ei [Yij(z̄1,m)− Yij(z̄1,m
′)]

The within-subject natural indirect effect (ws-NIE) is the average effect that the

treatment has on the outcome that is due to changing the levels of the mediator, for

participant i. It is the average causal effect for person i contrasting the pain that

they report after receving noxious heat with the pain report that they would report
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if they had noxious heat, but somehow had the response in the right anterior insula

resulting from non-noxious heat. This is the part of the effect of noxious heat that is

due to changing the response in the right anterior insula, and tells us how the latter

mediates the effect of the treatment. The within-subject natural direct effect (ws-

NDE) captures the rest of the treatment effect. It is the average causal effect resulting

from the contrast of person i’s pain rating under noxious thermal stimuli that keeps

the right anterior insula’s response at a non-noxious level against their pain report

under non-noxious stimuli. The within-subject controlled effect of the mediator (ws-

CEM) represents the causal effect of the mediator on the outcome, unconfounded by

the effect of the treatment. That is, the ws-CEM compares the pain reports under

noxious stimuli, changing the levels in the right anterior insula by any amountm′−m.

We now define assumptions that will allow us to identify the natural effects.

Briefly, the usual identifying assumptions for causal effects23,27,101,110–112 need to ap-

ply only within subjects, with the exception of the constancy assumption.

We start assuming there is individual ignorability of the treatment assign-

ment (Assumption B1). That is, for a particular subject, the treatment regime

assignment is independent of the potential mediators and potential outcomes. In

fMRI studies, the treatment regime is either randomized or it is fixed - that is, the

regime is the same for every person. In these situations, this assumption holds.

Next, we assume individual sequential ignorability, or individual ignorability

of the mediator assignment (Assumption B2). That is, for a particular subject i
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receiving treatment Z̄s, the distribution of potential BOLD responses under stimuli

s is independent of the potential outcomes Yi(zs,M(z′s)). This assumption rules out

unobserved confounding of the mediator-outcome relation within a participant, and

it would be violated if there are variables that influence the BOLD response as well

as the reporting of pain. Personality traits, or other baseline characteristics, would

not violate this assumption. Potential violators are characteristics that vary within

a person during the experiment. For instance, time since smoking can influence

a smoker participant’s pain tolerance,113,114 although it does not affect subjective

pain rating. If it were to influence the way they rate pain, Assumption B2 would

be violated. This assumption may potentially be relax by requiring it to hold only

within levels of the treatment and of covariates measured at the start of the trial, like

time.

We further make the consistency assumption (Assumption B3). We assume

that, if treatment z̄s is administered at sub-trial j, we observe the potential mediator

and potential outcome associated with it. That is, M obs
ij = Mij(z̄s) and Y obs

ij =

Yij(z̄s,Mij(z̄s)).

Finally, we assume there are no post-treatment confounders (Assumption

B4). That is, there are no variables that are affected by the treatment and that affect

both the mediator and the outcome. In our example, we assume there are no areas

of the brain that affect the activation in the area of interest and that also affect areas

involved in the conscious report of pain. This assumption may be violated in our
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case, as we focus on one area of interest while other regions in the brain may be at

work. This assumption may be relaxed if we consider post-treatment confounders as

part of the mediator.

Given assumptions A1-A5 and B1-B4, we can focus on the identification of the

within-subject natural indirect and direct effects, as well as the controlled effect of the

mediator. To identify the natural effects, we require the identification of the counter-

factual quantities Ei [Yij(z̄1,M(z̄1))] and Ei [Yij(z̄1,M(z̄0))]. The first quantity can

be readily identified using assumptions B1 and B3 as

Ei
[
Yij | Z̄j = z̄1

]
= Ei [Yij(z̄1,M(z̄1))] .

As for the second one, we can identify its subject-level expectation across sub-trials

using the above assumptions:
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Ei [Yij(z̄1,Mij(z̄0))] = Ei
[
Yij(z̄1,Mij(z̄0)) | Z̄s = z̄1

]
(4.1)

= EMi(z̄0)

[
Ei
[
Yij(z̄1,m) | Z̄s = z̄1,Mij(z̄0) = m

]]
(4.2)

=

∫
Ei
[
Yij(z̄1,m) | Z̄j = z̄1,Mij(z̄0) = m

]
dFMij(z̄0)(m)

(4.3)

=

∫
Ei
[
Yij(z̄1,m) | Z̄j = z̄1,Mij(z̄1) = m

]
dFMij(z̄0)(m)

(4.4)

=

∫
Ei
[
Y obs
ij | Z̄j = z̄1,M

obs
ij = m

]
dFMobs

ij |Zj=z̄0(m). (4.5)

In this derivation, line (4.1) follows from assumption B1, lines (4.2) and (4.3)

follow from the law of iterated expectations, line (4.4) follows from assumption B2

and B4, and line (4.5) follows from assumption B3.

The identification of the within-subject controlled effect of the mediator requires

a stronger version of assumption B2, which dictates that sequential ignorability holds

over all levels that the mediator can take: For fixed level of treatment z̄s, and for

all levels of mediator m, the distribution of Yij(z̄s,m) is independent of Mij(z̄s′).

Given the latter and assumptions B1-B4, we can identify the controlled effect of the

mediator.

As a side note, we would like to note that if we assume the expectation

Ei
[
Y obs
ij | Z̄j = z̄1,M

obs
ij = M

]
is linear, and the direct effect of the treatment does
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not vary across levels of the mediator (there is no treatment-mediator interaction),

then the natural indirect effect is equal to the controlled effect of the mediator, scaled

by the changes the treatment had on the mediator:

Ei [Yij(z̄1,M)− Yij(z̄1,M
′)]Ei[Mij(z̄1)−Mij(z̄0)].

Finally, we define population-level expectation of the natural indirect effect as:

E
[
Ei [Yij(z̄1,Mij(z̄1))]− Ei [Yij(z̄1,Mij(z̄0))]

]
, (4.6)

where the outer expectation is with respect to the sampling of subjects, and the

inner expectations are over the sampling of within-subject trials.

4.3.3 Estimation and inference

We now describe a method of estimation of the population level natural indirect

effect in equation 4.6. The strategy is as follows.

1. We pose subject-level models for the expected value of the outcome given the

treatment and mediator, Ei
[
Y obs
ij | Z̄j,M obs

ij

]
. These models can be of any form,

for example, they can be non-parametric if the mediator is binary, or fully para-

metric model when the mediator is continuous. Fitting separate models allows

the direct and indirect effects to vary across participants. In order to have the

113



CHAPTER 4. WITHIN-SUBJECT DESIGNS FOR MEDIATION

same flexibility when fitting one model for all participants, we rely on paramet-

ric forms and interaction terms for the effects of the treatment and mediator on

the outcome with binary variables indicating subjects. This also can potentially

introduce unobserved confounding across participants. An example of a model

for the outcome given treatment and mediator will be presented in equation

(4.8).

2. For each participant i, we use the model Ei
[
Y obs
ij | Z̄j,M obs

ij

]
and equation (4.5)

to predict their average outcome under noxious heat and mediator values un-

der non-noxious heat, using their own distribution of observed mediator values

under non-noxious heat to make the prediction.

3. For each participant, we obtain the ws-NIE by taking the average outcome under

noxious heat and subtract it from the predicted average outcome under noxious

heat treatment and mediator levels under the non-noxious heat condition.

4. We proceed to take the sample average over all ws-NIE and obtain the population-

level natural indirect effect.

We propose the use of the bootstrap to compute inferences about the population-

level natural indirect effect. After calculating the subject-level natural indirect effects,

we construct bootstrap samples by re-sampling from the pool of subject-level esti-

mates. We repeat B times and construct 95% bootstrap intervals by taking the 2.5%

and 97.5% percentiles of the bootstrap distribution of the parameters. This bootstrap
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sampling scheme for hierarchical data is described by Davison and Hinkley.115

4.4 Application to Thermal Pain Experiment

We used functional causal mediation analysis14 to assess whether the right anterior

insula mediates the effect of the noxious thermal stimuli on pain report, as introduced

in section 4.2. Data that are collected densely in time from a continuous process can

be denoted as ‘functional data’, and there are particular methods developed for their

analysis (see Chapter 3). In this study, the fMRI BOLD signal represents a functional

mediator, and it was recorded every two seconds for the duration of each trial. Every

trial lasted 46 seconds in total.

We defined Zij to be the treatment received for participant i at trial j, {Mij(t)}46
t=1

as the average BOLD intensity for the Right Anterior Insula region in participant i

at trial j, and Yij as the pain reported by participant i at trial j.

For each person i, we define the following scalar-function-scalar mediation model:

Mij(t) = δ1i(t) + αi(t)Zij + εij(t) (4.7)

Yij = δ2i + γiZij +

∫
βi(t)Mij(t) dt+ ηij. (4.8)

where t ∈ [1, 46].

We begin by assuming all the necessary assumptions for the within-subject design
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(assumptions A1-A5), and those required for causal mediation (assumptions B1-B4).

If we assume that the models are correct - that the relation is linear, and there is no

treatment-mediator interaction, then the natural direct and indirect effects for person

i are γi and
∫
αi(t)βi(t)(t) dt, respectively. Meanwhile, the controlled effect of the

mediator and the time decomposition of the indirect effect for person i are βi(t) and

αi(t)βi(t),respectively. These are considered the within-subject parameters.

4.4.1 Within-subject estimation

For each person, we estimated the parameters using functional data analysis meth-

ods.41 For model (4.7) we used a two-step approach developed by Fan et al.93 This

approach estimates linear parameters at each time-point for the functional mediator,

then penalizes the estimated coefficients via local polynomial smoothing. The bases

set used for regularization consisted of 15 cubic b-splines,116 fitted with penalty on

the second derivative to smooth the estimated coefficients. The smoothing parame-

ters were chosen using Restricted Maximum Likelihood Estimation. For model (4.8),

we used a functional generalized additive model.96,97 This regression model decom-

poses the functional parameter into splines and then penalizes them using random

effects. For estimation of the functional parameter, we used 15 cubic P-splines94

with second order penalty. We also chose the amount of penalization via generalized

cross-validation.95

Figure 4.1 depicts the estimated within-person functional parameters defined
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(a) Intensity (b) Rating

Figure 4.1: Within-subject estimates of functional coefficients for brain mediation
of pain
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in models (4.7) and (4.8). The functional estimates pertaining the effect of the

thermal stimuli (the treatment, Zij) on the average BOLD intensity (the mediator

{Mij(t)}46
t=1), appear in Figure 4.1 (a). Meanwhile, the functional estimates for the

controlled effect of the Right Anterior Insula, and the time decomposition of the indi-

rect effect, are shown in Figure 4.1 (b). These estimates highlight the heterogeneity

in response across participants, where some participants seem to have small or larger

effects of the treatment on the mediator (Alpha(t)), and of the controlled effect of

the mediator (Beta(t)).

4.4.2 Population-level estimation and inference

In order to get population-level estimates of causal mediation effects, we took the

pointwise average of the estimated within-subject parameters. We computed point-

wise 95% bootstrap intervals for making inferences. In this case, we bootstrapped

the estimated within-subject parameters; that is, we sampled with replacement par-

ticipant’s identifiers, then we build our bootstrap samples incorporating the complete

estimated functional parameter for the sampled participants. We then, at each time

point, took the 2.5th and 97.5th percentiles of the bootstrap distribution to construct

the 95% bootstrap interval. We define the 95% bootstrap band as the area covered

by each of the bootstrap intervals, interpolating linearly between time points.

The estimates for the total effect, the natural direct and indirect effects, and

the population level functional parameters, are shown in Figure 4.2, along with 95%
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(a) Total and natural effects

(b) Functional estimates

Figure 4.2: Across-subject estimates of functional coefficients, and causal mediation
effects, with 95% Bootstrap pointwise Intervals. In (a), we show the average causal
effect of noxious heat on pain rating (the total effect), as well as the estimates of the
natural direct and indirect effects. In (b), Delta1(t) represents the average BOLD
response among trials under non-noxious heat, Alpha(t) represents the average causal
effect of noxious heat on the BOLD response, Beta(t) is the controlled effect of the
BOLD response on pain, and Alpha(t)*Beta(t) is the time decomposition of the
natural indirect effect.
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Boostrap intervals and bands. Averaging across participants, applying noxious heat

lead to pain ratings 176 points higher than non-noxious heat (95%BI 154-196). The

variability for this estimate is reduced, as the levels of noxious heat were calibrated

to elicit particular pain ratings.

Before addressing the natural direct and indirect effects, we investigate the func-

tional parameters of interest. On average, the activation in the Right Anterior Insula

under non-noxious heat (Delta 1(t)), as measured by the BOLD contrast, has a low

depression in the first 10 seconds, followed by a steady rise and a small decline. The

average treatment effect on the activation in the right Anterior Insula has an abrupt

increase at time 15, peaking at time 25 and decreasing onwards. The controlled effect

of the activation in the Right Anterior Insula on pain rating (Beta(t)) shows more

variability; it has a rise after 15 seconds, peaks at 25 seconds and declines steadily.

The time decomposition of the natural indirect effect shows a positive contribution

from 20 to 35 seconds, with less variability at the end of this interval.

As for causal mediation effects, the activation in the Right Anterior Insula has

a small positive natural indirect effect (10.7, 95% BI 1.4-21.3), while the natural

direct effect was much larger (186.2, 95% BI 142.1-165.3). Therefore, the effect of

noxious heat, compared to non-noxious heat, on pain ratings is partly mediated by

activation in the right anterior insula. The time decomposition of the natural indirect

effect shows that activation during seconds 20 through 35 lead to an increase in pain

ratings. These results rely on whether assumptions A1-A6 and B1-B4 hold.
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4.5 Discussion

The within-subject design for mediation presents new opportunities for identifica-

tion of causal mediation effects. This design trades assumptions about ignorability of

the mediator assignment across participants to ignorability within participant. While

unobserved confounding in the mediator-outcome relation can appear when we make

comparison across participants, the within-subject design is potentially subject to

confounding due to period and order effects - both observed variables. For now, we

have assume we had control over carry-over effects, and that period does not have

an influence on either the mediator or the outcome. Future work will be on relaxing

these assumptions.

We expemplified the proposed method for estimation with the study of how a

particular brain region - the right anterior insula - mediates the response to thermal

pain. In this context, some assumptions needed for identification of the sub-trials and

the identification of the causal mediation effects may be tenable, while others do not.

For example, we have made assumption A1 regarding our application of the

method to the pain trial. This assumption, that there is no measurement error in the

BOLD signal, is known not to hold. Therefore, we need methods that can account for

measurement error, exploiting the multiple observation of mediators within subjects.

We plan on expanding SIMEX117 to accommodate the added variance in Mij, which

can be modeled using observed measures of sources of bias.

Assumptions A2, temporal consistency, A3, control of carry-over effects, and as-
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sumptions A4 and A6, no treatment by period interaction for the mediator nor for

the outcome, may be testable up to some extent. Given that subjects participated

in several runs, there are certain experimental designs that will allow for the identi-

fication of period and order effects. This will relay on the assumption of temporal

consistency across runs. From another standpoint, one could use an experimental

design that assigns different treatment regimes to different participants, and try to

identify period-order effects by pooling information across participants. This will

rely on making ignorability assumptions across subjects, making inferences subject

to unobserved confounding again.

We also require that the within-subject design for fMRI studies have a particu-

lar structure, summarized in assumption A5 (the potential mediators and outcomes

are related solely to one stimulus). This design is typically applied when studying

mediation, and was applied in the pain trial that we studied.

For the identification of the causal mediation effects, assumption B1 (individual

ignorability of the treatment assignment) is tenable given that the treatment regime

was designed pseudo-randomly for each subject. Assumption B2 (individual sequen-

tial ignorability), as discussed previously, may be more tenable within a subject. In

this case, we are not subject to confounding due to baseline characteristics, but we

are to characteristics that change over time. Time since smoking could be of concern,

as it is related to pain tolerance,113 but has been shown to not affect the subjective

pain rating.114
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Whereas assumption B3, the consistency assumption, is guaranteed in designs

of experiments,5 assumption B4 may be violated in the pain trial. Assumption B4

requires there are no post-treatment confounders. Since we are focused on one par-

ticular brain region, the right anterior insula, there may be many other regions that

are modified by receiving a noxious heat touch and that also impact activation in the

right anterior insula. Defining mediation effects in this particular setting is complex,

and it may be that we need to define the activation in the whole brain as the medi-

ator. Functional data methods that can handle smoothing over space and time for

large data will allow us to assess whole-brain mediation.

Finally, we made assumptions about linearity and no treatment-mediator inter-

action to facilitate the use of functional mediation models. More work is needed

to extend the latter to incorporate possible interactions as well as other observed

confounders.

On another note, one drawback of making inferences within a subject is the large

reduction in sample size. In our application, even when we have over 40 observations

per subject, a complex functional parameter is better estimated with more obser-

vations. More work is needed to support hierarchical models that can adjust for

confounding across and within-subjects using parametric and semi-parametric the-

ory, and to assess the trade-off of increasing the number of trials or the number of

participants.
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Conclusion

In the present work, I have contributed to the causal inference literature in areas

like measurement error and mediation and functional data analysis. In addition,

two of these methods add to the analysis of neuroimaging data, and the third can

potentially contribute to the field as well. All methods presented are among the first

steps in their field, and can have many extensions.

More specifically, in chapter 2, I proposed a solution to the use of mismeasured

variables in the design of observational studies that aim at estimating the causal effect

of a treatment using propensity score methods, like estimating the effects that living

in a disadvantaged neighborhood in adolescent drug use. This solution, multiple im-

putation for external calibration, relies on the assumption that the joint distribution

of treatment, outcome, and confounding variables is multivariate normal. Neverthe-

less, the method remains robust to some level of misspecification, as it performs very
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well even though the treatment in consideration is binary, and when the outcome’s

distribution is far from a normal distribution. It is also robust to the varying sizes

of the main study sample, but correcting for large amounts of measurement error

requires larger calibration samples. The method is applicable to the estimation of

both the average treatment effect and the average treatment effect on the treated.

A natural extension of this topic would be to use another method of imputation

that does not depend on the joint-normality assumption, such as multiple imputation

using chained equations.118 Additionally, I would like to assess the performance of the

method under other propensity score methods beyond inverse probability of treatment

weighting, like propensity score matching.

In Chapter 3, I extended the functional mediation framework introduced by Lindquist

(2012) to settings where a scalar treatment influences a scalar mediator and a func-

tional outcome, as well as to settings where the scalar treatment impacts a functional

mediator and a functional outcome. We can use this framework to investigate the pain

experience, as well as how different regions of the brain communicate in response to

pain. I derived direct and indirect effects that map to causal mediation effects under

certain assumptions detailed in the appendix. Finally, I developed R algorithms to

estimate functional mediation effects, and used them to estimate functional mediation

in two pain studies.

One extension of the work in Chapter 3 is to define mediation effects for functional

treatments, for scalar and functional mediators and outcomes, and develop methods
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for their estimation. Another extension is to add more functionality to the R functions

that I developed. The incorporation of confounding variables and building an R

package are next steps.

Lastly, in Chapter 4, I developed a framework to assess causal mediation under an

experimental design - the within-subject design - that has not been considered much in

the causal inference literature. This design is common in neuroscience experiments,

and we use it to investigate the pain induced by noxious thermal stimuli. In this

design, subjects receive multiple treatments at multiple times. Given this design, I

formulated assumptions to identify sub-trials within an experimental regime, and to

identify causal mediation effects. I also proposed a method of estimation, and applied

it to a trial to study thermal pain.

The latter work is the first step in the study of within-subject designs for causal

mediation. In this work, some of the assumptions that I proposed for the identification

of sub-trials can be very strong. More work is needed for developing methods to

test for violations of these assumptions, and to incorporate observed within-subject

confounders, like period effects. Finally, the within-subject design has a structure

that can be very helpful to address measurement error in the mediator or outcome

variables. An extension like this would be very helpful for studies that use fMRI data.

This dissertation presents three different topics in causal inference: propensity

score methods and measurement error, functional mediation, and a particular design

of experiments for mediation. These seemingly unrelated topics share underlying
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scientific goals. The first is that of measurement error and causal inference. My

work in Chapter 2 focuses directly on a solution to the measurement error problem

in propensity score analysis, while my work in Chapter 4 provides the groundwork

for addressing measurement error in fMRI data as mediators. The second goal is the

development of causal mediation methods for neuroimaging studies. Chapters 3 and 4

present new methods for assessing mediation in neuroscience experiments using fMRI.

Chapter 3 has provided a new method to investigate functional connectivity, which

is the way to areas of the brain communicate in response to a stimulus. Meanwhile,

Chapter 4 has developed causal mediation methods for a design that is commonly

used in neuroimaging studies. Instead of using the identifying assumptions applicable

to randomized controlled trials, researches can and should consider the assumptions

presented in Chapter 4.

Beyond the latter scientific goals, and the advancement of statistical methodology,

remains a hope. A hope that the methods hereby developed can help and are used to

address public health problems. There are many examples of measurement error in

variables of public health interest, such as reported variables like weight or diet, and

among constructs like depression, anxiety, and self-efficacy. Whenever those variables

are used in a propensity score models, a method that takes such measurement error

into account is needed to ensure causal comparisons. Also, public health interventions

can be better understood with mediation. Functional mediation can help researchers

use all the information that is available in variables that are collected densely in time
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or space, such as how active is a person, their exposure to pollutants in the past year,

or their history of medication, instead of restricting themselves to using one summary

variable. Moreover, addressing the true design of experiments used in neuroscience

allows us to see its advantages and disadvantages in making causal statements, and

sets an example for other interventions in public health. Finally, causal mediation

methods for fMRI data will permit the understanding of how changes in the brain

can mediate the effect of interventions on health outcomes. May this work aid in the

better of public health.
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Appendix

6.1 Appendix for Chapter 2: Simulation de-

tails and code

The the online companion to Chapter 2 is available at

http://ywebbvar.github.io/PS_MIEC/.

You can see the details of the simulations, color figures and code by following the

links:

Normal scenario:

• Normal ‘Y’, normal (X,Z,W)

• Normal ‘Y’, normal (X,Z,W), including a simple imputation method

• Normal ‘Y’, normal (X,Z,W), with varying sample sizes for calibration and main
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data sets

• Normal ‘Y’, normal (X,Z,W), estimating Average Treatment effect on the Treated

(ATT)

Non-normal scenarios:

• Normal ‘Y’, mixture (X,Z,W)

• Bernoulli ‘Y’, normal (X,Z,W)

• Bernoulli ‘Y’, mixture (X,Z,W)

• Mixture ‘Y’, normal (X,Z,W)

• Mixture ‘Y’, mixture (X,Z,W)

• Normal ‘Y’, normal (X,Z,W), where Z is a binary variable

You can see the code for Guo, Little and McConnell’s Multiple Imputation for

External Calibration, or download the R script we used in the simulations.

6.2 Appendix for Chapter 3: Assumptions

for causal identification of mediated ef-

fects

Assumptions are required to interpret the parameters as causal mediation effects.

Lindquist14 defined assumptions for the identification of causal mediated effects for
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the scalar-function-scalar mediation model. I present assumptions that suffice for the

identification of causal mediated effects for the scalar-scalar-function and the scalar-

function-function mediation models.

6.2.1 Scalar-Scalar-Function model

Let’s begin by reformulating the scalar-scalar-function mediation model (found in

equations (3.7) and (3.8)) in terms of potential mediators and potential outcomes.

Let Xi be the treatment that participant i receives, Mi(x) be the potential mediator

that participant i has under treatment x, and let {Yit(x,m)}1
t=0 be the time series of

potential outcomes for participant i under treatment x and mediator level m. Note

the change in notation, as time is now indexed as a subscript and treatment is now

marked between parenthesis.

We define causal models analogous to those in equations (3.7) and (3.8):

Mi(x) = δ1 + αx+ εi, (6.1)

Yit(x,m) = δ2t + γtx+ βtm+ ηit. (6.2)

where t ∈ [0, 1].

The first assumption is that the previous models are correct. We assume the

response is linear, and that, given the functional effects of the treatment and the

mediator, the ηit errors are independent across time points t and across participants
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i. For the moment, we do not include interaction terms for the effect of the treatment

and the mediator on the outcome, but this assumption can be relaxed.

The second assumption is ignorability of treatment assignment. This assumption

states that the assignment of the treatment is not influenced by any variables that

are related to the outcome or the mediator. Formally, it is defined as:

Mi(0),Mi(1), {Yit(0), Yit(1)}t∈[0,1] ⊥⊥ Xi

for all participants i.

The third assumption is the ignorability of the mediator assignment. In this

assumption, we require that there are no confounders of the mediator relation with

each time point of the outcome. In particular, we only need to have the potential

outcomes be independent of the potential mediators under the opposite treatment

condition. That is:

{Yit(x,m)} ⊥⊥M(1− x) | X = x,

for all time points t, all participants i, all treatments x, and all mediator levels m.

This assumption can be relaxed to hold under levels of baseline confounders, but

not for confounders that are themselves affected by the treatments (post-treatment

confounders).

The proof of identification of the potential outcome Yit(1,Mi(0)) is as follows:
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E [Yit(1,Mi(0))] = E [Yit(1,Mi(0)) | Xi = 1] (6.3)

= EMi(0)

[
Ei [Yit(1,m) | Xi = 1,Mi(0) = m]

]
(6.4)

=

∫
Ei [Yit(1,m) | Xi = 1,Mi(0) = m] dFMi(0)(m) (6.5)

=

∫
Ei [Yit(1,m) | Xi = 1,Mi(1) = m] dFMi(0)(m) (6.6)

=

∫
Ei
[
Y obs
it | Xi = 1,M obs

i = m
]
dFMobs

i |Zj=0(m). (6.7)

In this derivation, line (6.3) follows from ignorability of the treatment, lines (6.4)

and (6.5) follow from the law of iterated expectations, line (6.6) follows from ignora-

bility of the mediator, and line (6.7) follows from no post-treatment confounders.

6.2.2 Scalar-Function-Function model

We now reformulate the scalar-function-function mediation model (found in equa-

tions (3.10) and (3.11)) in potential outcomes notation. The treatment that partici-

pant i receives remains denoted by Xi, the time series Mit(x) = {Mis(x)}s∈[0,t] is the

history of the potential mediator that participant i has under treatment x up to time

t, and the time series {Yit(x,m)}1
t=0 is the potential outcome for participant i under

treatment x and mediator level m.

We define causal models for the models in equations (3.10) and (3.11):
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Mis(x) = δ1s + αsx+ εis, (6.8)

Yit(x,m) = δ2t + γtx+

∫ t

0

β{s,t}mt ds+ ηit. (6.9)

where t ∈ [0, 1].

We require that the previous models are correct, assuming the response is linear at

each time point of Mit and Yit, and that, given the functional effects of the treatment

and the mediator, the ηit and εis errors are each independent across time points t and

across participants i. Also, we do not include interaction terms for the effect of the

treatment and the mediator on the outcome, but this assumption can be relaxed.

We also require ignorability of treatment assignment. In this context, it requires:

{Mis(0),Mis(1)}s∈[0,1], {Yit(0), Yit(1)}t∈[0,1] ⊥⊥ Xi

for all participants i.

We further assume ignorability of the mediator assignment. This assumption is

required to be much stronger, as we require it to hold for all time points of the

outcome and all time points in the history of the mediator. That is:

{Yit(x,m)} ⊥⊥ {Mis(1− x)}s∈[0,t] | X = x,
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for all time points t, all participants i, all treatments x, all mediator levels m. This

assumption can also be relaxed to hold under levels of baseline confounders, but not

for post-treatment confounders.

The proof of identification of the potential outcome Yit(1, {Mis(0)}s∈[0,t]) is as

follows:

E
[
Yit(1, {Mis(0)}s∈[0,t])

]
= E

[
Yit(1, {Mis(0)}s∈[0,t]) | Xi = 1

]
(6.10)

= EMit(0)

[
Ei
[
Yit(1,m) | Xi = 1, {Mis(0)}s∈[0,t] = m

]]
(6.11)

=

∫
Ei
[
Yit(1,m) | Xi = 1, {Mis(0)}s∈[0,t] = m

]
dFMit(0)(m)

(6.12)

=

∫
Ei
[
Yit(1,m) | Xi = 1, {Mis(1)}s∈[0,t] = m

]
dFMit(0)(m) (6.13)

=

∫
Ei
[
Y obs
it | Xi = 1,M obs

is = m
]
dFMobs

it |Zj=0(m). (6.14)

Similarly to the previous section, line (6.10) follows from ignorability of the

treatment, lines (6.11) and (6.12) follow from the law of iterated expectations, line

(6.13) follows from ignorability of the mediator, and line (6.14) follows from no post-

treatment confounders.
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6.3 Appendix for Chapter 3: Simulation de-

tails and code

The the online companion to Chapter 3 is available at:

http://ywebbvar.github.io/functional_mediation/.

You can see the details of the simulations, color figures and code by following the

links:

• Scalar-function-scalar mediation simulations and its code to run the model

• Scalar-scalar-function mediation and its code to run the model

• Scalar-function-function mediation and its code to run the model
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epidemiology, breast oncology, medicine, and biotechnology.

Education

June 2015 (Expected) PhD in Biostatistics (Gpa: 3.51/4.00), Johns Hopkins Bloomberg School of Public Health, Baltimore, USA
Dec 2009 Master of Applied Statistics (Hons, Gpa: 96.9/100), Instituto Tecnologico y de Estudios Superiores de Monterrey,

Monterrey, Mexico
July 2007 Bachelor of Science in Chemistry, Bacteriology, and Parasitology (Hons, Gpa: 97.8/100), Universidad Autonoma

de Nuevo Leon, Monterrey, Mexico

Research Experience in Statistics

Research Assistant at Johns Hopkins Bloomberg School of Public Health, Department of Biostatistics
09/2013 - Researcher with Dr. Martin Lindquist on neuroimaging statistics
Current Examined the brain response to thermal pain

- Developed a method for mediation analysis for functional data using non-parametric methods, implemented it in R, and wrote a
manuscript

- Created a method for causal mediation analysis that uses randomization to identify causal parameters, implemented it in R

- Lead and submitted a joint paper on the role of big data in neuroimaging

Investigated the neural basis of spelling
- Collaborated, designed the analysis, and analyzed an fMRI experiment by performing correlation analysis and group independent

component analysis using Matlab and SPM

Predicted hospital readmission after open ventral hernia repair
- Collaborated, designed the analysis, analyzed data, and revised the manuscript for a method for prediction of risk for hospital
readmission after surgical hernia repair using the American College of Surgeons National Surgical Quality Improvement Program database

09/2012 - Researcher with Dr. Elizabeth Stuart on causal inference
08/2013 Analyzed the impact of living in disadvantaged neighborhoods in adolescent mental health

- Developed a technique for handling measurement error in covariates that are used in propensity score analysis to ensure statistical
validity, implemented it in R, and wrote a scientific paper that won the award for Best Student Paper in 2015 by the American Statistical
Association

Designed an experiment for a study on educational policy
- Collaborated and performed matched randomization, based on propensity scores

Correlated child development in children with and without autism spectrum disorder
- Collaborated, design the analysis, and analyzed data from an autism study that compared the development of children in a randomized
intervention trial to that of children in a cohort, using multiple imputation and propensity score methods in R

Investigated the mental health of sexual minorities, as well as the impact of tobacco and alcohol availability
in the neighborhood
- Consulted with two PhD students in Public Health for interpretation of mediation analysis models

Summer Intern at National Cancer Institute, Division of Cancer Epidemiology and Genetics, Biostatistics Branch
06/2012- Researcher with Dr. Ruth Pfeiffer on methods for breast cancer epidemiology
08/2012 Studied the epidemiology of U.S. women’s breast cancer risk factors and incidence

- Manipulated seven nationally representative epidemiological surveys using SAS

- Evaluated women’s breast cancer risk factor information for birth cohorts in seven nationally representative epidemiological surveys
using SAS

- Investigated the effect of cohort changes in risk factors on breast cancer incidence in the U.S. using log-linear models in R and SAS

- Co-developed and applied a method for joint modeling of the effect of parity and reproductive risk factors in breast cancer incidence in
R and revised manuscript for publication
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Research Assistant at Johns Hopkins Bloomberg School of Public Health, Department of Biostatistics
09/2011 - Researcher with Dr. Michael Rosenblum on adaptive designs for randomized control trials
10/2012 Discovered methods for subgroup analysis in clinical trials

- Co-developed an adaptive design that gains power for testing subgroup analyses

- Performed power calculations for the adaptive design using R

Summer Intern at National Cancer Institute, Division of Cancer Epidemiology and Genetics, Biostatistics Branch
06/2011 - Researcher with Dr. Ruth Pfeiffer on methods for breast cancer epidemiology
08/2011 Correlated the epidemiology of U.S. women’s breast cancer risk factors to breast cancer incidence

- Manipulated five nationally representative epidemiological surveys using SAS

- Evaluated women’s breast cancer risk factor information for birth cohorts in seven nationally representative epidemiological surveys
using SAS

Statistical Consultant at Instituto Tecnológico y de Estudios Superiores de Monterrey Center for Biotechnology
11/2009 - Consultant to Dr. Mario Moises Alvarez Laboratory
08/2010 Evaluated flu vaccine efficacy

- Used multivariate analyses to evaluate a trials for a vaccine for the flu virus H1N1 in animal models and humans

Optimized industrial cell growth and production
- Consulted PhD students for the design of an experiment that used factorial designs, and revised manuscript for publication

Assessed the sensory evaluation of beer
- Consulted PhD student, designed and conducted the analysis used categorical data models for a factorial design, creating graphics and
providing assistance with writing thesis results

Research Assistant at Universidad Autonoma de Nuevo Leon, School of Biological Sciences
09/2004 - Researcher with Dr. Diana Resendez Perez
07/2007 Studied the molecular biology of breast cancer

- Created a library of RNA and cDNA from breast cancer and normal breast tissue samples

- Selected homeobox genes to study based on scientific literature

- Designed PCR primers, established PCR conditions, and ran PCR analysis for 10 genes

- Wrote thesis manuscript, and presented results at a conference

Teaching Experience

Teaching Assistant at Johns Hopkins Bloomberg School of Public Health, Department of Biostatistics
Undergraduate level

- Biostatistics in Public Health Research with Dr. Scott Zeger and Dr. James Tonascia (Fall 2011), and with Dr. Margaret Taub and Dr. Leah Jager
(Fall 2014). Lab instructor, grader, and guest lecturer for 170-student class

Graduate level
- Statistical Methods in Public Health with Dr. Marie Diener-West and Dr. Karen Bandeen-Roche (Fall 2013), with Dr. Marie Diener-West and Dr.
Jon McGready (Fall 2012), and with Dr. James Tonascia and Mark Van Natta (Spring 2013). Held office hours, grader, consultant for final projects

- Introduction to the SAS Statistical Package with Lucy Meoni (Spring 2012). Lab assistant, grader

- Biostatistics in Medical Product Regulation (online) with Dr. Mary Foulkes and Dr. Simon Day (Fall 2013). Forum manager, grader

- Non-Inferiority and Equivalence Clinical Trials (online) with Dr. Mary Foulkes and Dr. Simon Day (Spring 2013 and 2015). Forum manager, grader

- Causal Inference in Medicine and Public Health I (presential,online) with Dr. Elizabeth Stuart (Spring 2014). Lab instructor, grader, guest lecturer.
Lab designer, forum manager, grader

- Tutorial on Matched Randomization (08/2013). Course designer, instructor

Associate Professor at Universidad Autonoma de Nuevo Leon, School of Nutrition and Public Health
02/2009 - Co-instructor of the undergraduate courses: Biostatistics and Scientific Research and Medical Biochemistry in Nutritional Evaluation

06/2010 and Care. Developed and delivered classes, graded, mentored, devised exams and applied them. Two 35-student classes. Co-designed
curriculum for ‘Biostatistics’ for Nutrition majors

Instructor at Instituto Secretarial Administrativo
01/2003 - Instructor of the high school courses: Chemistry and Technology, grade 11

06/2003 Developed and delivered classes, practices, examinations. Two 17-student classes.

Languages and Computer Skills

Spanish, English, R, Matlab, SPM, SAS, Minitab, LATEX
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Publications

2015
Webb-Vargas, Y., Rudolph, K. E., Lenis, D., Murakami, P., and Stuart, E. A. An Imputation-Based Solution to Using Mismeasured Covariates in
Propensity Score Analysis. Statistical Methods in Medical Research (doi: 10.1177/0962280215588771)

2011
González-Leal, I. J., Carrillo-Cocom, L. M., Ramírez-Medrano, A., López-Pacheco, F., Bulnes-Abundis, D., Webb-Vargas, Y, and Alvarez, M. M. (2011).
Use of a Plackett-Burman statistical design to determine the effect of selected amino acids on monoclonal antibody production in CHO cells.
Biotechnol. Prog., 27(6):1709–17

Martínez, H. R., Molina-López, J. F., Cantú-Martínez, L., González-Garza, M. T., Moreno-Cuevas, J. E., Couret-Alcaraz, P., Treviño, S. A.,Webb-Vargas,
Y., Caro, E., Gil-Valadez, A., Santos-Guzmán, J., and Hernandez-Torre, M. (2011). Survival and clinical features in Hispanic amyotrophic lateral
sclerosis patients. Amyotroph. Lateral Scler., 12(3):199–205

2010
Aguilar-Yáñez, J. M., Portillo-Lara, R., Mendoza-Ochoa, G. I., García-Echauri, S. A., López-Pacheco, F., Bulnes-Abundis, D., Salgado-Gallegos, J., Lara-
Mayorga, I. M., Webb-Vargas, Y., León-Angel, F. O., Rivero-Aranda, R. E., Oropeza-Almazán, Y., Ruiz-Palacios, G. M., Zertuche-Guerra, M. I., DuBois,
R. M., White, S. W., Schultz-Cherry, S., Russell, C. J., and Alvarez, M. M. (2010). An Influenza A/H1N1/2009 Hemagglutinin Vaccine Produced in
Escherichia coli. PLoS One, 5(7):14

Work accepted or under review

2015
Nguyen, T. Q., Webb-Vargas, Y., and Stuart, E. A. (2015). Causal mediation analysis with a binary outcome and multiple continuous or ordinal
mediators: Simulations and application to an alcohol intervention. Structural Equation Modeling: A Multidisciplinary Journal (forthcoming)

Baltodano, P. A., Webb-Vargas, Y., Soares, K. C., Hicks, C. W., Cooney, C. M., Cornell, P., Burce, K. K., Pawlik, T. M., and Eckhauser, F. E. (2015). A
Validated, Risk Assessment Tool For Predicting Readmission After Open Ventral Hernia Repair. Hernia (forthcoming)

Webb-Vargas, Y., Chen, S., Fisher, A., Mejia, A., Ciprian, X., Caffo, B., Crainiceanu, C., and Lindquist, M. A. (2014). Big Data and Neuroimaging

Conferences

Invited Talks Stuart, E.A., Webb-Vargas, Y., Lenis, D., Rudolph, K., Applying multiple imputation with external calibration to propensity
score analysis. Joint Statistical Meetings, Boston 08/2014

Webb-Vargas, Y., Lindquist M., Functional Mediation Analysis. Innovations in Design, Analysis, and Dissemination: Fron-
tiers in Biostatistical Methods, Kansas City, 04/2015

Organized Sessions Webb-Vargas, Y., Swihart, B. Causal inference in high dimensional settings. ENAR 2014 Spring Meeting, Baltimore 03/2014

Posters Webb-Vargas, Y., Lenis, D., Murakami, P., Landa, R.J., and Stuart, E.A. Applying multiple imputation with external calibration
to propensity score analysis. ENAR 2014 Spring Meeting, Baltimore 03/2014

Webb-Vargas, Y., Stuart, E.A., Sobel M.E., and Lindquist, M.A. Causal mediation with a mediator measured with error.
Atlantic Causal Inference Conference, Providence 05/2014

Webb-Vargas, Y., Sobel M.E., Stuart, E.A., and Lindquist, M.A. Within-subjects designs for causal mediation analysis. Joint
Statistical Meetings, Boston 08/2014

Webb-Vargas, Y., Sobel M.E., Stuart, E.A., and Lindquist, M.A. Within-subjects designs for causal mediation analysis. ENAR
2015 Spring Meeting, Miami 03/2015

Webb-Vargas, Y., Resendez-Perez D, Reyna-Alvarado DC, Cuaranta-Monroy I, Mar-Aguilar F, Rodriguez-Padilla C. Differential
Expression of HOX Genes in Breast Cancer: A1, A5, B13, and D3 as Molecular Biomarkers. Combined Asian Breast Diseases
Association, BreastScreen Singapore, Breast Cancer Conference, Singapore 11/2007

Awards and Scholarships

01/2015 Student Paper Award sponsored by the Survey Research Methods, Government Statistics, and Social Statistics Sections of the
American Statistical Association

08/2010 - 08/2012 Predoctoral Fellowship at the National Cancer Institute, Division of Cancer Epidemiology and Genetics, Biostatistics Branch)

12/2009 Honorable Mention for Excellence in Academic Activity during the studies in Master of Applied Statistics, Instituto Tecnologico
y de Estudios Superiores de Monterrey

01/2008 - 12/2009 Scholarship for Masters Studies. Mexican National Council on Science and Technology (CONACyT)

06/2007 Honorable Mentions for the Academic Achievement and the Development, Presentation and Defense of the Bachelor Thesis.
School of Biological Sciences, Universidad Autonoma de Nuevo Leon

09/2006 Academic Achievement Award. Highest GPA of Class 2005-2006, of the School of Biological Sciences, Universidad Autonoma
de Nuevo Leon

09/2002 - 12/2005 Academic Achievement Scholarship. School of Biological Sciences, Universidad Autonoma de Nuevo Leon
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Membership in Professional Organizations

American Statistical Association, International Biometrics Society - Eastern North American Region, Association for Women
in Mathematics
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