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Abstract

Diagnosis and treatment of neurological and otolaryngological diseases rely heavily on visualization of fine, subtle anatomical structures in the head. In particular, high-quality head imaging at the point of care mitigates patient risk associated with transport and decreases time to diagnosis for time-sensitive diseases. Cone-beam computed tomography (CBCT) systems have found widespread adoption in diagnostic and image-guided procedures. Such systems exhibit potential for adaptation as point-of-care systems due to relatively low cost, mechanical simplicity, and inherently high spatial resolution, but are generally challenged by low contrast imaging tasks (e.g., visualization of tumors or hemorrhages). This thesis details the development and design of a CBCT imaging system with performance sufficient for high-quality imaging of the head and suitable to deployment at the point of care.

The performance of a commercially available head-and-neck CBCT scanner was assessed to determine the potential of such systems for high-quality head imaging. Results indicated low-contrast visualization was challenged by high detector noise and scatter. Photon counting x-ray detectors (PCDs) were identified as a potential technology that could improve the low-contrast visualization, and an imaging performance model was developed to quantify their imaging performance. The model revealed important implications for energy resolution, noise, and spatial resolution as a function of energy threshold and charge sharing rejection.

A new CBCT system dedicated to detection of low-contrast contrast intracranial hemorrhage was designed with guidance from an imaging chain model to optimize the system configuration (geometry, detector, x-ray source, etc.). The results indicated flat panel detectors (FPDs) were favorable due to a large field of view, but benefited from detector readout gain adjustments. Dual-gain detector readout was compared with use of bowtie filter in high-gain readout mode to investigate potential improvements to noise performance in FPDs. Finally, technical assessment of the prototype CBCT head scanner (with design based on guidance from the image quality model) indicated performance suitable for translation to clinical studies in the neurosciences critical care unit.
Readers

Jeffrey H. Siewerdsen, Ph.D. (advisor)
Professor, Department of Biomedical Engineering
Johns Hopkins University

Katsuyuki Taguchi, Ph.D.
Assistant Professor, Russell H. Morgan Department of Radiology
Johns Hopkins University

J. Webster Stayman, Ph.D.
Assistant Professor, Department of Biomedical Engineering
Johns Hopkins University

Nafi Aygun, M.D.
Associate Professor, Russell H. Morgan Department of Radiology
Johns Hopkins University
There is shadow under this red rock,
(Come in under the shadow of this red rock),
And I will show you something different from either
Your shadow at morning striding behind you
Or your shadow at evening rising to meet you...

-T.S. Eliot, The Wastelands
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ray tube is denoted with an asterisk (*). (b) Comparison of MC dose calculations and MOSFET measurements as a function of position inside the custom CTDI phantom. (c) Comparison of MC dose calculation and MOSFET measurements at various locations within the cranial vault of an anthropomorphic head phantom, showing better than 10% agreement throughout.

Figure 5.7. Monte Carlo dose calculations for full and half scan CBCT acquisition with three bowtie designs (BT1, BT2, and BT3 as in Figure 5.1). Bowtie filters are seen to reduce peripheral dose and total energy imparted \( (E_{\text{tot}}) \). Combination with a short scan trajectory further reduces \( E_{\text{tot}} \) and, especially, the anterior dose (i.e., dose to the eye lens).

Figure 5.8. Dose to the eye lens calculated as a function of orbital extent (with fixed 20 mGy dose to the center of the head) for various bowtie configurations. Use of any bowtie is seen to reduce the lens dose, with up to 55% reduction possible with use of BT3. Shorter angular extent combined with bowtie filters reduces the lens dose even further.

Figure 5.9. Effect of bowtie filter design on (a) dose, (b) scatter, (c) noise, and (d) CNR as a function of position from the center of a 16 cm diameter cylinder.

Figure 5.10. CBCT image quality using HG and a bowtie filter. (a) The HG image acquired with BT2 shows a 28% improvement in CNR compared to (b) the LG image with bowtie. (c) Dose-matched (CTDI\(_W\) = 19 mGy) images with and (d) without a bowtie show a 24% improvement in CNR near the center of the head with use of a bowtie filter.

Figure 6.1. (a) Prototype CBCT system developed for ICH imaging. Dose was assessed in (b) a stack of two 16 cm diameter CTDI phantoms as a function of position. Image quality was assessed in (c) an anthropomorphic head phantom containing a natural skeleton and tissue-equivalent plastic (18 HU) embedded with spheres of varying size (2–12 mm) and attenuation (-30–900 HU) and (d) a simple cylindrical phantom as well as a cadaver (not shown).

Figure 6.2. Dose measured as a function of (a) x-ray tube potential and (b) superior-inferior (c) position in a stack of CTDI phantoms. Location \( z = 0 \) cm corresponds to the crown of the skull and \( z = 30 \) cm the approximate location of the thyroid.

Figure 6.3. Comparison of (a) uncorrected and (b) artifact-corrected FBP image reconstructions. Note the reduction in cupping and restoration of contrast close to the true value (~92 HU for acrylic spheres) despite increase in noise. (c) Reconstruction using PWLS maintains the benefits of artifact correction and reduces noise (at matched spatial resolution).

Figure 6.4. (a) Spatial resolution for FBP (FWHM of the wire PSF) and PWLS (FWHM associated with the low-contrast ESF) as a function of filter and regularization strength, respectively. (b) The MTF measured in image reconstructions for the nominal FBP high-resolution, soft tissue, and PWLS reconstruction protocols. (c) Image noise measured as a function of filter and regularization strength, illustrating the distinct noise-resolution tradeoff between the two reconstruction methods. (d) Dual gain readout mode shows up to 20% improved contrast to noise ratio at matched spatial resolution compared to LG readout mode when using PWLS image reconstruction.

Figure 6.5. Visualization of simulated ICH. (a) PWLS image reconstructions of the gelatin-ICH insert at various levels of dose and regularization. (b) Spatial resolution exhibits a steeper dependence on regularization strength at low dose. (c) Image noise similarly has a stronger dependence on regularization strength at the lower dose level.

Figure 6.6. High-resolution CBCT reconstruction of the cadaver illustrating bone detail with insets showing (a) stapes and cranial sutures. (b) Surface rendering shows clear visualization of the sagittal and lambdoid sutures and suggests the ability to confidently detect fractures. (c) Soft-tissue visibility in the region of the neck for a PWLS image (muscle-fat window) demonstrating excellent visualization of fat, muscle, and glandular structures.

Figure 6.7. Cadaver images from the prototype CBCT head scanner (100 kV, 216 mAs, 22.8 mGy, 0.5×0.5×1.25 mm\(^3\) voxels). (a-b) FBP images before and after injection of simulated ICH. (c-e) PWLS images before and after injection of simulated ICH. (f) MDCT scan acquired as a reference, using a
standard clinical head scan protocol (120 kV, 500 mAs, 59.4 mGy dose, 0.42×0.42×1.0 mm³ voxel size).

Figure 6.8. Comparison of high-resolution imaging in (a) the head scanner prototype and (b) the CS 9300. Soft tissue visualization is visibly improved for (c) the prototype compared to (d) the CS 9300. Recognizing strong differences in acquisition technique and dose, the CNR normalized by dose and voxel size accounts for the discrepancy to a certain extent and supports the conclusion regarding improved soft-tissue imaging performance for the prototype.

Figure A.1. Photoelectric and Compton interactions. (A) The cross section for photoelectric and Compton interactions was derived from the NIST XCOM database. (B) The spectrum of Compton ($q_{IC}$) and photoelectric ($q_{PE}$) interactions calculated for a 35 kV beam. (C) The same as (B) for a 70 kV beam.

Figure A.2. Illustration of the scattering geometry in an edge-on silicon strip detector. The photon is incident in the z direction. Pixel readout occurs along the x direction. The scatter angle is shown as $\theta$ and the azimuthal angle is shown as $\phi$. The total pathlength in the material available to the photon after a Compton interaction is given by $L$, and the incident y position is denoted $y_{inc}$.

Figure B.1. Simulation / verification of the effect of scatter correction on noise, contrast, and local detectability index. (a) Uncorrected and (b) scatter-corrected axial image reconstructions (SPR = 2). Zoomed inset images were separately windowed (with level equal to the local mean and window width 3 times the local noise) to illustrate visually that the local CNR (adipose-to-water) is the same. (c) CNR measured in corrected and uncorrected images for SPR ranging from 0 to 2.
Chapter 1: Introduction

Medical imaging focuses on non-invasive visualization of the human body for diagnosis of diseases and guidance of treatment. Since the discovery of x-ray radiation by Röntgen in the late 19th century, imaging has become a crucial component of nearly every medical discipline. X-ray imaging involves the use of high-energy (~10–100 keV) photons to cast a “shadow” of the patient’s anatomical structure that can be directly interpreted as a 2-dimensional (2D) projection (radiograph) or reconstructed into a 3-dimensional (3D) representation using computed tomography (CT). The following sections first present a broad introduction of x-ray imaging physics, reconstruction algorithms, detection technologies, and imaging performance. Section IV presents the clinical motivation for a dedicated, cone-beam CT (CBCT) imaging system for high-quality head imaging and the design challenges for such systems in this application. The interested reader can find more detailed treatment of the physics, reconstruction algorithms, and electronics of these systems in texts such as Medical Imaging Signals and Systems,1 Foundations of Medical Imaging,2 and The Essential Physics of Medical Imaging.3

I. X-Ray Imaging Physics

I.A X-Ray Generation

X-rays are a form of bremsstrahlung radiation caused by deceleration of electrons. Relatively high-energy electrons (1–1000 keV) interact with nuclei and other bound electrons and emit photons with energy equal to the electron’s lost kinetic energy. The maximum energy of emitted x-rays, $E_{\text{max}}$, is determined by the initial energy of the electron (equivalent to an electron being completely stopped), with the continuous spectrum of emitted photons spanning 0 and $E_{\text{max}}$.

X-ray tubes are similar to cathode ray tubes: a current is passed through a coil of tungsten filament (cathode) and an electron cloud is produced via thermionic emission. These electrons are accelerated toward the anode (a slanted piece of tungsten) by application of a voltage (30–150 kilovolts (kV) for diagnostic
imaging). Bremsstrahlung radiation is emitted in the anode material, with the degree of slant (anode angle) determining the size and shape of the radiation beam that successfully passes through the anode material and x-ray tube housing to become useable x-rays.

Typical x-ray imaging protocols are controlled by 3 factors: kV, mA, and ms. The kV determines the voltage between the anode and the cathode, and therefore the energy spectrum of the generated photons. The tube current, or mA, determines the electron time-density (number of electrons/time), which is roughly proportional to the square of filament temperature. The electrons generated at the filament remain in place until the kV potential is applied, typically in pulsed mode with a series of step-up transformers to achieve the large voltages necessary for generating diagnostic-energy x-ray photons. The duration of the pulse, given in ms, together with the mA, determines the total number of electrons accelerated to the anode; this quantity is indicated by the product of the mA and ms, given as mAs.

1. B X-Ray Interactions with Matter

X-ray photons interact with matter typically found in the human body under 3 mechanisms: photoelectric, Compton, and Rayleigh (coherent scatter). For a given photon energy and atom, the scatter cross-section, \( \sigma(E, Z) \), can be computed for any interaction mechanism (or, more conveniently, interpolated from a reference source such as the XCOM database). The units of \( \sigma \) are the same as that of area (cm\(^2\) or mm\(^2\)), and the cross-section can be interpreted as the apparent “size” of an atom to a photon—the larger the apparent area, the more likely the photon will “hit” or interact. Appendix A describes the non-coherent (energy-depositing) interactions, photoelectric and Compton, and the manner in which they contribute to interactions in a silicon (\( Z = 14 \)) detector. The probability of photoelectric interaction increases with higher atomic number (roughly proportional to \( Z^3 - Z^4 \)) and decreases with higher energy (inversely proportional to \( E^3 \)), while the probability of Compton interaction increases with increasing energy. Coherent scatter, such as Rayleigh interactions, do not deposit energy and are a fairly small fraction of the total interactions for diagnostic imaging.

The total scatter cross-section is the sum of the photoelectric, Compton, and Rayleigh cross-sections, and generally decreases with increasing photon energy. A high energy photon is less likely to interact with matter than a low energy photon in the diagnostic imaging range (1–100 keV), except in materials with K-edges such as iodine, where the availability of K-shell electrons increases the photoelectric cross-section.
The mass attenuation, $\mu / \rho$, can be computed from the total scatter cross-section as $\mu / \rho = \sigma_{\text{total}} N_A / m_a$ where $N_A$ is Avogadro’s number and $m_a$ is the atomic mass. Linear attenuation, $\mu$, can be computed from mass attenuation by multiplying by the density and has units of inverse length ($1/\text{cm}$ or $1/\text{mm}$). This can be interpreted as the inverse of the “pathlength” of a photon, and is used in computing the expected number of photons $I$ that successfully pass through a length $l$ of material at energy $E$, given an initial number of photons $I_0$:

$$I(E) = I_0 e^{-\mu(E)dl}$$

This is the basic relation governing the appearance of x-ray radiographs: denser tissue (such as bones) have higher linear attenuation values, and therefore cast a darker shadow (fewer photons pass through) while soft tissues (lower density and atomic number) attenuate fewer photons and cast a lighter shadow.

**I.C X-Ray Detection**

Photons can only be measured or detected if they undergo an interaction. Because x-rays are much higher energy than visible light, the interaction chance (Eq. 1.1) in optical detection materials (for example, plastic film or silicon photodiodes) is low—a 40 keV photon has a 3.2% chance to interact in a 200 $\mu$m silicon wafer. Therefore, x-ray detectors use materials that are high-Z (increased photoelectric interaction), high-density, and/or increased thickness (such as the Si-strip photon counting detector in Chapter 3, which has a depth of 3.6 mm). X-ray detection mechanisms are broadly separated into two categories: indirect detection (converting x-ray interactions into low-energy secondary photons) or direct detection (directly converting x-ray interactions into electron-hole (e/h) pairs), with differing tradeoffs for cost and performance.

**I.C.1 Indirect Detection: Scintillators and Phosphors**

Phosphors and scintillators for x-ray imaging have a high probability of photon interaction per unit thickness (selected for high atomic number and density) and convert x-ray photon interactions into many lower-energy photons. As shown in Figure 1.1, energy-depositing interactions (Compton or photoelectric) excite valence electrons into either the exciton or the conduction band (typically 1-3 eV above the valence band for x-ray imaging scintillators), leaving behind a positively charged hole, with the number of e/h pairs proportional to the energy of interaction. Modern x-ray imaging scintillators are doped with impurities in small quantity ( <4000 ppm in thallium doped cesium iodide (CsI:Tl) scintillators⁶) to create activator
regions, where the majority of light emissions occur. Such regions trap excited electrons and valence-band holes in the forbidden gap (energy states between the valence and conduction band) and facilitate the relatively fast radiative recombination of e/h pairs, resulting in emission of low-energy photons with energy slightly below the band gap energy, as determined by the dopant. Without dopants, secondary photons are emitted only when e/h pairs recombine from the conduction and exciton bands (a slower process) and are more susceptible to recapture, where the emitted photon re-excites a valence electron instead of escaping the crystal (giving rise to afterglow).

Figure 1.1. Diagram of direct and indirect x-ray detection mechanisms. In indirect x-ray detection, the emitted photons are collected in film, photodiodes, or other optical photon detectors. In direct x-ray detection, the x-ray interaction energy is directly converted to e/h pairs and detected as a current. A small band gap energy, $E_g$, in direct detection materials results in a large quantum gain for each x-ray interaction.

Scintillators for x-ray imaging are chosen (and doped) such that the emission energy falls within the visible light range, usually $\sim 2$ eV (a pale green). This facilitates incorporation of x-ray imaging with relatively mature imaging technologies from other fields, such as photography. The first radiographs were produced by sandwiching photographic film between two sheets of phosphor. As the phosphors emitted light from interaction with x-rays, the film was exposed and subsequently developed into an x-ray image using the same process for photographic imaging. After the digital revolution, scintillators or phosphor films were directly grown or deposited onto arrays of photodiodes, such as for flat panel imagers (section II.D.1). Because the secondary photons are emitted isotropically, there is a tradeoff between detector thickness (increased detection efficiency) and the spatial resolution of the resulting image (section III). Thallium doped cesium iodide scintillators can be deposited in needle-like arrays where internal reflection mitigates this spreading effect.
I.C.2 Direct Detection: X-Ray Photoconductors

Similar to x-ray interaction in scintillators, photon interactions that deposit energy in semiconductor materials excite electrons out of the valence band and into the conduction band, again leaving behind positively charged holes. The number of e/h pairs generated is equal to the interaction energy divided by the band gap energy. In semiconductor photoconductors, however, a voltage is applied across the interaction material, causing electrons in the conduction band to drift to the anode. Readout electronics measure the flow of e/h pairs as current, shown in Figure 1.2, and convert it to a digital signal proportional to the deposited interaction energy. Application of a bias voltage causes e/h clouds to diffuse quickly through the material, and the detector material can be made thicker without a large reduction in spatial resolution. For direct x-ray detectors, high detection efficiency is challenged instead by increased dark noise. Band gaps in the range of 1–2 eV are difficult to achieve with higher-Z metallic materials due to more overlapping energy levels. At small (<1 eV) band gap energies, thermal fluctuations can induce high dark currents.

I.D X-Ray Detector Technologies

I.D.1 Flat Panel Detectors

Flat-panel x-ray detectors (FPDs) typically have a large surface area, enabling digital detection of x-ray projections up to 43×43 cm². Indirect detection FPDs have a flat scintillator layer on the entrance surface coupled to a 2D array of photodiodes, spaced 100–250 µm apart with fill factor (active detection area) of ~80%. FPD photodiodes are composed of hydrogenated amorphous silicon and are coupled to thin-film transistors (TFTs) for readout. Direct detection FPDs typically replace the scintillator and photodiode with amorphous selenium (a semiconductor material, Z = 34) and a charge-integrating capacitor at each pixel. Each column of transistors in the 2D array is connected to a readout amplifier and analog-to-digital signal converter (ADC) at the edge of the panel that interfaces with a frame grabber or other data port on a computer. During active matrix readout, individual “rows” are addressed sequentially by a multiplexer and every TFT in that row is read out simultaneously through the column data line.

Parasitic line capacitance is proportional to the length and width of the readout line. FPD readout lines have typically large length and close packing (small inter-line distances), resulting in high line capacitance. Power supply noise is coupled into the readout lines before the readout amplifier, contributing
a fairly large component of the total additive electronics noise.\textsuperscript{10} In fact, one of the major limitations to FPDs with smaller detector elements (finer resolution) is the increase in noise from more closely packed readout lines. Despite the relatively high electronics noise (compared to charge-coupled detectors (CCDs) and active pixel sensor detectors), the large detection area and relatively low cost per area of FPDs are advantageous for a wide range of x-ray imaging applications such as radiography, fluoroscopy, and CBCT.

I.D.2 Photon Counting Detectors

Energy integrating detectors (EIDs) such as FPDs accumulate the total charge generated by all interactions in a detector element in the signal integration window, associated with a single image frame. These systems cannot distinguish between, for example, 100 interactions each depositing 10 keV each or 50 interactions depositing 20 keV each. Photon counting x-ray detectors (PCDs) aim to record the total number of interacting photons in a detector element, with the added ability to distinguish between photons of differing energy by application of a threshold (count the photon if above threshold energy, otherwise discard). Every detector element of a PCD is coupled to a channel in an application-specific integrated chip (ASIC), composed of a readout amplifier, pulse shaper, a series of comparators, and counters. The pulse shaper is an analog band-pass filter used to temporally filter (shape) the signal from a single photon interaction. The comparator(s) determine if the pulse height is above threshold, and, if so, the counter associated with that comparator is incremented. Multiple comparators and thresholds can be implemented in a single ASIC channel, enabling multi-energy imaging (photons can be segregated into a number of energy bins). In addition to energy-resolved imaging, application of a threshold can reject additive electronics noise, discussed in further detail in Chapter 3.

In an ideal PCD, the “pulse” from a single photon would be a delta function and every interaction would be uniquely distinguishable. In reality, however, diffusion in the semiconductor material and limited sampling bandwidth on the readout imposes temporal blur on the delta function, with typical pulse widths for commercially available PCDs ranging ~0.5–10 ms.\textsuperscript{11} When two or more photons interact in a detector element within this time window, the detector can no longer distinguish the photons, and additionally, the energy information is distorted. This phenomenon is called pulse pileup, and is a major limitation for commercial integration of PCDs into practical use. Algorithms and models accounting for pulse pileup in high-fluence x-ray transmission imaging is the subject of ongoing research,\textsuperscript{12–14} and pileup correction
algorithms show promise for PCD CT systems. Additionally, as the size of detector elements decrease, high-purity synthesis techniques are developed, and readout hardware improves, pileup effects are reduced (especially for low-dose imaging), but charge sharing effects are increased, detailed in Chapter 3.

Photon counting x-ray detection presents a number of advantages, including improved contrast resolution, rejection of additive electronics noise, and energy thresholding for dual-energy imaging. The advantages and disadvantages of PCDs, as well as modern PCD designs, are discussed in Chapter 3.

I.D.3 Active Pixel Sensors

Another emerging detector technology involves use of active pixel sensors (APS), where the pre-amplifier and ADC are miniaturized such that signal amplification (and digitization) occurs before the signal is propagated through the readout lines, mitigating, for example, the high line noise of traditional FPDs. Such detectors leverage the same general x-ray interaction mechanism as FPDs, but replace the a:Si photodiode and TFT with complementary metal-oxide semiconductor (CMOS) transistors. Additionally, the inherent dark noise of CMOS is lower than that of TFTs, resulting in an order of magnitude decrease in per-pixel additive electronics noise when compared to FPDs. Such technology requires the readout electronics to be printed on a silicon wafer, and therefore most CMOS x-ray detectors are limited in surface area by wafer size and cost. Other relative advantages and disadvantages of FPDs and CMOS detectors for use in CBCT systems are discussed in Chapter 4 and 5.

II. Computed Tomography

Section I discussed the formation and detection of images from x-rays transmitted through an object. Such static (radiographs) or moving (fluoroscopy) images are 2D projections of a 3D object, and much information along the direction of projection is lost. Computed tomography is the process by which the 3D object information is recovered from multiple 2D projections acquired at different angles.

II.A Transmission X-Ray CT Systems

Computed tomography imaging systems are composed of a source of x-rays and a detection mechanism for x-rays. The source and detector rotate about the object, and multiple images are acquired during rotation. The first generation of medical CT scanners featured a strongly collimated “pencil beam”
source, which effectively only illuminated one “ray” through the body at a time. The pencil beam and detector were laterally shifted multiple times to acquire a 1D set of parallel-ray projections before rotating and repeating the shifts. The second generation systems removed the collimation in the lateral direction, and used “fan” shaped x-ray beams with multiple non-parallel rays in conjunction with multiple detector elements, arranged in a 1-dimensional (1D) array. This enabled simultaneous collection of a full set of 1D projections for each rotation angle, reducing scan time by an order of magnitude. In both the first and second generations, a full rotation would only provide data for a narrow segment of the patient, and for 3D reconstruction of the patient volume, the entire rotation had to be repeated for multiple slices in the body. The next generations of CT systems introduced spiral or helical scanning (via slip ring technology) which enabled continuous rotation of the source and detector while the patient was translated through the system, and the expansion of the fan-beam coverage in the superior-inferior direction (with multiple 1D detector arrays to match the extended illumination area).

Cone-beam CT systems operate on the same principle (rotating source and detector) as multi-detector CT systems, but the fan beam is extended in the superior-inferior direction, resulting in a large (nearly square) illuminated area per projection. In order to accommodate the large illuminated area, the multi-row detectors are replaced with a large-area detector such as a FPD, and volumetric information can be acquired with a single rotation and no patient translation. This enables a simpler mechanical configuration (no slip rings, for example) but increases artifact and noise, as discussed in section III and IV.

II.B Reconstruction and Algorithms

X-ray CT aims to reconstruct the spatial variation of linear attenuation values in the body. The first x-ray CT reconstruction algorithm was developed in conjunction with first-generation CT systems: x-ray transmission values \( I/I_0 \) were acquired from a series of parallel rays, forming a 1D projection at angle \( \theta \). The function representing the object, \( f(x, y) \), is a map of linear attenuation values. The measured projection line integrals at each angle, \( p(u, \theta) \), can be represented as:

\[
p(u, \theta) = -\ln \left( \frac{I(u)}{I_0} \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(x \cos \theta + y \sin \theta - u) \, dx \, dy
\]

(1.2)
Figure 1.2 shows an example object and sample projections at $\theta = 0^\circ$ and $\theta = 90^\circ$. A full rotational acquisition spans $\theta \in [0^\circ, 360^\circ]$, and the collection of these acquisitions is typically displayed in a sinogram, shown in Figure 1.2. The Fourier slice theorem states that the 1D Fourier transform of the projection at angle $\theta$ is equivalent to a 1D slice of the 2D Fourier transform of the object evaluated at that angle:

$$P(\rho, \theta) = \mathcal{F}_u[p(u, \theta)] = F(\rho \cos \theta, \rho \sin \theta)$$  \hspace{1cm} (1.3)

where $F(f_x, f_y) = \mathcal{F}_{x,y}(f(x, y))$, and $\rho = \sqrt{f_x^2 + f_y^2}$ is the radial spatial frequency. The interested reader may find multiple derivations of this theorem throughout the literature.$^{1,2}$ From this theorem, the full 2D Fourier domain representation of an object can be interpolated from a series of 1D projection data, and reconstructing the original object function, $f(x, y)$, simply involves an inverse 2D Fourier transform. There are a number of disadvantages associated with this approach that limit its practical usefulness. The inverse Fourier transform requires regularly sampled Cartesian data, and small errors due to interpolation of the 1D projection slices can have a large visual impact on the final image in the spatial domain. Additionally, inverse 2D Fourier transforms are fairly computationally intensive.

---

**Figure 1.2.** Parallel-ray geometry projections are shown for a test object at 0 and 90 degrees. The associated spatial domain sinogram and the filtered spatial domain sinogram show the sinusoidal trajectory of the dense object as the angle of projection changes.
A more practical method for CT reconstruction is the filtered backprojection algorithm, which relates the ramp-filtered projection data to the object:

\[
f(x, y) = \int_{0}^{2\pi} \int_{0}^{\infty} F(\rho \cos \theta, \rho \sin \theta) e^{2\pi i \rho (x \cos \theta + y \sin \theta)} \rho \, d\rho \, d\theta
\]

\[
= \int_{0}^{\pi} \int_{-\infty}^{\infty} P(\rho, \theta) |\rho| e^{2\pi i \mu \rho} \, d\rho \left|_{u=x\cos \theta+y\sin \theta} \right. \, d\theta
\]

The inner integral is the inverse 1D Fourier transform of the (previously Fourier transformed) projection data, \(P(\rho, \theta)\), multiplied with a frequency-domain ramp filter, \(|\rho|\) — a filtering operation. The filtered projection, \(p_{\text{filt}}(u, \theta)\) (shown in Figure 1.2 as the filtered sinogram), is evaluated at \(u = x \cos \theta + y \sin \theta\), which is the backprojection step converting \(p_{\text{filt}}(u, \theta)\) into a 2D backprojection image. The backprojection images for each acquisition angle are summed (a fast operation on computers) to give a reconstruction of the original object.

The general filtered backprojection principle in parallel beam geometry can be applied to divergent beam data (second generation CT systems)\(^{23}\) to account for changes in ray density and projection sampling. One may note, additionally, that the transform of Eq. (1.4) applies to 2D objects, and 3D reconstruction is approximated by assuming that 3D objects are stacks of 2D objects. A practical algorithm for 3D filtered backprojection by Feldkamp et al\(^{24}\) extended such 2D slice reconstruction algorithms into the third dimension with additional weighting factors to account for the cone-beam geometry of the system. A modified version of this implementation was used throughout this thesis to generate 3D reconstructions from data acquired on CBCT systems.

In addition to the analytical reconstruction techniques described above, reconstruction can be performed algebraically by discretizing the object and measurements:

\[
p_j = -\ln \left( \frac{I_j}{I_0} \right) = \int \mu(l; E) \, dl \approx \sum \mu_i \cdot l_i
\]

The estimate of the object is divided into \(N\) voxels with attenuation value \(\mu_i\). Similar to Eq. (1.2), \(p_j\) is the \(j^{th}\) projection line integral measured at a discretized location on the detector, and \(l_i\) is the segment length of the
associated ray through the \(i^{th}\) voxel. In this framework, the values for \(\mu\) are unknown, and given a sufficiently large and well-sampled collection of measurements \(\vec{p}\), the object composition can be solved directly as a system of equations. In practice, however, the size of \(\vec{p}\) and \(\vec{\mu}\) are large and iterative methods are typically used out of computational necessity. Additionally, instead of exactly solving the system, the problem can be formulated as an optimization problem that estimates the most likely object \(\vec{\mu}\) given the set of measurements \(\vec{p}\). This approach enables the inclusion of statistical models of the measurement noise, system properties, and object properties (e.g., spatial frequency content of the object), ultimately leading to a more accurate representation of the real object. Development of more complete system models,\(^{25,26}\) noise models,\(^{27}\) and image regularization approaches\(^{28,29}\) is the subject of ongoing research.

### III. X-Ray Imaging System Performance

Images are intended to be representations of reality, but imaging systems—like all measurement devices—impart transformations (blur, artifacts) and uncertainty (noise) in the process of image formation. For medical imaging in particular, the ability to understand and quantitatively describe how the system transforms the original information through measurement and reconstruction is a crucial component of both patient safety as well as continued development of increasingly high-performance and high-fidelity systems. This section presents the metrics governing imaging performance, tradeoffs in system design for improving specific aspects of imaging performance (discussed in detail in Chapter 4), as well as a brief treatment of deterministic effects that cause artifacts in x-ray images, particularly those associated with CBCT systems.

#### III.A Spatial Resolution

Spatial resolution is determined by the minimum separation between two points beyond which they are no longer distinguishable as two distinct objects. The spatial-domain metrics of resolution are characterized by: the point-spread function (PSF) using an impulse function input; the line-spread function (LSF) using a line function input; and the edge-spread function (ESF) using a step function input. The effects of the system on the input can be quantified as \(g(x, y, z) = f(x, y, z) * h(x, y, z)\), where \(g(x, y, z)\) is the measured output, \(f(x, y, z)\) is the input function, and \(h(x, y, z)\) is the impulse response function of the imaging system. For linear systems, the impulse response function \(h\) can be applied to any input (i.e., convolved with any form of \(f(x, y, z)\)). Therefore, the impulse response function is intrinsic to the system,
and is a measure of system performance that is independent of the input. A useful metric for describing the spatial resolution of a system is the full width at half maximum (FWHM) of the LSF, which is the spatial width of the LSF at half of its maximum value. This metric simplifies much of the information imparted by the LSF (such as the overall shape or presence of edge-enhancing negative lobes, etc.), but is generally useful for comparing systems where the shape of the LSF is expected to be similar—a smaller FWHM typically indicates better spatial resolution.

An alternative metric, the modulation transfer function (MTF), is defined in the spatial frequency domain as the Fourier transform of the LSF: \( \text{MTF}(f) = \mathcal{F}_x\{\text{LSF}(x)\} \). The physical interpretation of the MTF is the attenuation or modulation of signal amplitude at frequency \( f \). For example, the frequency at which the amplitude of the MTF falls to 50% is called the f50, and an input sinusoidal wave with frequency equal to f50 will have its output amplitude reduced by 50%. Note that the actual frequency of the input signal in this case is unchanged—only the amplitude is modulated. This should not be confused with the phenomenon of signal aliasing, when the Nyquist criterion is violated, and signal frequencies are aliased into a lower frequency band due to insufficient sampling.

In x-ray imaging systems, there are a number of factors that affect spatial resolution, many of which have tradeoffs with the resulting image noise, discussed in section III.B. The two major sources of resolution degradation come from source and detector blur. Source blur is a phenomenon introduced by the width of the electron beam as projected onto the tungsten anode in the x-ray source, called the focal spot size. This blur is magnified by the system magnification, implying strong tradeoffs with detector blur in the image plane (discussed in Chapter 4). Detector blur results from the spreading and subsequent collection of secondary quanta generated in the x-ray detection process. As noted in section I.C, indirect detection scintillators have generally poorer resolution than direct detection scintillators because the emission of secondary photons is isotropic and tends to diffuse (and potentially reabsorb, scatter, and re-excite, yielding even further reduction of spatial resolution) before being collected. The aperture size is determined by the size of the photodiode or active area of the anode for each detector element, and also contributes to detector blur.

**III.B Noise**

Image noise is the stochastic deviation of signal values from the ground truth signal value, and the magnitude of a voxel in a 3D image can be represented as an instantiation of a random variable (RV). The
standard deviation of this RV is what is commonly reported as the “noise,” and can be measured by taking repeated, independent realizations of the same RV (i.e., imaging the same object repeatedly with the same parameters). Oftentimes, this process is prohibitively resource-intensive, and we leverage the ergodicity of neighboring voxels in a uniform-signal region to estimate the standard deviation from a single global realization of the image. Standard deviation in a uniform region is a convenient metric—and is reported throughout this thesis as a general indicator of the noise magnitude—but does not provide information about the noise texture or correlation. Much as the signal resolution can be modulated by the imaging system, noise correlations can be introduced, modulating the noise power at various frequency bands as well as changing the overall magnitude of the noise power spectrum (NPS). The variance (square of the standard deviation) of a voxel is equal to the integral of the NPS, and therefore two images with the same variance in a uniform area can appear dramatically different if the frequency distribution of the NPS is different. Finally, the signal-to-noise ratio (SNR) is the ratio between the expected signal and the noise (standard deviation), a useful metric to compare the relative magnitude of noise and signal.

There are two broad categories for noise sources in x-ray imaging: noise originating from fluctuations in the number of x-ray photons incident on the detector (quantum noise) and noise introduced by the detection process (detector noise). The generation of x-rays is a Poisson process and interaction of x-rays in matter is a binomial selection on the generated photons. Therefore, the number of photons interacting in the detector is a Poisson RV—as described in Eq. (1.1), the number of photons that pass through the object, \( I \), is an expectation value representing the mean of the Poisson RV. The mean and the variance of a Poisson RV are equal, and therefore the SNR scales as the square root of the total number of photons. The number of photons per unit area in x-ray imaging scales linearly with the mAs (see Section I.A), implying tradeoffs between patient risk (radiation dose) and image quality (SNR), detailed in Chapter 2, 4, and 6. Other approaches to increase the number of detected photons per detector element is to increase the thickness of the detection material or to increase the aperture size (photodiode), both involving a reduction in spatial resolution. The propagation and introduction of noise in the system is discussed throughout this thesis, with specific consideration for design of a CBCT system for detection of low-contrast lesions.
III.C Propagation of Signal and Noise

As we described in section III.A, the imaging system can be mathematically modeled as an impulse response function or transfer function (in the spatial frequency domain) that alters the contrast and noise magnitude in different frequency bands of the input signal. The system transfer function can be divided into a cascade of individual stages in the imaging chain, composed of blur, gain and sampling stages.\textsuperscript{31, 32} Chapter 3 details the development of a new system model for PCDs, and Chapter 4 describes the use of system imaging performance models in the optimization and design of a dedicated CBCT head scanner.

III.D Imaging Performance Metrics and Detectability

The modulated signal and NPS can be combined to derive the detective quantum efficiency (DQE) as a function of spatial frequency (Chapter 5):

$$DQE(f) = \frac{\text{SNR}_{\text{Out}}^2}{\text{SNR}_{\text{In}}^2} = \frac{\bar{G} \cdot \text{MTF}^2(f)}{\text{NPS}(f)/\bar{q}_0}$$

(1.6)

where $\text{SNR}_{\text{Out}}$ and $\text{SNR}_{\text{In}}$ are the signal to noise ratio at the output and input of the system, respectively, $\bar{G}$ is the system quantum gain, $\bar{q}_0$ is the incident photon fluence, and $f$ is the spatial frequency. For x-ray imaging systems, $\text{SNR}_{\text{In}}^2 = \bar{q}_0$ from Poisson statistics discussed in III.B. An ideal imaging system has $DQE(f) = 1$, corresponding to a system that does not transform the signal or noise at any frequency.

The product of the DQE and the incident quanta ($\text{SNR}_{\text{Out}}^2$) is the signal-to-noise power ratio in each frequency bin of the final image and is equivalent to the noise equivalent quanta, NEQ$(f)$. The NEQ is defined as the number of quanta incident on an ideal detector that gives the same output SNR as the non-ideal detector being evaluated. This metric allows a dose-dependent comparison of imaging systems as well as a quantitative metric of the final image quality.

The other component of developing a task-specific imaging performance metric is defining the relevant information or detection task. The derivation and formulation of two tasks corresponding to a low-contrast lesion and a high-contrast fracture is described in Chapter 4. In each case, the task consists of a Fourier domain template of the frequencies of interest in the object scaled by the signal power of the object—high contrast objects have higher signal power per volume. The detectability index, $d'$, is approximately the
integrated SNR of the final image weighted by the task function. While such an approach is grounded in detection theory, Fourier-domain metrics for detectability are used in this thesis as a guide for system design rather than as a direct prediction of observer performance, although studies have shown that such a metric can correspond fairly well with real observer performance.  

III.E Artifacts

Artifacts are image-degrading effects resulting from non-stochastic properties of the system. If the same object is imaged twice, the appearance of the image artifacts will not change. This section will primarily focus on a description of image artifacts in CBCT systems and their effect on low-contrast lesion detection. An example of these artifacts can be found in Figure 1.3.

Scattered radiation, briefly discussed in section I.A, is caused by Compton and Rayleigh interactions in the object. When a photon scatters, its path of travel is deflected and the subsequent photon interaction in the detector is incorrectly attributed to a different ray during backprojection. Generally, the recorded scattered radiation has low spatial frequency content—described as a “fog” in film-based radiography—and therefore its effect is most severe in regions where the primary signal (unscattered radiation) is lowest. In 3D reconstructions, the approximately additive scatter fluence term in the projection domain manifests as a low-frequency shading or cupping across the image, shown in Figure 1.3b. While Chapter 4 and Appendix B show that the local detectability index is not changed by scatter correction, the cupping artifact presents challenges for visualization of low-contrast objects where the location of the stimulus is unknown. A number of scatter compensation techniques have been developed, falling into two broad categories: scatter rejection before detection, or scatter estimation and subtraction. The two approaches have different implications for noise and signal in the reconstructed image, and as discussed in Chapter 4, design of a CBCT scanner for

---

Figure reproduced from Cone Beam Computed Tomography: Cone-Beam CT Image Quality with permission from the author.
low-contrast lesion detection considered both mechanical scatter rejection (anti-scatter grids and geometrical scatter rejection) and post-acquisition scatter subtraction (Monte Carlo scatter estimation).

Figure 1.3. Example of CBCT artifacts such as (a) ring artifacts arising from detector signal irregularities, (b) scatter artifacts, (c) beam hardening artifacts, (d) motion artifacts, (e) truncation artifacts, and (f) cone-beam artifacts. Figure reproduced with permission from the author.

Another fairly severe artifact for low-contrast visualization in CBCT images is the cone-beam artifact, illustrated in Figure 1.3f. When CT scanners moved from fan-beam (2D slice reconstruction) to cone-beam (with 3D volume reconstruction from a single rotation), Tuy’s sampling condition\textsuperscript{38} was violated. The resulting artifact presents as a nulling of z-frequencies in a cone shape that becomes increasingly severe farther from the central slice. Especially near the top of the cranium, large shading effects from the missing frequencies can confound low-contrast lesion detection. While model-based iterative reconstruction techniques can mitigate the appearance of cone-beam artifacts using image regularization, the problem of cone-beam artifact is still fundamentally one of missing information and changes in acquisition geometry are required to eliminate this effect.\textsuperscript{39, 40} Additional methods leverage the deterministic nature of the artifact
appearance and perform a series of back- and forward-projections to estimate and subtract the appearance of cone-beam artifacts.41

Beam hardening artifacts arise from the polyenergetic nature of the x-ray beam. As discussed in section I.A, the energy of each photon emitted from an x-ray source is drawn from the bremsstrahlung energy spectrum. As the x-ray interacts in matter, lower energy photons have a higher chance of being absorbed, and the average energy of photons passing through the object tends to increase as the pathlength increases, causing an apparent reduction in linear attenuation for the line integral. Beam hardening artifacts are particularly severe in areas with high-attenuation tissues like bone or through large pathlengths (lateral projection through the abdomen). The appearance of beam hardening artifacts are similar to scatter artifacts in low-density regions (illustrated in Figure 1.3c). Near high-density, high-atomic-number objects (like bone) it can cause streaks or “blooming” effects that can obscure low-contrast lesions completely. Beam hardening corrections are performed on the line integral data and use a pre-generated look-up table to remap the apparent attenuation to the actual attenuation given a particular incident x-ray spectrum.

A number of other, more subtle artifacts such as temporal detector lag, detector veiling glare, off-focal radiation, ring artifacts, truncation, and patient motion during the scan can also negatively affect low-contrast lesion detection. Chapter 6 discusses compensation techniques for some of these effects.

IV. Clinical Motivation

IV.A Clinical Applications for Head Imaging with X-Ray CT

Imaging systems featuring both high spatial resolution performance and good soft tissue (low-contrast) visualization are important for diagnostic head imaging, which can be broadly divided into neurological and otolaryngological-head and neck (OHN) / maxillofacial diseases and injuries, discussed below. The short scan-times of CT systems (< 1 minute) are especially advantageous for diagnosis of time-sensitive head injuries as well as minimizing patient motion artifacts (important for high-resolution imaging). Additionally, many CBCT and MDCT systems are capable of spatial resolution approaching or exceeding 2 line pairs / mm (MTF f50) in the reconstructed image, and are particularly suitable for imaging of high-contrast fractures and fine bone anatomy.
Many diagnostic applications of OHN imaging focus on high-contrast visualization such as cholesteatoma, superior semicircular canal dehiscence (SSCD), laryngeal cartilaginous tumor, and choanal atresia. In such applications, high isotropic spatial resolution is required due to a need for planar reformatting. Semicircular canals (with each semicircle in a separate plane) have internal diameter ranging 0.7–2.1 mm, and diagnosis of SSCD requires reformation of the images in the plane of the superior canal. A retrospective study found a majority of patients benefited from high-resolution, 0.5-mm beam collimation MDCT scans for proper visualization of dehiscence and surrounding structures, improving specificity and sensitivity over standard 1.0-mm collimation scanning techniques. In addition to high-contrast imaging tasks, OHN cancer diagnosis and treatment planning require improved soft tissue visualization and additionally benefit from functional imaging available with combined PET/CT.

Intracranial hemorrhage (ICH) is associated with a number of neurological diseases and injuries, including traumatic brain injury (TBI), hemorrhagic stroke, aneurysm, hypertensive intracerebral hemorrhage, and post-surgical hemorrhage. There are estimated to be 1.7 million visits to the emergency department annually for TBI—with a 10–15% mortality rate for cases of severe TBI—and ~800,000 cases of stroke annually, with about 13% of those hemorrhagic. Acute ICH typically presents as a hyperattenuating lesion in non-contrast (NC) CT. Common types of ICH include epidural hematoma (EDH), subdural hematoma (SDH), subarachnoid hemorrhage (SAH), and intraparenchymal hemorrhage (IPH) and exhibit an evolution in contrast that initially increases during the hyperacute and acute stages (hyperdense, ~40-80 HU contrast within ~3 days) and subsequently decreases to subacute (isodense) and chronic (hypodense, 5–20 HU contrast in ~10–20 days or longer).

Non-contrast multi-detector CT (NC-MDCT) is the most prevalent front-line imaging modality for detection, diagnosis, and monitoring of ICH in its acute stage, offering speed and high sensitivity to the presence of fresh blood in the brain. MDCT also provides utility in detecting temporal bone fractures and other middle ear diseases, although traditionally limited in isotropic high-resolution imaging due to beam collimation and layout of multi-row detectors. For stroke imaging, NC-MDCT is widely used for exclusion of ICH, with CT perfusion subsequently providing diagnosis, prognosis, and direction of therapeutic course.
**IV.B Benefits of a Point-of-Care CBCT Imaging System**

For patients in critical care units as well as remote locations such as field hospitals, transport to the MDCT or MRI suite carries significant safety considerations. Especially in the critical care setting, patient transport is associated with alarmingly high morbidity and mortality. For example, a retrospective study indicated that adverse effects occur in up to 70% of all patient transports, with 8% of such events being potentially life-threatening. A prospective study of 125 intrahospital transports of ICU patients indicated a 1 in 3 rate of adverse events, with 75% occurring while the patient was in the Radiology department. Ott et al. described a spectrum of contributing factors affecting patient safety in transport to Radiology, including risk of dislodging tubes and lines, movement from the patient transport bed to the scanner couch (and back), the potential need for sedation for relief of claustrophobia, and separation from their usual caregivers. Despite such risks, however, the benefits gained in diagnostic confidence and direction of proper therapy justify the significant role of imaging in managing critically ill patients. For example, 45% of cases experience a change in management based solely on radiological findings (e.g., detection of new lesions).

The importance of imaging in the diagnosis and treatment of head and neck injuries combined with the risks of patient transport to the scanner suite motivates the development of point-of-care imaging for monitoring and management of patients with brain injury. A variety of commercially available portable imaging systems merit investigation for such application, including mobile C-arms for CBCT, CBCT systems designed specifically for head imaging, portable CT scanners, and even portable MRI. Such systems exhibit varying degrees of imaging performance and logistical compatibility with the critical care environment.

**IV.C Advantages and Challenges of CBCT**

Cone-beam CT offers relative simplicity and flexibility in system design, with numerous embodiments emerging over the last two decades for interventional and diagnostic imaging applications. Such systems can offer mechanical simplicity, portability, capability for 2D radiographic / fluoroscopic as well as 3D CBCT imaging, native isotropic resolution, and relatively low cost. For image-guided interventions, CBCT image quality may be sufficient for the task of localizing known targets and adjacent vital anatomy, but for diagnostic head imaging, such systems tend to be limited to high-contrast imaging of bone. For neuroimaging in particular, identification of natural anatomical landmarks [e.g., gray
and white matter and cerebrospinal fluid (CSF)] requires contrast resolution better than ~20 HU. Such capability is primarily challenged by image noise and nonuniformity (artifacts) to which CBCT systems are particularly susceptible. Achieving contrast resolution sufficient for reliable detection of ICH at the point of care requires a significant advance in CBCT imaging performance without compromising other advantageous characteristics of portability, open geometry, ease of use, and cost. This thesis will present a physics-based approach to design and optimize the imaging performance of such a system.

V. Outline for Thesis

Thesis Statement: A cone-beam computed tomography system can be developed with imaging performance sufficient for high-quality imaging of the head and suitable to deployment at the point of care, in settings such as critical care units, practitioner’s offices, or field hospitals.

Chapter 2 presents an assessment of a head-and-neck CBCT system to determine the potential limitations and benefits of such systems for high-quality imaging of the head. The results were compared to literature on other such systems, and it was found that low-contrast visualization was challenging, primarily due to high detector noise and large amounts of scatter. Chapter 3 details the development of an imaging performance model for PCDs to assess the relative benefits (and limitations) of such detectors in improving noise, contrast, and dose efficiency in a CBCT system. The model revealed important implications for energy resolution, noise, and spatial resolution as a function of energy threshold and charge sharing rejection. While the low-dose performance of PCDs was found to be advantageous compared to an equivalent EID, and spatial resolution surpassed current state-of-the-art FPDs, the physical size, relatively small FOV, and count-rate limitations of such detectors suggested that alternative EID technologies may be more suitable for an initial prototype design.

The design and optimization of a new CBCT system dedicated to detection of low-contrast ICH (with consideration for high-contrast fracture) is detailed in Chapter 4. The work uses a cascaded systems model of the imaging chain to optimize the system configuration and hardware (geometry, detector, x-ray source, etc.) for detection of the low-contrast ICH task. While the prototype design was guided by these results, Chapter 4 further details hardware and logistical considerations for system design. Chapter 5 discusses FPD improvements for improved noise performance, including comparison of dual-gain detector
readout to use of bowtie filter with high-gain detector readout to further improve ICH detectability. Chapter 6 presents the assessment of the prototype CBCT scanner designed in Chapter 4 as a prerequisite for clinical studies in the neurological critical care unit.
Chapter 2: Imaging Performance of a Head and Neck CBCT System

I. Introduction

X-ray CT has proliferated over the last several decades as an important medical imaging modality with widespread application in diagnosis, surgical guidance, and monitoring. Key considerations in applying this prevalent modality are knowledge of the radiation dose and imaging performance characteristics. A variety of application-specific embodiments of CBCT for the head have emerged over the last decade, including systems dedicated to dental/maxillofacial,\textsuperscript{86-95} temporal bone,\textsuperscript{43, 54, 96} and even soft tissue imaging,\textsuperscript{97} with each offering the potential for isotropic, sub-millimeter spatial resolution combined with varying levels of soft-tissue contrast resolution and short scan times. Maxillofacial and temporal bone CBCT systems are of particular interest as point-of-care imaging systems due to their prevalence, low cost, and compact geometries. Such systems, however, typically involve varied system geometries, scan orbits, radiation dose profiles, and as-yet uncharacterized soft-tissue imaging performance. A quantitative technical assessment grounded in scientific methodology and imaging physics is important to rigorously quantify the performance of such systems in their early stages of development and translation. A first step toward development of a dedicated system for high-quality soft tissue imaging in the head with a point-of-care system is a rigorous technical assessment of imaging performance as demonstrated in a current state of the art CBCT scanner.

This chapter therefore describes the technical assessment of a new CBCT system (CS 9300, Carestream Health, Rochester NY) developed specifically for otolaryngology-head and neck surgery (OHNS) and maxillofacial imaging [alternatively—ear, nose, and throat (ENT) imaging]. Comparable systems that are currently commercially available include the MiniCAT (Xoran, Ann Arbor MI),\textsuperscript{85} CB Mercuray (Hitachi, Twinsburg OH), NewTom (QR, Verona Italy), i-CAT (Imaging Sciences, Hatfield PA), Accuitomo 170 (J. Morita USA, Irvine CA), and others. The CS 9300 includes modifications of various characteristics in comparison to previous platforms (9000 series) from the same manufacturer, including: options for expanded field of view (FOV); a variety of full-scan (360°) and short-scan (~210° or greater)
protocols with various FOV and scan speed; pulsed or continuous x-ray source; and enhanced acquisition and reconstruction software.

The technical assessment reported below addresses the dosimetric properties and image quality associated with manufacturer-specified technique protocols of the CS 9300 for OHNS imaging. The work was first reported in Xu et al., "Technical assessment of a cone-beam CT scanner for otolaryngology imaging: image quality, dose, and technique protocols." Results are compared to reports in the scientific literature and focus on a system-specific technical assessment that was performed firstly as a basis of performance comparison with other dedicated CBCT systems for imaging of the head and neck, and secondly as an evaluation of the benefits and limitations of such systems for potential application in high-quality brain imaging at the point of care.

II. Methods and Materials

II.A. The CS 9300 and Default Protocols

According to the manufacturer, the intended use of the CS 9300 scanner is "... to produce 3D digital x-ray images of the dento-maxillo-facial and ENT regions as diagnostic support for pediatric and adult patients." The scanner capabilities and specifications are summarized in Table 2.1. The default imaging protocols deployed on the system are summarized in Table 2.2, including three sinus protocols (denoted S) and four ear (temporal bone) protocols (denoted E). All measurements involving the unilateral temporal bone protocols (E2, E3, and E4) were performed with the right ear protocol. The left ear protocols were spot-checked to be symmetric with respect to the contralateral side. The angular extent, FOV, and number of projections are all non-modifiable parameters for each imaging protocol, but the kV and mAs may be freely adjusted at the discretion of the technologist. The “short-scan” orbits are comparable to half-scan orbits (180° + fan), with orbital extent particular to each protocol detailed separately below and in Table 2.2.

An initial technical assessment was performed (data not shown) that motivated modifications to the scan orbits (start and stop angles of the x-ray source and detector) and the technique chart (reduction in kV and mAs). All results presented below pertain to protocols and measurements after such modifications. The resulting protocols reduced dose by up to 30% and better situated the short-scan orbits to impart dose preferentially to the posterior of the head (and reduce anterior dose—e.g., to the eyes).
### Table 2.1. Summary of system parameters and specifications. The x-ray tube is the CEI OPX 110 (Trophy, Verona Italy), and the x-ray detector is Model 2520 (Varian Imaging Products, Palo Alto CA).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-ray tube</td>
<td>CEI OPX 110</td>
</tr>
<tr>
<td>Power (max)</td>
<td>1.5 kW</td>
</tr>
<tr>
<td>Anode</td>
<td>Fixed target (W)</td>
</tr>
<tr>
<td>Focal spot size</td>
<td>0.7 FS</td>
</tr>
<tr>
<td>Tube voltage</td>
<td>60 – 90 kV (1 kV steps)</td>
</tr>
<tr>
<td>Tube current</td>
<td>2 – 15 mA (1 mA steps)</td>
</tr>
<tr>
<td>X-ray pulse rate</td>
<td>33 p/s (1 pulse per 30 ms)</td>
</tr>
<tr>
<td>Inherent filtration</td>
<td>2.5 mm Al equiv. (70 kV)</td>
</tr>
<tr>
<td>Added filtration</td>
<td>0.1 mm Cu (70 kV)</td>
</tr>
<tr>
<td>Bowtie filter</td>
<td>Custom (Cu)</td>
</tr>
<tr>
<td>HVL (70 kV)</td>
<td>4.6 mm Al</td>
</tr>
<tr>
<td>HVL (80 kV)</td>
<td>5.0 mm Al</td>
</tr>
<tr>
<td>HVL (85 kV)</td>
<td>5.4 mm Al</td>
</tr>
<tr>
<td>HVL (90 kV)</td>
<td>5.7 mm Al</td>
</tr>
<tr>
<td>HVL (100 kV)</td>
<td>6.0 mm Al</td>
</tr>
<tr>
<td>Detector type</td>
<td>Varian 2520</td>
</tr>
<tr>
<td>Detector readout mode</td>
<td>Dynamic gain</td>
</tr>
<tr>
<td>Pixel size (intrinsic)</td>
<td>0.127 mm</td>
</tr>
<tr>
<td>Pixel binning</td>
<td>(S1, S3, S3, E1, E4) 2×2 (0.254 mm)</td>
</tr>
<tr>
<td></td>
<td>(E2, E3) 1×1 (0.127 mm)</td>
</tr>
<tr>
<td>X-ray converter</td>
<td>CsI:Tl</td>
</tr>
<tr>
<td>Antiscatter grid</td>
<td>None</td>
</tr>
<tr>
<td>Reconstruction filter</td>
<td>Not specified</td>
</tr>
<tr>
<td>Voxel Size</td>
<td>90 – 500 µm</td>
</tr>
</tbody>
</table>

#### Table 2.2. Technique chart for various protocols deployed on the scanner. Three sinus protocols include: S1 (large FOV); S2 (fast scan, small FOV); and S3 (small FOV, high quality). Four ear protocols include: E1 (bilateral FOV); E2 (unilateral (R or L), high-resolution); E3 (unilateral, fast); and E4 (unilateral, larger FOV). Each protocol entails different FOV, scan time, number of projections per scan, radiation dose, scan angle, and image quality. Voxel size (mm) is isotropic in x, y, and z directions.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>kV</th>
<th>mA</th>
<th>mAs</th>
<th>FOV (cm²)</th>
<th>Scan Time (s)</th>
<th>Orbital Extent</th>
<th>Voxel Size (mm)</th>
<th>Volume Size (voxels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinus 1 (S1)</td>
<td>85</td>
<td>5</td>
<td>56</td>
<td>17×13.5×17</td>
<td>11.3</td>
<td>Full (360°)</td>
<td>0.3</td>
<td>567×567×450</td>
</tr>
<tr>
<td>Sinus 2 (S2)</td>
<td>85</td>
<td>5</td>
<td>32</td>
<td>17×11×17</td>
<td>6.4</td>
<td>Short (~204°)</td>
<td>0.5</td>
<td>339×339×220</td>
</tr>
<tr>
<td>Sinus 3 (S3)</td>
<td>85</td>
<td>5</td>
<td>51</td>
<td>17×11×17</td>
<td>10.2</td>
<td>Short (~204°)</td>
<td>0.3</td>
<td>567×567×367</td>
</tr>
<tr>
<td>Ear 1 (E1)</td>
<td>90</td>
<td>5</td>
<td>43</td>
<td>17×6×17</td>
<td>8.5</td>
<td>Short (~204°)</td>
<td>0.2</td>
<td>567×567×200</td>
</tr>
<tr>
<td>Ear 2 (E2)</td>
<td>90</td>
<td>6.3</td>
<td>126</td>
<td>5×5×5</td>
<td>20</td>
<td>Short (~188°)</td>
<td>0.2</td>
<td>250×250×250</td>
</tr>
<tr>
<td>Ear 3 (E3)</td>
<td>90</td>
<td>6.3</td>
<td>76</td>
<td>5×5×5</td>
<td>12</td>
<td>Short (~188°)</td>
<td>0.2</td>
<td>250×250×250</td>
</tr>
<tr>
<td>Ear 4 (E4)</td>
<td>90</td>
<td>6.3</td>
<td>76</td>
<td>8×8×8</td>
<td>12</td>
<td>Short (~192°)</td>
<td>0.3</td>
<td>267×267×267</td>
</tr>
</tbody>
</table>

**II.B. Dose Measurement: Experimental Setup**

Dose measurements were performed with methodology adapted from those outlined in AAPM Task Group Report #111.25 As shown in Figure 2.1, three acrylic cylindrical phantoms of 16 cm diameter (CTDI
phantoms) were stacked along the central cylindrical axis to simulate the “head” and a 0.6 cm$^3$ Farmer ionization chamber was used in conjunction with a Radcal electrometer (AccuDose, Radcal Corp., Monrovia CA) to measure the central and peripheral doses imparted for all protocols listed in Table 2.1. Dose measurements used up-to-date manufacturer calibration of the electrometer and accounted for temperature-pressure corrections at the time of measurement. Measurements were nominally performed at the level of the central axial slice of the image volume. A further measurement of dose as a function of kV and mAs was performed for the S1 protocol and the E1 protocol. The central dose ($D_0$) was defined as the absolute dose (mGy) at the center of the CTDI phantom for each scan for each protocol.

Peripheral dose was measured at four cardinal locations at the periphery of the CTDI phantom (at the same level as the central dose), with all other experimental factors held constant. Since several of the protocols involved short-scan orbits of the source and detector about the head, the peripheral dose varied at each of the measurement points (e.g., highest at the posterior point for short-scan orbits in which the source traverses the posterior of the head). In addition to the central absolute dose ($D_0$) the four peripheral dose measurements ($D_{periph}$) were averaged to yield a “weighted” dose value analogous to CTDI$_w$, specifically: ($D_W = \frac{1}{3}D_0 + \frac{2}{3}D_{periph}$). The dose-length product was defined as $DLP = D_W \cdot L$. To the limited extent that is meaningful to convert the absolute dose from such orbits to the “effective dose” ($D_E$, mSv) and to permit comparison to other systems for which results have been reported only in terms of effective dose (mSv), we used the tissue conversion factor for the head ($k_{head} = 0.0023$ mSv/mGy/cm) given by ICRP Publication 103\textsuperscript{26} and computed $D_E = k_{head} \cdot DLP$. The limitation and approximation of this approach is recognized—namely, that effective dose conversion for short-scan orbits is not strictly defined. Specifically, the required tissue conversion factors were developed in the context of conversion from CTDI$_w$. The short-scan measurements of absolute dose (mGy) are considered to be valid, but the effective dose values (mSv) should be recognized as approximate and are only included for comparison with other systems that only report mSv.

Dose distribution “maps” were generated using a smoothed interpolation of the five measurement points (the central dose and four peripheral doses) for each protocol. The dose maps provide visualization of heterogeneous dose distribution about the lateral, posterior, and anterior aspects of the head, particularly for the various short-scan protocols. They do not pretend to account for tissue heterogeneities, though they
are a valuable means of conveying dose distributions to the clinicians and manufacturer with respect to the various scan orbit pathways.

A further study was conducted with S1 and E1 protocols to characterize the out-of-field dose \( [D_0(z)] \) along the longitudinal axis. The absolute dose to the center of the CTDI phantom was measured as a function of \( z \) (longitudinal position) beginning at the central plane, covering the extent of the primary collimated x-ray field, and extending inferiorly beyond the field toward the “neck.” The same experimental setup of three stacked CTDI phantoms was used for this assessment, with the ionization chamber position manually translated along the \( z \)-axis in \( \sim 2 \) cm increments.

![Experimental setup for dose measurements. The photograph shows the scanner with the chin rest and temple paddles removed and a stack of 16 cm diameter plastic cylinder phantoms. Variations of the phantom setup included: three 16 cm acrylic CTDI phantoms; a CATPHAN in place of the central cylinder (for SDNR measurements); a custom SolidWater\textsuperscript{TM} cylinder with tissue-simulating plastic inserts (Gammex RMI, Madison WI); a wire phantom (for MTF measurements); and an anthropomorphic head phantom (natural skeleton in Rando\textsuperscript{TM} plastic).](image)

### II.C. Imaging Performance

Performance measurements used two CatPhan modules (CTP404 and CTP528) and a custom SolidWater\textsuperscript{TM} cylinder with tissue-simulating plastic inserts (Gammex RMI, Madison WI). The Signal Difference to Noise Ratio (SDNR) was calculated as follows:

\[
SDNR = 2 \left( \frac{\mu_{\text{insert}} - \mu_{\text{background}}}{\sigma_{\text{insert}} + \sigma_{\text{background}}} \right)
\]  

(2.1)
where $\mu_{\text{insert}}$ is the average voxel intensity of a specified insert, $\mu_{\text{background}}$ is the average voxel intensity of the background material adjacent to (and at the same radius as) the insert, and $\sigma_{\text{insert}}$ and $\sigma_{\text{background}}$ are the standard deviations in the respective regions.

II.C.1 High Contrast SDNR

The CTP404 insert (CatPhan module, The Phantom Laboratory, Greenwich NY) containing various plastic cylindrical inserts was used to assess high-contrast SDNR. For all protocols, the SDNR was calculated between polystyrene (measured 91 HU) and background (measured -26 HU). The dose-normalized SDNR was computed by dividing by the square root of the measured absolute dose ($D_0$) for each protocol. Due to the presence of a significant blush and ring artifact and lateral truncation artifacts (depending on FOV), the region of interest (ROI) location for calculation of SDNR was selected to avoid such artifacts while maintaining equal radius from the center of the image for all inserts and background ROIs.

II.C.2 Low-Contrast (Soft-Tissue) SDNR

Further study of the low-contrast resolution capabilities of the scanner was performed using a SolidWater phantom with inserts that simulated soft-tissue densities. Tissue-equivalent inserts (Gammex RMI, Madison WI) include adipose (-112 HU), solid water (0 HU), brain (6 HU), and liver (87 HU). Soft-tissue SDNR was calculated in the same manner as described above.

II.C.3 HU Accuracy

The same phantoms were scanned with a MDCT scanner (Somatom Definition Flash, Siemens Healthcare, Erlangen Germany) using standard clinical “head” protocols (120 kV, 125 mAs, T80f kernel, and $0.4 \times 0.4 \times 0.4$ mm$^3$ voxel size), and the HU values reported by the MDCT scanner and CS 9300 scanner were compared.

II.C.4 Spatial Resolution

Spatial resolution was assessed qualitatively using a line-pair phantom (CTP528 module of the CatPhan) for all protocols. Quantitative assessment of spatial resolution for the S1 and E1 protocols was performed by measurement of the MTF from a wire phantom. The MTF was calculated as the Fourier transform of an oversampled LSF derived from Radon transform of axial images of the wire within a
cylindrical phantom under tension, slightly angled to the longitudinal image axis. Radon transform, oversampling, LSF normalization, and MTF estimation followed similar procedures as previously published works.²⁷,²⁸

II.C.5 Image Quality in an Anthropomorphic Head Phantom

An overall qualitative assessment of image quality was performed using scans of an anthropomorphic RANDO head phantom (natural human skeleton in tissue-equivalent plastic; The Phantom Laboratory, Greenwich NY). Images were qualitatively assessed by an expert, fellowship-trained rhinologist and otologist with respect to the visibility of pertinent anatomical structures and overall diagnostic quality. The potential for more quantitative observer performance assessment is recognized (e.g., ROC tests), but is beyond the scope of the technical assessment reported here. The qualitative interpretation by expert clinicians was valuable, complementary, and confirmatory of measurements of SDNR and MTF.

III. Results

These results correspond to a second technical assessment of the CS 9300 after modifications were made based upon recommendations arising from an initial technical assessment performed using the same methods and experimental setup. The initial sinus protocols (S1, S2, and S3) employed a 90 kV beam (5 kV greater than those listed in Table 2.1) and a tube current of 6.3 mA (1.3 mA higher than those listed in Table 2.1). The ear protocols (E1, E2, E3, and E4) did not change in beam energy, but the mA was reduced from 6.3 mA to 5 mA for E1 and from 8 mA to 6.3 mA for E2, E3, and E4. Several of the source-detector orbits in the initial protocols were also modified to those illustrated in Figure 2.2: The S2 protocol, for example, initially involved a longer arc beginning at the right ear, traversing the posterior of the head, and ending anterior to the left ear; similarly, the E1 protocol involved an arc beginning posterior to the right ear, traversing the posterior of the head and ending at the left anterior of the head; other scan trajectories were as shown in Figure 2.2. The adjustment of the S2 and E1 protocols to those shown in Figure 2.2 was motivated primarily to reduce the total arc length and deposit dose posteriorly [rather than to the anterior head (viz., eye lens)]. The initial assessment yielded dose values of: \( D_w = 9.2 \text{ mGy (S1), 5.3 mGy (S2), 8.5 mGy (S3), 6.5 mGy (E1), 7.9 mGy (E2), 5.0 mGy (E3), and 8.1 mGy (E4)} \). Similarly, the SDNR/√mGy from the original assessment for the same CatPhan module was 0.97 (S1), 1.2 (S2), 1.0 (S3), 1.2 (E1), 1.5 (E2), 1.7 (E3), and
0.75 (E4) [all units $1/\sqrt{\text{mGy}}$]. Spatial resolution assessed subjectively from the CatPhan line-pair pattern ranged between 12 lp/mm (S2) to greater than 15 lp/mm (E2-4). The reduction in kV and mAs and modification of the source-detector orbits were qualitatively assessed in anthropomorphic phantoms, with further possible modifications suggested below.

III.A. Dose

Dose measurements demonstrated that all protocols deployed on the CS 9300 scanner are similar to (or somewhat lower than) those reported for comparable CBCT scanners as well as those reported for MDCT head protocols. Table 2.3 summarizes the dose measurements, where central dose is seen to be in the range 2.9–5.7 mGy, depending on the specific protocol. For example, the lowest and highest dose protocols (E3 and S1, respectively) gave $D_0 = 2.9$ and $5.7$ mGy, $D_w = 4.7$ and $8.5$ mGy, DLP = 24 and 114 mGy.cm, and $D_E = 0.05$ and 0.26 mSv, respectively. By comparison, Ludlow et al$^{23}$ reported doses for comparable scanners to be between 0.05 mSv (NewTom) and 1 mSv (iCAT). Because other reports in the literature used thermoluminescent dosimeters (TLDs) and were aimed at patient dose characterization instead of absolute dose ("output") of the scanner itself, a comparison in terms of absolute dose (mGy) is not available. In comparison to MDCT of the head, the median value for CTDI$_W$ reported in Pantos et al$^{29}$ was approximately 52 mGy, with a range of 17-181 mGy measured over 17 studies spanning approximately two decades.

<table>
<thead>
<tr>
<th>#</th>
<th>$D_0$ (mGy)</th>
<th>$D_0$/mAs (mGy/mAs)</th>
<th>P1 (A) (mGy)</th>
<th>P2 (R) (mGy)</th>
<th>P3 (P) (mGy)</th>
<th>P4 (L) (mGy)</th>
<th>$D_{\text{periph}}$ (mGy)</th>
<th>$D_w$ (mGy)</th>
<th>$D_w$/mAs (mGy/mAs)</th>
<th>DLP (mGy·cm)</th>
<th>$D_E$ (mSv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>5.7</td>
<td>0.08</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
<td>6.10</td>
<td>5.97</td>
<td>80.6</td>
<td>1370.3</td>
<td>6.0</td>
</tr>
<tr>
<td>S2</td>
<td>3.3</td>
<td>0.08</td>
<td>1.4</td>
<td>4.0</td>
<td>4.5</td>
<td>4.0</td>
<td>3.46</td>
<td>3.41</td>
<td>37.5</td>
<td>637.4</td>
<td>3.4</td>
</tr>
<tr>
<td>S3</td>
<td>5.3</td>
<td>0.08</td>
<td>2.2</td>
<td>6.3</td>
<td>7.2</td>
<td>6.5</td>
<td>5.55</td>
<td>5.47</td>
<td>60.2</td>
<td>1023.4</td>
<td>5.5</td>
</tr>
<tr>
<td>E1</td>
<td>4.5</td>
<td>0.08</td>
<td>1.6</td>
<td>5.5</td>
<td>8.3</td>
<td>5.7</td>
<td>5.29</td>
<td>5.02</td>
<td>30.1</td>
<td>512.4</td>
<td>5.0</td>
</tr>
<tr>
<td>E2</td>
<td>4.8</td>
<td>0.03</td>
<td>6.4</td>
<td>2.5</td>
<td>12.1</td>
<td>8.2</td>
<td>7.30</td>
<td>6.46</td>
<td>32.3</td>
<td>161.5</td>
<td>6.5</td>
</tr>
<tr>
<td>E3</td>
<td>2.9</td>
<td>0.03</td>
<td>3.8</td>
<td>1.5</td>
<td>7.2</td>
<td>4.0</td>
<td>4.12</td>
<td>3.70</td>
<td>18.5</td>
<td>92.4</td>
<td>3.7</td>
</tr>
<tr>
<td>E4</td>
<td>3.2</td>
<td>0.03</td>
<td>5.5</td>
<td>2.1</td>
<td>6.2</td>
<td>5.7</td>
<td>4.88</td>
<td>4.31</td>
<td>34.5</td>
<td>275.8</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 2.3. Summary of dose measurements for each protocol deployed on the scanner. Central dose ($D_0$), peripheral dose (P1-P4), and various aggregate calculated dose values are shown. Labels for peripheral positions are provided for P1-P4, where A=anterior, P=posterior, R=Right, and L=left. The protocols are in Table 2.1. The measurement locations are shown in Figure 2.2.

The measured value of $D_w$ (an approximate analogue of CTDI$_W$ for short-scan orbits) for the CS 9300 is considerably lower than the lowest CTDI$_W$ reported for MDCT, although ongoing advances in dose reduction and improved reconstruction algorithms will likely drive MDCT to still lower values. Some of those same advances will likely apply to further dose reduction in CBCT as well.
As shown in Figure 2.2, the various scan orbits impart very different dose distributions: for a 360° orbit (S1), the dose deposition is the expected, radially symmetric dose distribution with exponential attenuation toward the center of the phantom; for the short-scan and unilateral orbits, however, the dose is deposited predominantly at the posterior of the head (S2, S3, and E1) and/or unilaterally (E2, E3, and E4). These differences in scan orbit yield variation in the peripheral dose that in turn affects the “weighted” and “effective” dose shown in Table 2.3. The dose maps in Figure 2.2 further demonstrate that the short-scan orbits achieve considerable dose sparing of the anterior region, including the eyes. Some implications with respect to dosimetry standards and further improvements in anterior dose sparing are discussed below.

![Figure 2.2. Dose distributions (“maps”) in the central axial plane for various scanner orbits. The colorbars show the dose (mGy). Each protocol is labeled as in Table 2.1. The top left image “Key” shows the legend for: tube start angle, tube stop angle, center of rotation, and center of the object. The small FOV for the unilateral scan protocols are shown as dotted circles in E2, E3, and E4.](image)

Figure 2.3 shows measurements of the longitudinal (z) distribution of dose within and beyond the primary beam FOV. The falloff was anticipated to be fairly gradual due to scatter in the broad volumetric beam. The longitudinal dose tails fall to ~10% of the maximum central dose at ~8 cm from the edge of the FOV and to ~1% of the maximum central dose at ~12 cm from the edge of the FOV. Assuming an approximate thyroid position at ~8 cm below the chin, the dose to the thyroid would be approximately 1.1 mGy and 0.8 mGy for the S1 and E1 protocols, respectively. Previous work\textsuperscript{30} shows that a majority of the out-of-field dose arises from internal scatter through the patient, and a thyroid shield would not be effective in limiting dose to thyroid, since x-ray scatter originates in the head and travels “down” the neck.
III.B. Signal Difference to Noise Ratio and CT Number Accuracy

The SDNR was measured for all sinus and temporal bone protocols as summarized in Figure 2.4. Overall, the temporal bone protocols provided slightly improved SDNR in comparison to the sinus protocols, attributed primarily to the smaller FOV and beam width, resulting in reduced x-ray scatter. The images also illustrate the variation in FOV size and placement (shifts of the gantry as noted in Figure 2.2): S1 covers the entire phantom; S2 and S3 shift the FOV anteriorly (to cover the sinuses); E1 is intended to cover the bilateral posterior aspect of the head (temporal bones); and E2, E3, and E4 place a smaller FOV unilaterally (L or R temporal bone). For the results in Figure 2.4, the phantom was not moved in cases S1, S2, S3, and E1, but was rotated in cases E2, E3, and E4 such that the polystyrene insert (yellow arrow) remained in the FOV for purposes of comparison and SDNR analysis.
Figure 2.4. Analysis of SDNR. (a) The CatPhan Module CTP404 was scanned at all sinus and ear protocols. An equivalent window and level was set for all cases, with the intensity grayscale (native scanner voxel values) shown to the right. (b-c) SDNR calculated for the polystyrene insert (arrow).

The low-contrast imaging performance was investigated further for the S1 and E1 protocols to assess the potential for soft-tissue visualization (beyond the fairly high-contrast inserts of the CatPhan modules). Images of the 16 cm SolidWater phantom with various tissue-equivalent inserts are shown in Figure 2.5. Soft-tissue inserts include (W) solid water, (L) liver, (B) brain, and (A) adipose. Apparent differences between the two brain and liver inserts is due to variations from the manufacturer. Only the liver (+87 HU) and adipose (-112 HU) inserts demonstrated a high level of conspicuity (SDNR ~0.70 and 2.1, respectively). Soft-tissue visibility was qualitatively inferior to the same object imaged in MDCT. A dark circular blush artifact is also evident, as is a degree of spatial non-uniformity (shading near the center, likely due to x-ray scatter) that somewhat diminish overall image quality.
Figure 2.5. Soft-tissue phantom imaged using S1 and E1 protocols. The grayscale at right shows native voxel values reported by the scanner (not HU). Tissue-equivalent inserts are as follows: B (brain: 6 HU, SDNR_{S1} = 0.35, SDNR_{E1} = 0.5), W (water, 0 HU, SDNR_{S1} = 0.27, SDNR_{E1} = 0.20), L (liver, 87 HU, SDNR_{S1} = 0.70, SDNR_{E1} = 1.2), A (adipose, -112 HU, SDNR_{S1} = 2.1, SDNR_{E1} = 2.5), and SolidWater background (0 HU).

Figure 2.6 shows the voxel values reported by the CS 9300 plotted versus the HU reported by the MDCT scanner (standard head protocol at 120 kV, Siemens Somatom Definition Flash). Note that the manufacturer does not claim accurate HU calibration on the CS 9300. A fairly linear relationship is observed, related by slopes of 0.7 and 0.8 for the S1 and E1 protocols, respectively. The lower slope for the former is presumably associated with the larger FOV (higher x-ray scatter) and a lower imaging tube potential (85 vs 90 kV). This level of HU inaccuracy is typical for CBCT systems and presents an area for further improvement through careful calibration procedures.  

Figure 2.6. Voxel values reported by the CS 9300 in comparison to HU values measured in MDCT (standard head protocol). As is common with CBCT systems, voxel values exhibit a systematic error primarily associated with high x-ray scatter (i.e., slope less than unity and non-zero intercept). The line of identity (bold) is shown as a basis of comparison.
III.C. Spatial Resolution

As shown in Figure 2.7, all protocols exhibited spatial resolution better than 10 lp/cm in a qualitative assessment of the line-pair phantom. The unilateral temporal bone protocols (E2, E3, and E4) demonstrated the highest spatial resolution, ~13 lp/cm. The differences observed in the limiting spatial resolution among various protocols is attributed to the technique parameters shown in Table 2.1, most notably voxel size. Specifically, S1 and S3 (each with voxel size 0.3 mm) have superior spatial resolution compared to S2 (voxel size 0.5 mm). The difference in spatial resolution between S1 and S3 is more subtle and can be attributed to superior view sampling for the latter – the number of views are approximately equal for both protocols, but they are spread over a larger angle for S1 than for S3.

Figure 2.7. Spatial resolution qualitatively assessed in line-pair images of the CTP528 module for each scan protocol. The approximate limiting resolution is indicated by yellow arrows, and the dotted box in the key denotes the approximate FOV of the unilateral protocols (E2-E4). The unilateral ear scan protocols (E2, E3, and E4) demonstrate the highest spatial resolution.

More quantitative assessment of spatial resolution is shown in the MTF measurements of Figure 2.8, where the S1 and E1 protocols were found to give MTF exceeding 10% out to 20 lp/cm or more. The MTF is slightly improved for the E1 protocol, owing to the smaller FOV (reduced x-ray scatter and finer voxel sampling). The system interface in its current implementation does not allow adjustment of the reconstruction filter (“kernel”), and the filters associated with each protocol are not reported. It is not known if the filter varies between protocols.
Figure 2.8. MTF for the S1 and E1 protocols. Gaussian fits to the measured data are overlaid as a guide to
the eye (not as a model fit). The difference in the presampling MTF is attributed primarily to finer sampling
for the latter (isotropic voxel size 0.3 mm for S1 and 0.2 mm for E1).

**III.D. Image Quality Assessed in an Anthropomorphic Head Phantom**

Images of the anthropomorphic head phantom in Figure 2.9 and Figure 2.10 provided qualitative
assessment of the various scan protocols with respect to pertinent clinical tasks in sinus and otology imaging.
As illustrated in Figure 2.9, the three sinus protocols were each assessed as generally acceptable with respect
to high-contrast visualization of the frontal, ethmoid, maxillary, and sphenoid air cells, lamina papyracea,
and skull base (including the carotid canals, vidian canal, and pituitary bulb). Based on qualitative assessment
of sinus feature visibility combined with the quantitative assessment of dose, contrast resolution, and spatial
resolution detailed above, the S3 protocol was identified as the preferred default (adult) protocol for sinus
imaging. The S2 protocol was identified an alternative, lower-dose protocol to be used in situations where
spatial resolution requirements were reduced, soft-tissue requirements were increased, and/or there was
heightened sensitivity to radiation dose (e.g., pediatric or repeat longitudinal imaging).

As illustrated in Figure 2.9, axial, coronal and sagittal views of the sinuses demonstrated resolution
of fine anatomic details and air-bone interfaces. Figure 2.10 demonstrates the image quality for all four
temporal bone protocols, which were each considered acceptable for visualization of mastoid air cells,
semicircular canals, and cochlea. Isotropic 3D spatial resolution was identified as a significant strength,
comparable to high-resolution temporal bone protocols in MDCT and suitable for excellent visualization of
sub-millimeter structures at air-bone interfaces—for example, semicircular canal dehiscence. Utility in soft-tissue visualization (e.g., cholesteatoma) was difficult to assess but (based on qualitative comparison in the same phantom) was likely inferior to MDCT. Image quality in the presence of metal (e.g., cochlear implant) was not assessed in the current work.

Figure 2.9. Qualitative assessment of image quality in the sinuses. (top) Axial slices from the S1, S2, and S3 protocols. (bottom) Sagittal and coronal views about structures of interest in the sinuses for the S1 protocol. Note that the anthropomorphic phantom underwent a resection of ethmoid air cells and nasal septum to allow endoscopic access to the sphenoid for other experiments (endoscopic skull base surgery). Visualization of structures associated with the ethmoid air cells is evident in fine details of residual ethmoid along the lamina papyracea. The grayscale window and level were adjusted independently to compensate for variations in voxel value scaling between various protocols.

Overall, the bilateral E1 protocol was considered generally most useful, allowing assessment of both temporal bones from a single scan and facilitating visualization of left-right symmetry. The unilateral protocols (E2, E3, and E4) require careful patient positioning and FOV placement to avoid truncation of structures of interest, and the scan orbits illustrated in Figure 2.2 were considered dosimetrically disadvantageous compared to E1 with respect to dose to the anterior head. The E2 protocol was identified as a potential alternative in situations demanding increased spatial resolution in which a unilateral view was sufficient, but requires careful attention on the part of the technologist to assure that the ROI is within the smaller FOV.
IV. Discussion and Conclusions

A commercially available CBCT scanner (CS 9300) for application in OHNS imaging (including maxillofacial, ENT, and otology imaging) was assessed in terms of technical performance (dose, contrast resolution, and spatial resolution) and applicability in a spectrum of clinical imaging tasks (qualitative assessment of anatomical visibility in the sinuses and temporal bones). The CS 9300 was found to provide comparable or somewhat improved radiation dose characteristics compared to those reported for similar application-specific CBCT scanners as in the studies performed by Ludlow et al for other devices. Qualitatively, the results suggest that CBCT offers reduced radiation dose and comparable or somewhat superior spatial resolution in comparison to common MDCT protocols, but soft-tissue contrast resolution is still insufficient for imaging of low-contrast features such as ICH and CSF. Cost and site requirements, however, are advantageous to the simpler, application-specific CBCT systems and indicate a potential for further development with regard to improved detector hardware (reduced noise, improved temporal performance, extended FOV), reduced scatter (reduced noise, fewer artifacts), geometric calibrations, and advanced reconstruction algorithms.
A number of observations and recommendations can be appreciated in considering the dose maps of Figure 2.2. The first is the obvious challenge posed by short-scan orbits to conventional dosimetry standards: in addition to the limitations in CTDI noted by Dixon et al.\textsuperscript{33} is the fact that the central dose, $D_0$, alone does not differentiate between protocols that better spare the anterior of the head (e.g., S2 versus E4, each with $D_0 \sim 3.3$ mGy, but differing in anterior dose by a factor of 4). A simple variation on the “weighted” $D_w$ was suggested to incorporate the average peripheral dose as a somewhat more useful approximation for short-scan techniques. As currently implemented by the manufacturer, the unilateral protocols (E2, E3, and E4) shift the scan orbit off-center and laterally. For imaging of the right ear (which was the case for all unilateral cases in this work), the scanner shifts laterally to the left, thereby depositing the highest dose outside the FOV. We hypothesized that an improvement in quantum noise and sampling characteristics would be achieved by shifting instead to the right (not the left), placing the FOV on the region receiving a higher dose (reduced quantum noise) with higher density of backprojected rays (for a short-scan orbit). We also noted that all of the short-scan orbits (specifically, E2, E3, and E4) could be better constrained as in S2, S3, and E1 such that the x-ray tube passes posterior to the head in order to spare anterior dose. These recommendations were relayed to the manufacturer to be considered in future implementations. There was no capability for mA modulation in the current implementation, although this might allow further dose reduction if properly implemented.

All of the results reported above were based on a second technical assessment – the first assessment highlighting a number of potential improvements that were constructively incorporated by the manufacturer. The main recommendations highlighted in the first assessment were: (i) a reduction in kV for each protocol by 5-10 kV to the values shown in Table 2.1; (ii) a reduction in mAs by $\sim 10-30\%$ to the values shown in Table 2.1; and (iii) an adjustment of the short-scan orbits such that the x-ray tube traverses the posterior of the head in the short-scan orbits (as shown in Figure 2.2 for S2, S3, and E1) and not the lateral aspect of the head (which imparted a significantly higher anterior dose). The first and second recommendations were based on quantitative assessment of dose and SDNR, recognizing that the system was primarily providing visualization of high-contrast structures (moreso than soft-tissue) and that task performance could be maintained even at the reduced dose levels. The third recommendation (posterior short-scan orbits) was adopted for the S2, S3, and E1 protocols as shown in Figure 2.2, and incorporation in all cases is being
considered by the manufacturer in future implementations. These modifications demonstrate the value of rigorous technical assessment in improving the translation of technologies to clinical use. Furthermore, a number of areas of improvement were identified for potential development in application to improved soft tissue visualization: (i) reduction in detector noise via improved hardware implementations or novel detector technologies; (ii) more optimal system geometry providing improved air gap scatter rejection; (iii) improved artifact corrections, including scatter and beam-hardening; and (iv) model-based image reconstruction methods that could improve the noise-resolution tradeoffs particularly for low-contrast visualization tasks.
Chapter 3: Image Quality Modeling of Photon Counting Detectors

I. Introduction

Previous work\textsuperscript{65, 69, 98} has shown that CBCT systems are capable of excellent high-resolution imaging of high-contrast bone anatomy, with a modest degree of soft-tissue contrast resolution (muscle to fat contrast),\textsuperscript{83, 99} limited primarily by image noise and artifact. High-quality imaging of brain trauma requires an advance in imaging performance, including reduction in image noise. Especially for portable, point-of-care systems with low-dose imaging protocols, additive electronics noise associated with detector readout is a potentially dominant source of noise. As discussed in Chapter 1, most CBCT systems use FPD technology based on active matrix readout of hydrogenated amorphous silicon (a-Si:H) photodiodes and TFTs, which are now common in digital radiography / fluoroscopy applications. Such detectors, however, exhibit relatively high levels of electronic readout noise due to the readout line architecture and limited signal amplification. Ongoing efforts include advanced architectures featuring on-pixel amplification and reduced readout noise.\textsuperscript{100, 101} The work reported in this chapter investigates an alternative detector technology with lower levels of electronic noise.

Photon counting x-ray detector systems are an emerging medical imaging technology with potential applications in low-dose radiography,\textsuperscript{102, 103} mammography,\textsuperscript{104-106} tomography,\textsuperscript{107-109} and energy-resolved imaging.\textsuperscript{18, 110, 111} The detection medium in PCDs includes CdZnTe\textsuperscript{112-115} and Si strip detectors,\textsuperscript{116, 117} microchannel plates,\textsuperscript{118} image intensifier based systems,\textsuperscript{119} and dual-material detectors.\textsuperscript{120} These technologies exploit potential advantages of reduced electronic noise and the ability to discriminate the energy of detected x-ray photons, each providing the potential for improved contrast-to-noise ratio (CNR).\textsuperscript{16} While the underlying physics of PCD systems has been studied extensively over the last decade, with investigation of spectral models,\textsuperscript{14} detector scatter models,\textsuperscript{121} and computer simulation,\textsuperscript{122} there has been less work on the fundamental image quality characteristics, modeling, and analysis of Fourier metrics of spatial resolution (MTF), noise correlation (NPS), and detection efficiency (DQE).\textsuperscript{123, 124} A cascaded systems model of signal and noise transfer characteristics, as previously developed for FPDs\textsuperscript{32, 125, 126} and other types of EIDs\textsuperscript{127-129}
would provide a powerful tool for system development and understanding the factors that govern imaging performance, especially in the early stages of system design, development, and optimization.

Recent work provides a basis for cascaded systems analysis of PCDs and highlights the distinction between previously established models of EIDs—for example, FPDs—and PCD systems involving a signal threshold stage. Specifically, a PCD model should consider the propagation of the probabilistic distribution of image quanta arising from a single x-ray interaction through each stage, rather than simply following the mean signal, MTF, and NPS. The distribution is modeled as a binomial selection process including both the magnitude (probability density) and spatial distribution at each stage, thereby enabling the application of a threshold at the appropriate point in the imaging chain. The threshold amounts to an acceptance of signal above a given energy—recorded as “counts”—and rejection of signal below that energy—potentially eliminating electronic noise, but imparting effects on mean signal and spatial resolution as well. The work reported below extends the cascaded systems framework to consider the spatially dependent transfer implications of thresholding as well as charge sharing, additive noise, and count-rate-independent spectral distortion for PCD systems. The model is also validated in comparison to physical measurements with a Si strip PCD and exercised as a guide to optimizing system performance in selection of optimal threshold values and examining the effect of detector design on DQE. Finally, the model is used to highlight the fundamental advantages (and disadvantages) of photon counting in comparison to energy integration.

The work reported below was published in Xu et al., “Cascaded Systems Analysis of Photon Counting Detectors”, and figures with associated text are reproduced in this dissertation with permission from the publisher (AIP, Washington DC, USA). The publication was featured as “Editor’s Pick” for Volume 41 of the Medical Physics journal and was awarded the 2014 Sylvia Sorkin-Greenfield Award for Best Paper in Medical Imaging.

II. A Cascaded Systems Model for Photon Counting Detectors

The PCD imaging chain is modeled as a cascade of stages, where each stage represents a physical process in which the distribution of image quanta changes in number (amplification or loss), spatial distribution (blur or integration), or is sampled at discrete locations. For PCDs, there is an additional stage (Stage 7 below) corresponding to the application of a threshold, which imparts important effects on the mean
signal, charge sharing, electronic noise, false counts, and sampling effects—all with direct influence on DQE. Preliminary analysis was presented in Reference #131 and expanded in Reference #130 as described below to include details of the analytical model and an expanded investigation of PCD performance.

The model for signal and noise propagation in the PCD imaging chain includes a series of gain stages reflecting a binomial selection process as described by Tanguay et al.123 and extension to the spatially-varying implications of threshold-dependent gain. The serial cascade is illustrated in Figure 3.1 along with notation associated with model parameters.

![Illustration of the cascaded systems model for signal and noise propagation in a PCD with signal thresholding (Stage 7).](image)

Figure 3.1. Illustration of the cascaded systems model for signal and noise propagation in a PCD with signal thresholding (Stage 7).

For the specific PCD used in this work (MicroDose Si strip detector, Philips Healthcare, Solna, Sweden) model parameters are derived below and summarized in Table 3.1. Because the system was operated well below the exposure rate at which pulse pileup effects become significant—specifically, 6×103 x-rays/pixel/s (~100 x-rays/pixel for a 15 ms x-ray pulse) compared to the count rate limit of ~3×106 x-rays/pixel/s (~4.5×104 x-rays/pixel for a 15 ms x-ray pulse) as shown below and in previous work132—such nonlinearities were not considered in the current model.

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Description</th>
<th>35 kV</th>
<th>70 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 / X$</td>
<td>Incident fluence per exposure (X)</td>
<td>2.88×10^5 x-rays/mm^2/mR</td>
<td>6.64×10^5 x-rays/mm^2/mR</td>
</tr>
<tr>
<td>$g_1$</td>
<td>Photon interaction probability</td>
<td>0.68</td>
<td>0.26</td>
</tr>
<tr>
<td>$g_2$</td>
<td>Gain in secondary quanta</td>
<td>8000 electrons</td>
<td>11500 electrons</td>
</tr>
<tr>
<td>$T_3$</td>
<td>Charge cloud diffusion</td>
<td>$\sigma_3 = 0.015$ mm</td>
<td></td>
</tr>
<tr>
<td>$g_4$</td>
<td>Charge collection efficiency</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>$T_4$</td>
<td>Aperture</td>
<td>$a_x = 0.05$ mm, $a_y = 0.55$ mm</td>
<td></td>
</tr>
<tr>
<td>$\sigma_b$</td>
<td>Additive noise</td>
<td>$\sigma_b^{add} = 200$ electrons</td>
<td></td>
</tr>
<tr>
<td>$t_7$</td>
<td>Threshold</td>
<td>1500 electrons</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{III}$</td>
<td>Sampling function</td>
<td>$b_y = 0.05$ mm or 0.1 mm</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Model parameters for each stage in the imaging chain, with values calculated at nominal operating conditions for the Si-strip PCD system in Figure 3.3. For the silicon strip detector, the sampling distance in the $y$ direction, $b_y$, is large, and sampling in the $y$ direction is assumed to be independent (infinitely spaced).
**Stage 0: Incident x-ray spectrum.** The incident x-ray spectrum was simulated using the spektr implementation\(^{133}\) of TASMIP,\(^ {134}\) nominally 35 kV with added filtration of 2 mm Al and 4 cm water or 70 kV with added filtration of 2 mm Al and 1.2 mm Cu approximating objects in breast, extremities, or head imaging applications. As illustrated in Figure 3.2A for a 70 kV beam, the normalized spectrum, \(q_0^{\text{norm}}(E_0)\) gives the probability distribution of one incident photon having energy \(E_0\).

**Stage 1: Interaction of x-ray quanta.** Propagation of the distribution through Stage 1 considers energy-dependent interactions in the detector. Typical models assume a mean interaction probability \((\bar{g}_i)\) derived from the total cross section of the detector material and a binomial selection process with variance in the gain given by \(\bar{g}_i(1 - \bar{g}_i)\). However, the distribution of energies absorbed by the detector is important in analysis of PCD systems, and photoelectric and Compton interactions impart distinct energy distributions that must be considered in the propagation of signal and noise. Appendix A to this dissertation provides a detailed description of the distinct distributions arising from photoelectric and Compton interactions similar to the analysis by Hajdok et al.\(^ {135}\) The resulting distribution of interactions at stage 1 is:

\[
q_1(E) = \frac{\sigma_{PE}(E_0)}{\sigma_{\text{total}}(E_0)}q_{1PE}(E \mid q_0^{\text{norm}}(E_0)) + \frac{\sigma_{C}(E_0)}{\sigma_{\text{total}}(E_0)}q_{1C}(E \mid q_0^{\text{norm}}(E_0))
\]

where \(q_{1PE}\) represents the normalized distribution of photons undergoing a photoelectric interaction in the detector, and \(q_{1C}\) represents that undergoing a Compton interaction. The latter \((q_{1C})\) accounts for both the scenario of scatter followed by escape [giving the low-energy peak in Figure 3.2A] and scatter followed by reabsorption (with the total energy deposited equal to the energy of the incident photon). The relative contribution of photoelectric and Compton interactions is combined according to the relative cross section at each energy \(\sigma_{PE}(E_0)\) and \(\sigma_{C}(E_0)\), respectively, such that \(\sigma_{\text{total}}(E_0) = \sigma_{PE}(E_0) + \sigma_{C}(E_0)\). The probability that a photon passes through the detector without interacting gives the "zero-energy" term in the distribution, \(q_i(0) = 1 - \sum_{E>0} q_i(E)\).
Figure 3.2. Distribution of quanta at various stages in the imaging chain. Table 3.1 provides a summary of system parameters. (A) Normalized incident photon spectrum at 70 kV (Stage 0) and spectrum of interacting photons (Stage 1). (B) Stage 5 distribution of quanta collected at a distance $x$ from the site of interaction (taken here as $y = 0$, and aperture size $a_x = 0.05$ mm and $a_y = 0.55$ mm). (C) Distribution of quanta at Stage 7 counted at any location ($x$) for a given threshold ($t$) (also shown for the case $y = 0$).

**Stage 2: Generation of secondary quanta.** Stage 2 describes the conversion of energy to secondary quanta (e/h pairs). The distribution of the number ($n$) of secondary quanta is modeled as:

$$q_2(n = n_2) = \sum_{E=0}^{\infty} q_1(E) g_2(n = n_2 | E)$$  \hspace{1cm} (3.2a)

where $g_2(n = n_2 | E)$ is a probability distribution function describing the generation of $n$ e/h pairs from a single photon interaction at energy $E$. The mean number of e/h pairs generated at each energy ($\bar{g}_2(E) = E/W$) is determined by $W$, the work function of the detector material. The distribution $g_2$ may be modeled as a Poisson process or by a broader distribution characterized by a Poisson excess (common in CsI scintillators), but in materials such as crystalline Si the variance is reduced according to the Fano factor ($F = 0.115$). The distribution of secondary quanta is therefore modeled as a Gaussian distribution that includes the Fano factor:

$$\hat{g}(N | E) = \frac{1}{\sigma_2 \sqrt{2\pi}} \exp \left[ -\frac{\left( N - \frac{E}{W} \right)^2}{2\sigma_2^2} \right]$$  \hspace{1cm} (3.2b)

$$\sigma_2^2 = \frac{EF}{W}$$  \hspace{1cm} (3.2c)
where the variance is $\sigma_z^2 = F \overline{g}_z$, and $N$ is the number of quanta (continuous variable). The distribution was discretized by evaluating $\hat{g}(N \mid E)$ at positive integer values of $N$ and normalizing so that $g_z(n \mid E) = \hat{g}_z(N = n \mid E) / \sum_i \hat{g}_z(N = i \mid E)$.

**Stage 3: Spatial spreading of secondary quanta.** At stage 3, secondary quanta undergo spatial redistribution (stochastic scatter) according to a PSF, $p_3(\xi, \eta)$, modeled as a Gaussian:

$$p_3(\xi, \eta) = \frac{1}{2\pi\sigma_3^2} \exp \left( -\frac{\xi^2 + \eta^2}{2\sigma_3^2} \right)$$  \hspace{1cm} (3.3)

where $\sigma_3$ is the characteristic width of charge carrier diffusion, and $(\xi, \eta)$ are spatial dimensions in $x$ and $y$ domains, respectively, corresponding to the relocation of a secondary quantum. For a blur stage, the probability of one quantum continuing to the next stage is $\int \int p_3(\xi, \eta) \, d\xi \, d\eta = 1$, indicating that a spatial blurring stage propagates all quanta from the previous stage, and the number of quanta is preserved. For simplicity, we assume a normally incident x-ray photon and symmetric diffusion, though previous work\textsuperscript{136,137} has suggested asymmetric spread of secondary quanta for obliquely incident x-rays.

**Stage 4: Collection efficiency of secondary quanta.** At stage 4, the loss of secondary quanta due to effects such as e/h absorption or trapping\textsuperscript{138} is modeled as a binomial selection with loss characterized by the factor, $g_4$. This quantity is assumed independent of position, which is a fair assumption for high-quality semiconductors free of defects.

**Stage 5: Integration of secondary quanta.** Integration of quanta by the detector aperture at stage 5 is given by the convolution in Eq. (3.5b) where $x$ and $y$ denote the displacement between the center of the aperture and the point of interaction in the $x$ and $y$ domain, and $a_x$ and $a_y$ are the dimensions of the aperture. This considers the effect of the relative displacement between the aperture and the center of $p_3(\xi, \eta)$, with the distribution at stage 5 given by:
\[
q_5(n = n_5; x, y) = \sum_{n_5=1}^{\infty} q_2( n = n_5) \left[ \frac{n_5}{n_5} \right] \left[ p_5(x, y) \right]^{n_5} \left[ 1 - p_5(x, y) \right]^{n_5 - n_5} \]  
(3.5a)

\[
p_5(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p_3(\xi, \eta) g_4 \text{rect} \left( \frac{x - \xi}{a_x} \right) \text{rect} \left( \frac{y - \eta}{a_y} \right) d\xi d\eta \]  
(3.5b)

Equation (3.5a) is a binomial distribution representing the collection of \( n_5 \) secondary quanta generated within a virtual aperture located at any point relative to the interaction. The probability of successfully collecting a single secondary quantum at \((x, y)\) is given by \( p_5(x, y) \). Equation (3.5b) assumes uniform collection sensitivity across the (rect function) aperture, though the model allows for more complex aperture models—e.g., a trapezoidal function.\(^{139}\) The distribution of secondary quanta computed at all possible locations in the \( x \) domain (taking \( y = 0 \) for simplicity) is shown in Figure 3.2C, where the probability distribution (vertical axis) is shown as an intensity map at each \( x \) location (horizontal axis) about the point of interaction. Each column in Figure 3.2B is the now familiar distribution of quanta (including, for example, the Compton peak at low \( n \)), and the distribution is modulated at increased \( x \) according to the binomial selection in Eq. (3.5a). The model thereby describes both the statistical \((n)\) and spatial \((x)\) distribution of quanta, with reduced probability of counts recorded at greater distance from the site of interaction (e.g., \(< 5 \times 10^3\) electrons collected for \(|x| > 0.04\) mm in Figure 3.2B).

**Stage 6: Additive noise.** Stage 6 models the addition of electronics noise prior to readout, modeled as a Gaussian-distributed random variable with characteristic width \( \sigma_{\text{add}} \):

\[
q_6(n = n_6; x, y) = q_5(n_5 = n; x, y) * q_{\text{add}}^n(n_6 = n) \]  
(3.6a)

\[
q_{\text{add}}^n(n_6) = \frac{1}{\sigma_{\text{add}} \sqrt{2\pi}} e^{-\frac{n_6^2}{2\sigma_{\text{add}}^2}} \]  
(3.6b)

The probability distribution resulting from the addition of electronics noise is equal to the probability distribution of a sum of two random variables (namely \( n_5 \) representing the number of quanta collected in Stage 5 and \( n_6 \) representing the additive noise) and is given by the convolution of their respective individual...
distributions in Eq. (3.6a). Note that $q_{0}^{\text{add}}$ is discretized in the same manner as the distribution of secondary quanta discussed in stage 2.

**Stage 7: Threshold.** At stage 7 a threshold $(t_{7})$ is applied to the distribution, giving $q_{7}(t_{7};x,y)$, the probability of collecting more than $t_{7}$ secondary quanta at location $(x,y)$:

$$q_{7}(t_{7};x,y) = \sum_{n=n_{0}} \delta(n = n_{0};x,y)$$  \hspace{1cm} (3.7)

The probability of collecting a number of secondary quanta exceeding the threshold is calculated for all possible $(x,y)$ locations of the aperture in stage 5, implying that a single x-ray photon interaction may result in a count above threshold in multiple apertures. As detailed in Section III, depending on the characteristics of the detector system [e.g., the radius of charge carrier diffusion $(\sigma_{z})$, the additive noise level $(\sigma_{\text{add}})$, and the threshold $(t_{7})$], such multiple counts (“double counts”) can degrade signal fidelity by introducing false counts. Similarly, additive noise registering above threshold is a potential source of false counts. The relationship of detector threshold to false counts arising from charge sharing and/or additive noise is described in Section III.

**Stage 8: Sampling.** Finally, the signal is sampled at stage 8, represented by multiplication of $q_{7}(x,y;t_{7})$ with a spatial domain comb function, $\text{III}_{8}(x,y;b_{x},b_{y})$, with the parameters $(b_{x},b_{y})$ equal to the sampling distance (pixel pitch) in the $x$ and $y$ directions and $(x_{0},y_{0})$ the relative displacement between the point of photon interaction and the center of the apertures:

$$q_{8}(x,y,t_{7}) = q_{7}(x,y,t_{7})\text{III}_{8}(x-x_{0},y-y_{0};b_{x},b_{y})$$  \hspace{1cm} (3.8)

Sampling corresponds to convolution in the Fourier domain between the (Fourier transform of the) presampling signal and a comb function at intervals of the sampling frequency $(1/b_{1})$. While $q_{7}$ gives the likelihood of recording a count at a given threshold, the recorded signal itself is binary—0 if the signal is below threshold and 1 if the signal (including true and false counts) is above threshold.
III. Model Predictions of Imaging Performance Metrics

IIIA Charge Sharing Effects on Spatial Resolution and Count Rate

As described in stage 7 of the model, a single photon can contribute counts to multiple detector elements. For example, if the spatial extent of the charge carrier cloud arising at stage 3 spans more than a single pixel, all pixels that collect charge carriers from a photon interaction have a chance to record a count, resulting in a system gain that can be greater than unity. This phenomenon, called charge sharing, causes a loss of fidelity in the recorded data. Both the true system gain, $\gamma^{true}(t)$, and the total system gain, $\gamma(t)$, can be computed from the distribution, $q_7(x,y,t)$ derived in stage 7, as an expectation value of the sampled signal, with consideration for the sampling step in stage 8 yielding an “unmodulated” signal of 1 when a count is recorded and a signal of 0 if a count is not recorded. A count coefficient, $\hat{w}_m$, can be computed to describe the likelihood that a single incident photon at threshold $t$ will contribute counts to exactly $m$ pixels:

$$\hat{w}_m(t) = \frac{1}{a_x} \text{rect} \left( \frac{x}{ma_x} \right) q_7(x;t)dx - \sum_{i=0}^{m-1} \hat{w}_i(t)$$  \hspace{1cm} (3.9)

For example, $m = 1$ corresponds to a coefficient $\hat{w}_1(t)$ describing the probability of one pixel recording one count, $m = 2$ corresponds to the probability $\hat{w}_2(t)$ of two pixels recording one count each (for a total of two counts), etc. By definition, $\hat{w}_0 = 0$, since it is assumed that if a photon generates a detectable signal, then the likelihood of zero counts is zero. Note that the likelihood of interaction of the photon is included in the calculation of $q_7$ from stage 1.

The effects of charge sharing can be at least partially mitigated in PCD systems, such as the one in this work, by detection of temporally coincident counts in adjacent pixels. This effect can be included in the count coefficient as a modification of $\hat{w}_m$ for $m > 1$ by a coincidence rejection efficiency (CRE) coefficient, denoted $r_m$, as:

$$w_m(t) = \begin{cases} 
\hat{w}_m(t) & m = 1 \\
(1-r_m)\hat{w}_m(t) & m > 1 
\end{cases}$$  \hspace{1cm} (3.10)
A rejection efficiency of \( r_m = 1 \) corresponds to perfect coincidence detection (a photon interaction contributes counts only to the pixel directly beneath it) and a rejection efficiency of 0 means nothing is rejected (e.g., a PCD without coincidence detection).

The expected mean signal resulting from a single photon interaction, \( \gamma(t) \), can be computed as:

\[
\gamma(t) = \langle q_s(t;x) \rangle_{x_0} = \sum_{m=1}^{\infty} mw_m(t)
\]

(3.11)

where \( \gamma(t) \) can be equivalently interpreted as the total system gain (detector counts per incident x-ray) and \( x_0 \) represents the phase difference between the sampling matrix and the photon interaction.\(^{140}\) The expected true system gain is then \( \gamma^\text{true}(t) = w_1(t) \), where \( \gamma^\text{true}(t) \) can be equivalently interpreted as the likelihood that one incident photon will contribute one count to the detector element directly under the point of interaction.

The count coefficients, \( w_m(t) \), are ideally limited simply by the quantum detection efficiency (the likelihood of the photon interacting at stage 1) and the integration of secondary quanta at stage 5 resulting in a count above threshold. However, with a sufficiently broad spread \( (\sigma_i) \) of secondary quanta at stage 3, a small aperture size \( (a_s) \) at stage 5, or a low threshold \( (t) \) at stage 7, the terms \( w_m \) for \( m > 1 \) can be nonzero, meaning that more than one pixel records a count from a single interaction. As a result, \( \gamma(t) \) can in principle exceed unity due to "false" (alternatively, "double") counts. The model describes how both charge sharing and additive noise can result in such false counts, presenting a source of error that must be accounted in the propagation of signal and noise.

Furthermore, the PSF associated with a single photon counted by the detector is a rect function, since the detector records photons in a binary fashion (0 or 1) and is therefore unmodulated. However, again due to the charge sharing effect, the width of this rect function is variable in multiples of \( a_s \) – i.e., one photon can contribute counts to one pixel resulting in an aperture of width \( a_s \), two pixels resulting in an aperture of width \( 2a_s \), etc. The "effective" PSF is computed as a weighted sum of such rect functions,\(^{140}\) with the weights proportional to the count coefficients computed in Eq. (3.10):
\[
PSF(x; t) = \sum_{m=1}^{\infty} w_m^{\text{norm}}(t) \text{rect} \left( \frac{x}{ma_x} \right)
\] (3.12)
\[
w_m^{\text{norm}}(t) = \frac{w_m(t)}{\sum_i w_i(t)}
\] (3.13)

The count coefficients \( w_m \) computed in Eq. (3.10) give the relative probability that a photon will contribute counts to exactly \( m \) pixels, resulting in a presampling spread of width \( ma_x \). The effective presampling aperture is illustrated in Figure 3.6C for cases of no coincidence rejection \( (r_m = 0) \) and 35% coincidence rejection efficiency \( (r_m = 0.35) \).

### III.B Additive Electronic Noise Effects on Performance and Spectral Resolution

There are two potential benefits to application of a threshold in PCDs. The first aims to achieve the highest data fidelity by optimally separating the true count distribution from the false count distribution. A second benefit is provided by the ability to distinguish incident energies. To this end, the threshold, \( t \) (in units of secondary quanta) can be approximately remapped to an energy threshold by \( E_i(t) \approx tW \), where \( W \) is the average energy required to liberate a single charge carrier in the detector material, and \( E_i \) is the energy threshold equivalent. For notational convenience, the subscripts are dropped in further analysis. It is useful to cite the threshold alternatively in terms of detector threshold \( (D, \text{units proportional to pulse height}) \), charge carrier threshold \( (t, \text{units of charge carriers}) \), and energy threshold \( (E, \text{units of energy}) \). From Section III.A, an expected system gain can be computed for any threshold. The threshold can be converted to energy as above, and the numerical derivative can be performed to arrive at the detected energy spectrum,

\[
\gamma^{\text{det}}(E) = \frac{d}{dE} \left( \gamma \left[ t(E) \right] \right)
\]

The detected spectrum for a PCD operating with and without coincidence rejection is shown in Figure 3.8(A-B). It is important to note that the low-energy “noise” associated with the detected spectrum in detectors without coincidence rejection or some other form of charge sharing rejection can be almost entirely attributed to false counts resulting from charge sharing. This effect is compounded by the presence of additive noise (discussed below), but can be mitigated with proper false count correction.
Additive noise contributes to the low-energy portion of the distribution in quanta and can contribute false counts if the threshold is selected at a value that is too low. Common practice is to select a threshold well above the additive noise level (i.e., \( t \) several times larger than \( \sigma_{\text{add}} \)), but as seen in the energy spectrum of Figure 3.8B, doing so will also set the threshold above the energy of Compton interactions, resulting in a loss of true signal as well. Reducing the threshold increases the detector signal associated with low-energy interactions, but it increases the probability that a recorded count is due to additive noise instead of a true interaction. For a given threshold, the additive noise distribution in stage 7 can be written:

\[
q_7^{\text{add}}(t; x) = \sum_{n=-t}^{\infty} q_5(n = 0; x) * q_6^{\text{add}}(n)
\]  

(3.14)
a convolution of the probability of no photon interaction \((q_5(n = 0; x))\) with the additive noise term defined in stage 6. This gives the probability that a given threshold will result in a count at location \( x \) given only the additive noise and no photon interaction. The likelihood of a signal appearing above threshold due only to additive noise is derived in a similar manner as the expected gain from one incident photon in Eq. (3.9):

\[
w_7^{\text{add}}(t) = \int \frac{1}{a_x} \text{rect} \left( \frac{x}{m_7^{\text{add}} a_x} \right) q_7^{\text{add}}(x; t) \, dx
\]  

(3.15)
with the factor, \( m_7^{\text{add}} \), empirically determined from measurement of additive noise recorded when no photon is incident. For the PCD system under consideration, \( m_7^{\text{add}} = 3 \) provided a reasonable match to measured dark field distributions, accounting for pulse shaper behavior and pulse height sampling rate. This semi-empirical approach accounts for the ratio of false-count events resulting from instances where a photon was not incident on the detector as discussed in Tanguay et al., but characterization of the innate detector processes which leads to this false count ratio is outside the scope of this work.

**III.C Fourier Metrics of Imaging Performance**

The geometry of the Si strip detector (Figure 3.3 and Table 3.1) allows analysis of MTF, NPS, and DQE in terms of a single spatial-frequency \((f_x)\) dimension (1D), since the aperture in the \( y \) direction \((a_y = 550 \, \mu m)\) is much greater than the aperture width in the \( x \) direction \((a_x = 50 \, \mu m)\) and the MTF in the \( y \)
direction is determined by the aperture of a pre-collimator (not integral to the detector and not used in this work). Additionally, the individual Si wafers are isolated by metal septa in the y direction, preventing electron scatter between adjacent wafers; therefore, correlation in the y direction is considered negligible. The model detailed above provides a general basis for the 2D MTF, NPS, and DQE, and in the following sections, each metric is shown for 2D. In Sections IV and V, analysis is shown in the 1D ($f_x$) domain, since the central slice is a nearly complete representation of the Fourier characteristics of the system due to the large $a_y$ aperture.

III.C.1 Modulation Transfer Function

The presampling MTF is computed from the PSF($x,y$) at a given threshold $t$, and taking 

$$MTF(u, v; t) = F_{xy}\{PSF(x, y; t)\}$$

where $u$ and $v$ are the Fourier coordinates associated with the x and y directions, respectively. The notation $t$ is interchangeable with $t_7$ (Stage 7, above). Theoretical calculation of the PSF and MTF is based on the distribution $q_7$ shown above, and measurement of the presampling MTF is described below (Sec. III.B).

III.C.2 Noise-Power Spectrum (NPS).

The NPS at a threshold, $t$, is computed as:

$$NPS(u, v, t) = \left[ a_x^2 \bar{a}_y^2 \bar{q}_0 \gamma(t) MTF^2(u, v, t) \right] * III_s \left( u, v, \frac{1}{b_x}, \frac{1}{b_y} \right)$$  (3.16)

where $\bar{q}_0$ is the incident x-ray fluence (photons/mm$^2$), $\gamma$ is the system gain:
\[
\gamma(t) = \langle q_b(t; x, y) \rangle_{x_0, y_0}
\]  
(3.17)

and * denotes Fourier domain convolution.

III.C.3 Detective Quantum Efficiency

The system gain, MTF, and NPS are combined to yield the DQE:

\[
\text{DQE}(u, v, t) = \frac{a_x^2 a_y^2 q_0 \left[ \gamma_{true}(t) \right]^2 \text{MTF}^2(u, v, t)}{\text{NPS}(u, v, t)}
\]  
(3.18)

As described in Stage 7 and section III.A, “false” counts are defined as the recording of a photon interaction when an interaction did not occur (e.g., due to electronic noise) or also resulted in a count in another detector element (e.g., due to charge sharing) and represents a source of variability in estimation of the total number of photon interactions. The analysis of DQE therefore distinguishes true counts (i.e., true system gain, \(\gamma_{true}(t)\), defined as the probability of one incident photon yielding exactly one count in the corresponding detector element) and total counts arising from a single incident photon [i.e., the total system gain \(\gamma(t)\) in Eq. (3.9b)]. The effects of false counts on the DQE—in particular, the dependence of charge sharing and additive noise effects on detector threshold, and the potential to reduce false counts via coincidence detection—is investigated in Section V.B.

IV. Experimental Methods

IV.A Imaging Bench for Photon Counting CT

As illustrated in Figure 3.3, an imaging bench was built to test PCD imaging performance as predicted by the model and serve as a basis for the development of new PCD CT systems. The bench includes an x-ray source (XRS-125-7K-P, Source-Ray, Ronkonkoma, New York), computer-controlled translation and rotation stages (PK266-03A-P1, Velmex, Bloomfield, New York, with minimum step size 0.00635 mm and 0.0125°, respectively), and an edge-on Si strip PCD (MicroDose, Philips Healthcare, Solna, Sweden) originally developed for mammography, with 0.05×0.550 mm² pixel size (x and \(y\) direction) and 3.6 mm thickness (z-direction), as illustrated in Figure 3.3C. An example CT reconstruction of a hand phantom
(natural human skeleton in tissue-equivalent plastic) is shown in Figure 3.3D, acquired on the PCD bench at 70 kV, 0.075 mAs per projection, 360 projections over 360° and reconstructed using 3D filtered backprojection.

The detector features coincidence detection logic that identifies when counts are recorded by adjacent pixels within a small time window (τ_c). With coincidence rejection enabled, the two counts are considered to represent the same photon, and a count is assigned only to the pixel with the higher pulse height. The time window τ_c determines the so-called dead time extension, as two or more distinct photon interactions occurring over adjacent pixels during this time window will also be considered coincident, resulting in loss of true signal. Assuming a detector dead time of ~180 ns as specified by the manufacturer, a coincidence rejection dead time extension of τ_c = 20 ns, and fluence as reported in Table 3.1 for a 70 kV beam, only ~0.1% of all incident photons are within the dead time window even with coincidence circuitry active. These coincident counts are post-processed such that the pixel recording the larger pulse height records the "true" count, and the other count is rejected. In the nominal readout mode, coincidence detection is on by default. For measurements without coincidence detection, the system deactivates every other pixel (giving pixel pitch b_x = 0.1 mm) such that a coincident event in adjacent pixels will never be recorded. This scenario of b_x = 2a_x is not intended for typical image acquisition, but is included as a testing mode for investigating the effects of charge sharing. The measurement of presampling MTF is not affected by sampling distance, so the measurements presented in Section V are not affected by sampling effects resulting from turning off coincidence rejection.

Measurements were performed at a tube voltage of 70 kV, added filtration of 2 mm Al plus 1.2 mm of Cu (approximating attenuation by 10 cm water), tube current varied from 1 to 7 mA, x-ray pulse duration of 15 ms, and detector readout at 1 frame per second. A basic calculation of tube output in spektr suggests that a typical exposure (70 kV, 4 mA, 15 ms pulse, 10 cm water equivalent filtration) with a source-detector distance of 653 mm and pixel size of (0.05×0.55) mm² amounts to fewer than 100 photons per pixel per frame, which is well below the count rate limit of this PCD.
IV.B Measurement of Detector Signal, MTF, and NPS

The performance of the Si strip PCD system (Figure 3.3) was evaluated in terms of the mean signal, MTF, NPS, and DQE. To relate the measured and predicted detector response, the threshold in secondary quanta \((t, \text{ with units } \# \text{ of secondary quanta})\) must be converted to the detector pulse height threshold \((D, \text{ with units of arbitrary detector threshold corresponding to pulse height in mV})\). A comparator determines if a count is above the voltage threshold \(D\), and the pulse height monotonically increases with increased number of charge carriers. Saturation occurs when the pulse height exceeds the capacity of the pulse shaper and digitizer, resulting in a non-linear mapping of charge carrier threshold and pulse height threshold. The mapping was described by an empirical fit of the form \(D = c_1 - c_2 e^{-c_4 t} \) (for \(t > c_4\)) and \(D = c_3 e^{-c_5 t} \) (for \(t \leq c_4\)), where \(c_1\) describes the maximum detector threshold, \(c_2\) the zero-threshold offset, \(c_3\) the saturation rolloff, and \(c_4\) the range of linear operation. The parameters \(c_1-c_4\) were determined by fitting the predicted mean signal \(\tilde{q}_{0,\gamma}(t)\) and the measured detector signal (at 70 kV, 4 mA, 15 ms pulse time) and were found to be consistent with previous work in mammography (e.g., ~25 keV saturation energy and ~3 keV noise floor). These parameters were sufficient for testing the model and could be adjusted according to other potential applications—e.g., higher saturation energy for CT applications involving a higher-energy incident spectrum.

The mean detector signal was measured from flood field images acquired at various settings of detector threshold. Gain correction was performed to account for residual pixel-to-pixel differences after trimming the individual thresholds to adjust for varying pulse height amplification. An empirical fit of the mean signal response (Figure 3.4) with and without coincidence rejection suggested a coincidence rejection efficiency of \(r_m = 0.35\). This relatively low rejection efficiency is likely due to “leakage” resulting from an inability of the circuitry to distinguish between two simultaneous pulses of similar (saturated) pulse heights at 70 kV.\(^\text{132}\)

The MTF was measured using a 0.5 mm thick tungsten edge abutting and parallel to the face of the detector. The beam was collimated to ~1×1 cm² at the face of the x-ray tube to minimize off-focal radiation. An oversampled ESF was formed from 30 images of the tungsten edge in which the edge was translated in increments of 6.35 μm via the computer-controlled translation stage between each image. Data from a
continuous row of pixels was analyzed for each image, and the oversampled ESF was generated by interleaving the ESF images according to the displacement of the tungsten edge. A numerical derivative of the ESF was computed, and the tails of the resulting LSF at less than 1% of the peak magnitude were smoothed by a sliding \((1 \times 7)\) mean filter to reduce high-frequency noise.\(^{141, 142}\) The discrete Fourier transform of the area-normalized LSF was computed to arrive at the presampling MTF.

The NPS was measured from an ensemble of flood-field images at detector threshold values ranging from \(D = 0\) to \(D = 150\) (\(t\) range from 0 to \(2.4 \times 10^3\) electrons). For each threshold, 30 flood field images were acquired (70 kV, 2 mm Al and 1.2 mm Cu added filtration, 1-7 mA, 15 ms pulse length). Each flood field image consisted of \(\sim 100\) individual edge-on Si strip detector wafers, with \(\sim 1500\) pixels per wafer. The data were processed in 58 regions of interest (300 pixels each) with continuous adjacent pixels within each wafer, yielding a total of 1740 noise realizations for each setting of mA and threshold. These data were linearly detrended to account for anode heel effect, and each image was gain-corrected at each threshold. The mean signal was subtracted from each noise realization, and the squared modulus of the Fourier transform was computed and normalized by the pixel pitch and number of pixels in each realization.\(^{143}\) The resulting 1740 NPS estimates were averaged to yield the ensemble NPS.

V. Results

V.A Comparison of Theory and Measurement

The predictions of mean signal, MTF, and NPS derived from cascaded system analysis were compared to measurements at nominal parameters (70 kV and without coincidence rejection) as described in Section III. As shown in Figure 3.4A, detector signal response was measured at various mA and detector threshold, with the mean signal predicted as in Section III. The mean signal decreases monotonically as detector threshold is increased, reflecting a larger number of counts rejected at higher threshold. As shown in Figure 3.4B for a fixed threshold (\(D = 100\)), the mean signal, \(\bar{q}_0 \gamma(t)\), is linear with exposure (tube current). The system gain for one incident photon, \(\gamma\), does not exhibit a dependence on exposure over the range of tube currents investigated in the current system. A slight deviation from linearity is observed at tube current greater than \(\sim 7\) mA, confirming that the PCD is operating at count rates well below the pileup regime. As shown in Figure 3.4C, the MTF was evaluated at low (\(D = 0\)) and nominal (\(D = 100\)) detector thresholds,
showing an improvement in transfer characteristic at higher threshold. As the distance between the point of photon interaction and the center of the pixel is increased, the likelihood of collecting secondary quanta in the pixel is reduced (per Stages 5 and 7 of the model). Therefore, raising the threshold rejects signal collected far from the point of interaction and improves the effective PSF by reducing the relative contribution of adjacent apertures from multiple counts or detector crosstalk. A potential disadvantage of using a higher threshold is reduced signal, as shown in Figure 3.4A. Overall, theory and measurement were in reasonably good agreement, quantified in terms of a Pearson’s correlation coefficient ($R^2$ value in a linear regression of measured versus theoretical values). The correlation coefficient was greater than 0.93 for all results shown in Figs. 4, 5, and 6 except where specifically noted.

Figure 3.4. Predicted and measured mean signal response as a function of (A) detector threshold and (B) tube current. The detector response is linear over the operating range of the x-ray tube. (C) Presampling MTF at two levels of detector threshold ($D = 0$ and $D = 100$).

The spatial-frequency-dependent NPS is shown in Figure 3.5A and is found to be largely uncorrelated at all exposure levels for the nominal operating threshold despite the detector cross talk caused by charge sharing evident in the PSF. The whitening of the NPS arises from undersampling associated with doubling of the sampling distance ($b_x = 0.1$ mm) in this readout mode (see Section IV.A) without a corresponding doubling of aperture size. If the detector could be fully sampled in this readout mode (and the aliasing effect correspondingly reduced), then the broadening of the PSF would be more clearly evident in bandlimiting of the NPS. As shown in Figure 3.5B, individual pixel noise computed from the standard deviation of a single pixel in successive frames was seen to increase with the square root of the exposure, as expected for a Poisson RV, in good agreement with model predictions. In Figure 3.5C, the individual pixel noise is plotted as a function of threshold (with pixel noise given by the integral of the 2D NPS over the Nyquist region). The frequency dependence of the NPS (not shown) was verified in this readout mode to be
white (uncorrelated) for all threshold values, $D > 20$. At the lowest threshold settings, the magnitude of the noise increases dramatically due to additive noise. This effect is predicted by the model; however, individual pixels with varying behavior in the pulse shapers and small differences in gain (detector trim differences) were found to count additive noise in varying degrees, and the error in gain calibration resulted in a slight overestimation of the noise at $D < 10$ (giving a reduced correlation coefficient of 0.81).

Figure 3.5. Predicted and measured NPS and pixel noise. (A) The NPS at various exposure levels for a fixed detector threshold ($D = 100$), showing a “white” NPS with reasonable agreement between theory and measurement. (B) The standard deviation in pixel value (noise) measured and predicted as a function of tube current. (C) Pixel noise measured and predicted as a function of threshold at a fixed exposure level (tube current 4 mA).

V.B Effect of Charge Sharing on PCD Performance.

The effects of charge sharing on PCD performance primarily involve a contribution of false counts [calculated from $q_z(x, y, t)$] from multiple adjacent pixels recording a count for the same photon interaction. As discussed in Section III, the effective PSF is a weighted combination of rect functions representing the PSF of a single count, a double count, etc. This suggests that as the threshold is reduced, the contribution from instances of multiple counting is increased, leading to a larger proportion of rect functions from multiple counting and broadening the overall PSF. The effects of charge sharing on signal response is shown in Figure 3.6A, where the predicted and measured mean signal are shown for the detector operated with anti-coincidence circuitry enabled. A discrepancy at high threshold might be expected due to channel leakage associated with high-energy charge sharing events as previously reported^{132} for this detector (a reduced correlation coefficient of 0.91 and 0.93 for the case of 4 mA and 7 mA, respectively). These effects are evident in the measurement of mean signal and spatial resolution, as seen in the 7 mA measurements in Figure 3.6. Channel leakage can cause the majority of counts recorded at high threshold to be saturated, which can
confound the coincidence rejection logic, resulting in a higher than expected signal. For the nominal detector threshold, however, the linearity of the signal response was preserved when the coincidence rejection circuitry was enabled, indicating that the dead time loss remained largely unchanged. In comparing the mean signal with coincidence rejection as shown in Figure 3.6A to that without coincidence rejection (Figure 3.4A), we observe little or no effect on the number of counts reported at high thresholds, since most counts at high thresholds are single counts, whereas at low threshold \( D < -50 \) the signal is reduced by \(~10–20\%\) due to the large proportion of double counts.

Analysis of the count coefficients, \( w_m \) (described in Section III), showed that coincidence rejection reduced the ratio of double counts \( (w_2) \) to single counts \( (w_1) \), which is reflected in Figure 3.6 as an improvement in the presampling MTF at all thresholds (e.g., comparing Figure 3.6B and Figure 3.4C). The improvement is most pronounced for low thresholds where charge sharing events are strongest, although it is still apparent to a smaller degree at the nominal threshold of \( D = 100 \) (Figure 3.6B). The dependence of the MTF on threshold in coincidence rejection mode is less pronounced than predicted by the model (with a reduced Pearson’s coefficient of 0.91 and 0.92 for \( D = 0 \) and \( D = 100 \), respectively), which is attributed in part to the channel leakage effect. The improved MTF (i.e., narrower PSF as shown in Figure 3.6C) indicates improved spatial resolution associated with coincidence rejection.

Figure 3.6. Predicted and measured signal response with the coincidence rejection circuit enabled \( (r_m = 0.35) \). (A) The mean signal as a function of detector threshold. (B) The presampling MTF shows an improvement especially at low thresholds due to rejection of counts resulting from charge sharing. (C) PSF with and without coincidence rejection, showing an improvement (narrowing of the PSF) with reduction of double counts.

The effects of charge sharing on spatial-frequency-dependent detector performance is further illustrated in Figure 3.7(A-D) as a function of exposure conditions (beam energy) and PCD parameters.
(threshold, charge carrier diffusion, and pixel size). As shown in Figure 3.7A, the DQE at low threshold ($D = 0$) and low energy (35 kV) suffers without coincidence rejection due to an increase in false counts. At the same energy, raising the threshold improves both high-frequency DQE and the zero-frequency DQE. A detector with perfect coincidence rejection efficiency ($\text{CRE, } r_m = 1$) was simulated, and the resulting DQE at low and high thresholds is shown as dotted lines. With perfect coincidence rejection, the threshold effect is eliminated. At higher tube voltage (70 kV, Figure 3.7B), the detector performance at low and high thresholds without coincidence rejection mirrors that at low energy, but with an overall decrease in the DQE due to a reduction in quantum detection efficiency. For a detector with perfect coincidence detection, the DQE at high threshold is worse than that at low threshold due to rejection of true low-energy counts arising from Compton interactions. See Figure 3.8(A-B) for further discussion of the contribution of low-energy Compton events to true counts.
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**Figure 3.7.** Effects of charge sharing as a function of various system parameters. The frequency-dependent $\text{DQE}(u)$ is shown at (A) 35 kV and (B) 70 kV with 4 cm and 10 cm of water filtration. The $\text{DQE}(u)$ is also shown for various levels of (C) charge carrier diffusion and (D) pixel size with Nyquist frequency demarked by vertical dashed lines. The reduction in $\text{DQE}(0)$ at low coincidence rejection efficiency is due to a reduction in the true count fraction, shown in (E). In (F), the optimal detector threshold is shown at 35 and 70 kV, demonstrating a strong dependence of optimal threshold on kV. The reduction of charge sharing effects by coincidence rejection is shown to benefit $\text{DQE}(0)$ computed as a function of (G) charge carrier diffusion radius and (H) detector threshold.

In Figure 3.7C, the effect of charge carrier diffusion is shown for three different diffusion lengths $\sigma_z$. Improving the charge carrier spread function (reducing $\sigma_z$) increases both the high frequency
performance (as expected from reduced blur) and improves DQE(0) due to a reduction in false counts from charge sharing. Similarly, changing the aperture or pixel size (Figure 3.7D) reflects a tradeoff between a loss in high-frequency performance due to a reduction in the Nyquist frequency and an improvement in the low-frequency DQE from a reduction of charge sharing. It should be noted that increasing the aperture size imparts distinct implications for PCDs compared, for example, to FPDs. Increasing the aperture size does not give an appreciable improvement in the ratio of signal to additive noise, unlike in EIDs. Instead, the benefit of larger apertures stems from a reduction in the chance that a single photon will contribute secondary quanta to multiple pixels—i.e., reduced probability of charge sharing.

The true count fraction, $k$, is defined as $k = \gamma^{true} / \gamma$ and shown in Figure 3.7E. The true count fraction computed as a function of threshold (dotted line) indicates that more than half of all recorded counts at low threshold ($D < 20$) are false counts (from both charge sharing and additive noise), but at high thresholds ($D > 150$), almost all counts are true. A “perfect” threshold set equal to the maximum possible number of secondary quanta generated by a photon interaction would yield unity $k$, but the system gain ($\gamma$) would be nearly zero. The solid line shows the true count fraction as a function of the ratio of diffusion radius $\sigma_3$ to aperture size ($a_x$). For diffusion radius much smaller than aperture size, nearly all secondary quanta generated by a photon interaction are collected by a single pixel, rendering charge sharing negligible. On the other hand, if the charge carrier diffusion radius is much greater than the aperture size, almost all photon interactions result in multiple pixels receiving some secondary quanta, increasing false counts.

Figure 3.7(F) shows the optimal detector threshold for various levels of coincidence rejection efficiency at 35 and 70 kV. The optimal threshold is that which maximizes DQE by best separating the additive noise from the signal and balancing the reduction in charge sharing versus the corresponding reduction in true signal. For a 35 kV beam, a high threshold is optimal: increasing the threshold rejects relatively few true counts (the low-energy Compton peak is small, Figure 3.8) compared to a large number of false counts resulting from charge sharing. For a 70 kV beam, there is a much larger Compton peak compared to the additive noise, and the optimal threshold balances the rejection of both additive noise and Compton signal with charge sharing rejection.

Figure 3.7(G-H) illustrates PCD performance in terms of DQE(0) for a number of pertinent parameters. The zero-frequency DQE is shown for brevity, and since the DQE($u$) of Figure 3.7 (A-D) are
nearly flat over a fairly broad range of parameters, the analysis conveys many of the pertinent ramifications of the system design parameters under consideration. Figure 3.7G shows that as charge carrier diffusion increases, coincidence rejection becomes increasingly important. Figure 3.7H shows that for low energies, the choice of detector threshold is less important. At low coincidence rejection efficiency, the detector threshold needs to be selected to balance tradeoffs among additive noise, charge sharing, and collection of true signal as discussed in relation to Figure 3.7F.

**V.C Effects of Additive Noise on PCD Performance and Spectral Resolution**

As detailed in section III.B, the effects of additive noise on PCD performance primarily involve a contribution of false counts at low thresholds (largely determined by the behavior of the pulse shaper and the ASIC pulse height gain) and a “blurring” effect on the detected energy spectrum. As seen in Figure 3.8A, for the PCD operating without coincidence detection, the nominal additive noise contribution to the signal is relatively small for energies greater than 1 keV. However, comparing with a PCD capable of perfect coincidence rejection (Figure 3.8B), nearly all of the signal at \( E < 10 \text{ keV} \) (at 35 kV) and \( E < 30 \text{ keV} \) (at 70 kV in Figure 3.8A) is due to charge sharing events registered as counts. Even with perfect coincidence rejection, however, a threshold that is high enough to reject additive noise unavoidably rejects a portion of the low-energy counts resulting from Compton interactions. This is tantamount to a reduction of the quantum detection efficiency of the detector and contributes to the different ranges of optimal detector threshold seen in Figure 3.10.

The effects of additive noise and coincidence rejection efficiency on DQE(0) are shown in Figure 3.8(C-D). In addition to the strong dependence of optimal threshold on beam energy shown in Figure 3.7F, the optimum depends on additive noise and coincidence rejection efficiency. Without coincidence rejection (Figure 3.8C), the optimal threshold exhibits a weak dependence on additive noise until the magnitude of the additive noise overcomes the charge sharing effects contributing to false counts \( (\sigma_{\text{add}} > 1500) \). In Figure 3.8D, on the other hand, a detector with perfect coincidence rejection has an optimal threshold with a much stronger dependence on additive noise, since there is no contribution of false counts from charge sharing at low thresholds. The result is intuitive in that reduction of charge sharing effects allows a lower threshold (and higher signal) with reduced effect of additive noise.
Figure 3.8. Effect of additive noise on the detected spectrum and DQE. (A) The detected spectrum without coincidence rejection. (B) The detected spectrum with perfect coincidence rejection, showing that charge sharing effects at the nominal additive noise level tend to dominate over additive noise unless coincidence rejection is employed. (C-D) Zero-frequency DQE computed as a function of energy threshold (C) without coincidence rejection and (D) with perfect coincidence rejection.

V.D Potential Advantages and Disadvantages of Photon Counting

While EIDs (for example, FPDs) have become a fairly widespread base technology for x-ray detection over the last 15 years, and PCDs have become increasingly prevalent over the last decade, the fundamental advantages and disadvantages of each has been only somewhat rigorously assessed. For PCDs, the benefit of reduced (effectively zero) electronics noise is often noted by virtue of thresholding, as is the improved energy weighting and the potential for energy discrimination and spectral imaging. The latter effects are outside the scope of the current work and were not included in the analysis below. However, at least a portion of the low-energy Compton interactions are lost in selecting a threshold that rejects the entirety of the additive noise distribution [for example, as in Figure 3.8(A-B)]. To compare the fundamental advantages and disadvantages of the thresholding step, consider a hypothetical EID with the same nominal parameters as the PCD system described above (Table 3.1). For purposes of this analysis, the only difference between the PCD and the hypothetical EID is the ability of the former to threshold the detected signal at a voltage pulse height corresponding to the number of collected secondary quanta and the resulting binary nature of the recorded signal. The effects of dead time loss (pulse pileup and chance coincidence) are ignored, as discussed above. The EID therefore has equivalent quantum detection efficiency ($g_1$), gain and spread in secondary quanta ($g_2$ and $T_3$), aperture size ($T_5$), electronics noise ($\sigma_{add}$), etc. and was modeled according to well-established cascaded system analysis in previous work.

As shown in Figure 3.9A, a PCD system operating with perfect coincidence rejection ($r_m = 1$) at a typical threshold level ($E = 6$ keV, approximately equal to $D = 100$ for the system in section IV.A) selected
to reject additive noise suffers from a slight reduction in DQE(0) compared to an identically parameterized EID due to the loss of low-energy Compton interactions. Reduction of the threshold (e.g., to \( E = 0.5 \) keV, approximately equal to \( D = 5 \) for the system in section IV.A) results in an improvement at lower additive noise values, but causes the PCD to suffer as additive noise is increased. Furthermore, Figure 3.9(B-C) shows that as the coincidence rejection decreases, the advantage of PCDs at all levels of additive noise and dose decreases appreciably, but still maintains regions of operation at high noise and low dose that are advantageous to that of the hypothetical EID. This analysis allows selection of an optimal threshold that balances the tradeoffs between the loss in Compton counts and the influence of additive noise. With reduced coincidence rejection efficiency, false counts from charge sharing occur at low energy thresholds (See Figure 3.7) and removes the advantage of a low threshold which does not reject the low energy Compton signal.

Figure 3.9. Performance of a PCD in comparison to a hypothetical EID of equivalent design (but without the ability for signal thresholding). The plot shows DQE(0) for the two systems as a function of additive noise at (A) perfect coincidence rejection efficiency \( (r_m = 1) \), (B) imperfect coincidence rejection efficiency \( (r_m = 0.5) \), and (C) no coincidence rejection \( (r_m = 0) \). The DQE(0) for the PCD is nearly independent of dose and was evaluated at two threshold settings [nominal 6 keV (solid black line) and a low-energy threshold of 0.5 keV (dotted black line)]. The DQE(0) for the EID is shown at three dose levels: 10 \( \mu \)R (dotted gray line), 5 \( \mu \)R (solid gray line), and 1 \( \mu \)R (dashed gray line).

Further comparison between the PCD and the hypothetical, identical EID is shown as a function of dose, additive noise, incident energy, threshold, and coincidence rejection efficiency in Figure 3.10. These calculations show the range of operating conditions at low-dose and/or high additive noise for which the application of a threshold in the PCD systems is beneficial in comparison to the energy-integrating system. Note, however, that the hypothetical EID features a quantum gain \( (g \approx 8000 \text{ electrons/g}) \) that is much larger than for typical scintillators and less efficient semiconductors, so the performance of the hypothetical system at low dose (and higher additive noise) is greater than should be expected for a realistic EID. The point here
is to illustrate the fundamental advantage (and disadvantage) of thresholding, all other factors being equal, and analysis for a realistic EID (viz., a FPD) is shown below.

Perfect coincidence rejection is assumed in Figure 3.10A for a 35 kV beam, leaving additive noise as the only contributor of false counts for the PCD. The threshold was fixed at $E = 10$ keV to give good separation of the additive noise ($\sigma_{\text{add}} = 0$ to 3000 electrons) from the true signal spectrum. In the regime of low additive noise and high dose, the EID is shown to slightly outperform the PCD, because the EID is operating in close to ideal circumstances (strongly quantum limited) while the PCD suffers a small loss due to the rejection of the Compton interactions. The effect of frequency was evaluated and found to have minimal effect on the relative performance of the PCD versus the EID. In Figure 3.10B, the identical scenario is shown for a 70 kV beam. At higher incident energies, the Compton interaction cross section comprises a larger portion of the total cross section, and a threshold of $E = 10$ keV therefore rejects a larger portion of the interacting photons. This results in a stronger reduction in DQE(0) and a reduction in the dose range for which the PCD is advantageous in comparison to the EID.

Figure 3.10C summarizes the relative performance of EIDs and PCDs with sub-optimal coincidence rejection at a fixed dose and additive noise level as a function of coincidence rejection efficiency and detector threshold. The EID performance is independent of these parameters. For a given additive noise level, dose, and coincidence rejection efficiency, there is an optimal threshold at which PCD performance is maximized (indicated with the dashed black line). At low energy threshold and low coincidence rejection efficiency, the PCD performance suffers due to the introduction of false counts from charge sharing effects. As the threshold is increased above ~25 keV, the PCD again suffers in comparison to the EID due to the rejection of true signal (high energy Compton interactions and photoelectric interactions).
Figure 3.10. Comparison of a PCD and a hypothetical EID system with the same physical parameters. The ratio of DQE(0) for a PCD to that of an EID is plotted as a function of \((A-B)\) dose and additive noise at 35 kV and 70 kV behind 4 cm and 10 cm of water, respectively. (C) At fixed additive noise \(\sigma_{\text{add}} = 1500\) e and exposure (5 μR), the DQE(0) ratio is evaluated as a function of threshold and coincidence rejection efficiencies. (D) At fixed additive noise \(\sigma_{\text{add}} = 1500\) e, coincidence rejection \(r_m = 0.5\), exposure (5 μR), and threshold \(E = 15\) keV, the spatial-frequency-dependent DQE is shown for the PCD and the hypothetical EID in comparison to a FPD.

In Figure 3.10D, the spatial-frequency-dependent DQE of the PCD and hypothetical EID are shown at fixed dose, additive noise, threshold, and coincidence rejection efficiency. The PCD shows a modest improvement at low spatial frequency, and a more pronounced improvement in comparison to the EID at higher frequencies. To provide a realistic base of comparison, and because the gain at stage 2 is so high (higher than would be expected for a typical EID employing a scintillator), the performance is plotted in comparison to that of a “typical” FPD as modeled in previous work.\textsuperscript{147–149} The FPD was modeled according to a CsI:Tl scintillator (150 mg/cm\(^2\) thickness), \(\bar{g}_2 = 900\), \(T_3\) was determined by the scintillator thickness, \(\bar{g}_4 = 0.99\), \(T_3\) was given by a sinc function for \(a_s = 0.05\) mm, and \(\sigma_{\text{add}} = 1000\) electrons. This more realistic representation of an energy-integrating FPD exhibits lower gain in stage 2 and a blurrier stage 3, achieving comparable performance to the PCD only down to ~1 mR. As shown in Figure 3.10D, the DQE for the FPD (gray dashed curve) is higher at low spatial frequency due to the higher atomic number of the CsI:Tl
scintillator (higher $g_i$); however, the high-frequency performance is limited by blur in the scintillator, which greatly exceeds that of charge carrier diffusion in the silicon strip detector.

VI. Conclusions

A cascaded systems model has been developed for analysis of the imaging performance characteristics of PCD systems, building upon more than a decade of well-established modeling of signal and noise propagation in energy-integrating detectors (e.g., FPDs) and extends analysis to include effects that are unique to PCDs. The model was validated in comparison to measurements and illustrates the threshold-dependence of the MTF, extending previous work by Acciavatti et al.\textsuperscript{124} The model also complements recent work in detector physics specifically modeling a single stage—e.g., spectral distortion effects\textsuperscript{11,150}—to include a more complete framework for spatial-frequency-dependent signal and noise characteristics. Among the findings of the current work are: (i) illustration of numerous important factors of system performance, such as the effects of detector threshold on DQE as reported by Tanguay et al.;\textsuperscript{17} (ii) revealing the effects of charge sharing; (iii) validation of theoretical predictions in comparison to experimental measurements on a PCD benchtop across a range of exposure and detector operating conditions; (iv) formulation of a framework for system optimization; and (v) a basis for more rigorous understanding of the potential advantages (and disadvantages) of PCDs in comparison to conventional energy integrators. The model also introduces the concept of a threshold-dependent effective PSF given by a weighted combination of aperture functions and incorporates coincidence rejection in the analytical framework for PCD imaging performance.

The current model is not without limitations, as acknowledged in part in Section II. Among these is the assumption that pulse pileup—in which multiple photons are incident onto the same pixel during the dead time of the detector—and chance coincidence—in which multiple photons are incident on adjacent pixels at a nearly coincident time and blocked by the anti-coincidence logic—are negligible. As demonstrated in the experimental measurements, however, these assumptions appear to be valid for the PCD used in this work over nearly the entire range of operating techniques (kV and mA), where only a small departure from linearity was observed at the highest exposure rates. For PCD systems with larger pixel size, more compact geometry, and increased dead time compared to the Si detector considered in this work, pileup effects may degrade detector response. Extension of the analytical model to encompass both charge sharing (as shown in this
work) and pileup effects (to be considered in future work) would benefit system design and optimization for such configurations.

The model was shown to demonstrate reasonable agreement with the measured signal and noise characteristics of the PCD, including spatial resolution (MTF), spectral characteristics (signal versus threshold), and stochastic noise characteristics (NPS). These aspects of detector performance are important to consider as such PCD systems begin to enter application in various areas of radiographic / mammographic and tomographic imaging. Such characteristics not only govern the fundamental low-dose performance of these systems but also the ability for energy discrimination. The model adapts equally well to a variety of PCD configurations distinct from the Si strip detector considered in this work. For example, the model allows analysis of the potential benefit of improved quantum detection efficiency of detector materials such as CdTe (higher atomic number) weighed against the tradeoffs of poor charge transport of holes (increased $\sigma_3$ and reduced $\gamma$) and K-fluorescence. In particular, K-fluorescent photons can degrade the resolution and increase charge sharing events. This can be incorporated in the model as a parallel cascade\textsuperscript{151} representing spatial relocation at stage 2. As in previous work,\textsuperscript{152} the distribution for photoelectric and Compton interactions would be split in stage 1, treated independently in stages 2-4 (including K-fluorescent effects) and recombined in stage 5.

Finally, the model provides a rigorous basis for understanding the fundamental performance advantages and limits of PCDs in comparison to conventional energy-integrators. Specifically, for a PCD with non-negligible internal detector scatter (contributing to the low-energy peak of the “true counts” spectrum), the “threshold” must navigate a thin line between noise reduction from rejecting additive electronics noise and quantum noise increase from rejecting true interactions. Aside from inherent contrast advantages (more favorable energy weighting) and spectral discrimination, the optimal operating point for PCDs is in regimes of very low dose (alternatively, very high additive noise). Coupled with count rate limitations (pulse pile-up effects that would tend to increase scan time), sparse sampling characteristics,\textsuperscript{153} and a relatively small FOV in currently available PCDs, their incorporation in the design of a high quality CBCT head scanner is not well justified at this time.

Alternative EID technologies appear to offer a more promising immediate path. Considering the typical dose regime for CBCT of the head (~25-50 mGy) coupled with the large FOV requirements, the
current generation of FPDs appear reasonably well suited to such application, as investigated in greater detail in subsequent chapters. Other advances, such as on-pixel gain,\textsuperscript{100} would bolster such applicability. Moreover, electronic noise levels comparable to those shown above for PCDs can be achieved with new CMOS EID detectors. The performance of such EIDs for incorporation in the design of a high-performance head imaging system is investigated in subsequent chapters.
Chapter 4: Modeling and Design of a Cone-Beam CT System for High-Quality Imaging of the Head

I. Introduction

As discussed in Chapter 1, the front-line modality for diagnosis of acute ICH is NC-MDCT, which allows detection of fresh blood in the brain with high sensitivity as well as the diagnosis of focal contusions and fractures;\textsuperscript{154} however, MDCT is poorly suited to point-of-care deployment. CBCT scanners are comparatively simple and can be well suited to mobile or point-of-care implementation.\textsuperscript{71, 97, 155, 156} Such systems provide sub-millimeter spatial resolution, but soft-tissue contrast resolution is often limited by artifacts and noise.\textsuperscript{85} The detection of small hemorrhages and subtle cranial fractures requires a system capable of low contrast visualization (40-80 HU blood-to-brain contrast),\textsuperscript{52, 157} with low noise, minimal artifacts, and sub-millimeter spatial resolution. Recent advances in artifact correction\textsuperscript{158} and model-based image reconstruction\textsuperscript{159-161} demonstrate the potential for CBCT to provide soft-tissue visibility approaching that of MDCT in a portable configuration.

A quantitative approach to imaging system design with a rigorous consideration of performance tradeoffs during the early stages of development is an important step to achieving optimal image quality. Analysis of task-based imaging performance draws from methods grounded in statistical decision theory, image simulation, observer models, and/or human observer studies. Linear cascaded systems analysis of NEQ combined with Fourier domain representations of the imaging task provide a framework for analysis of detectability index that has proven valuable in the development of CBCT systems for image-guided radiotherapy,\textsuperscript{162} image-guided surgery,\textsuperscript{76} musculoskeletal imaging,\textsuperscript{163} phase-contrast imaging,\textsuperscript{164, 165} tomosynthesis,\textsuperscript{34, 166} and breast imaging.\textsuperscript{167, 168} Under assumptions of linearity, shift invariance, and stationarity, such models have demonstrated reasonable agreement with human observer performance for simple imaging tasks\textsuperscript{34} and can be adapted to various geometries, imaging conditions, and detector types, including direct-detection\textsuperscript{127, 128} or indirect-detection\textsuperscript{9, 31} FPDs as well as PCDs,\textsuperscript{123, 130} and model-based image reconstruction\textsuperscript{169} for analysis of local signal and noise characteristics.
Such work has also employed methods based on spatial domain analysis of task performance. Monte Carlo (MC) simulations have been developed for various energy integrating x-ray detector types\textsuperscript{137, 170} and energy discriminating detector types.\textsuperscript{13, 171} Image quality model-based MC simulation has been useful in the design of dedicated breast CBCT systems, as in Boone et al.\textsuperscript{81} and Vedual et al.,\textsuperscript{172} as well as analysis of the performance of existing systems.\textsuperscript{173} Optimization of breast tomosynthesis parameters have been performed with object-dependent simulations\textsuperscript{174} and in conjunction with task-based performance of a prewhitening observer.\textsuperscript{175} Such image simulations are also well suited to optimization based on observer models, such as the channelized Hotelling observer,\textsuperscript{33, 176} which have been shown to correlate well with human observer performance.\textsuperscript{177} Work by Frey et al.\textsuperscript{178} used such analysis to optimize the parameters of 3D iterative reconstruction algorithms in emission tomography, illustrating the flexibility and robustness of these models, especially in the evaluation of nonlinear reconstruction techniques.

Analysis based on a cascaded systems model of the imaging chain elucidates the effects of individual components of the imaging system and factors of spatial resolution, contrast, and noise governing imaging performance. In the work reported below, a cascaded systems model for 3D imaging performance in CBCT is developed and applied to task-based design and optimization of a dedicated CBCT head scanner for detection of ICH. A fairly comprehensive scope of system design parameters was considered, including aspects of system geometry, x-ray source / imaging technique, and detector configuration. Model predictions were compared to experiments performed on a CBCT benchtop, and the results were considered with respect to numerous practical, logistical, and clinical considerations to guide the development of a clinical prototype. The work reported below was first published in Xu et al, “Modeling and Design of a Cone-Beam CT Head Scanner Using Task-Based Imaging Performance Optimization”\textsuperscript{179} and figures with associated text are reproduced in this dissertation with permission from the publisher (IPEM, London, UK).

II. Theoretical Methods

II.A Model for 3D Imaging Performance

Imaging performance was modeled with a linear cascaded systems representation of the imaging chain,\textsuperscript{32} accounting for processes of gain, blur, sampling, and additive noise for each stage. Such modeling has demonstrated close agreement with measurements of the local MTF, NPS, and NEQ\textsuperscript{180} as well as human
observer performance for simple imaging tasks. A brief summary of the model and parameters describing the propagation of signal and noise is shown in Figure 4.1, with subscripts denoting stages of: (0) incident x-ray quanta; (1) absorption in the x-ray converter; (2) conversion of x-ray quanta to optical photons; (3) spread of optical photons in the scintillator; (4) coupling of optical quanta to the semiconductor detector; (5) integration of quanta by semiconductor detector; (6) additive electronics noise; (7) sampling of the 2D projection; (8) post-readout binning and resampling; (9) log normalization; (10) ramp filter; (11) reconstruction apodization filter; (12) interpolation of 2D projection data; (13) 3D backprojection; and (14–15) binning and sampling of the 3D image reconstruction.

Figure 4.1. Illustration of the cascaded systems model for signal and noise propagation through the image acquisition (stages 0–7) and reconstruction (stages 8–15) process.

The analysis recognizes several important assumptions. Fourier-based metrics of resolution and noise assume a linear shift invariant system and wide-sense cyclostationary noise. The analysis assumes such properties to hold locally within a specific region of the image (e.g., the center of the image) and with respect to low-contrast (i.e., small signal difference) stimuli.

The spatial resolution in the 3D image reconstruction is described by the MTF, given by the combination of transfer functions for each stage in the imaging chain:

\[
MTF(f) = T_{\text{spot}} \left( Mf_x, Mf_y \right) T_3 \left( Mf_x, Mf_y \right) T_5 \left( Mf_x, Mf_y \right) \cdots T_8 \left( Mf_x, f_z \right) T_{11} \left( Mf_x, Mf_y \right) T_{12} \left( Mf_x, Mf_y \right) T_{14} (f)
\]  

(4.1)

where \( T_{\text{spot}} \) represents the focal spot MTF, \( T_3 \) the scintillator transfer function, \( T_5 \) the pixel aperture, \( T_{11} \) the reconstruction apodization filter, \( T_{12} \) the interpolation of projection data in the 2D projection domain, and \( T_{14} \) the voxel aperture. The 2D projection domain transfer functions are expressed as a function of the 2D
projection domain frequencies \((f_u, f_v)\) and are rescaled to the 3D image reconstruction domain \([f = (f_x, f_y, f_z)]\) by the system magnification \((M)\) as \(f_v = M f_z\) and \(f_u = M f_r\), where \(f_r = \sqrt{f_x^2 + f_y^2}\).

The NPS of the 3D image reconstruction\(^{32}\) includes the effects of various sources of correlation (e.g., scintillator blur, the apodization filter, etc.) as well as noise associated with x-ray scatter, readout electronics \((S_{\text{add}})\), and 2D and 3D sampling:

\[
\text{NPS}(f) = \frac{\pi |f_r|}{n_{\text{proj}} M^2} \left( \left[ \bar{q}_{0}^{x+y} S_3 \left( M f_r, M f_z \right) + S_{\text{add}} \right] ** \text{III}_{15} \left( M f_r, M f_z \right) \right) \ldots 
\]

\[
T_{11}^2 \left( M f_r, M f_z \right) T_{12}^2 \left( M f_r, M f_z \right) T_{14}^2 \left( f \right) ** \text{III}_{15} \left( f \right)
\]

where \(S_3\) represents the normalized 2D projection NPS, \(|f_r|\) the reconstruction ramp filter, \(\text{III}_{15} \left( M f_r, M f_z \right)\) and \(\text{III}_{15} \left( f \right)\) the 2D and 3D comb functions associated with sampling in the projection and image reconstruction domain, respectively, \(\bar{q}_{0}^{x+y}\) the total (scatter plus primary) mean photon fluence at the detector, \(M\) the object magnification, \(n_{\text{proj}}\) the number of projections, and \(S_{\text{add}}\) the additive electronics noise.

The fluence and energy spectrum behind the object \(\left( \bar{q}_{0}^{x+y} \right)\) were calculated after attenuation through 160 mm water and 1.4 mm of cortical bone (assuming a simple model of the cranium, 7 mm thick, roughly 4/5 of which is bone marrow and cancellous bone), approximating the beam quality behind the center of a head.

The spatial resolution and noise properties of the system can be combined to form the 3D NEQ:

\[
\text{NEQ}(f) = \pi |f_r| \frac{\text{MTF}^2(f)}{\text{NPS}(f)}
\]

This analytical form for the 3D NEQ was extended from that in previous studies\(^{32}\) in two respects that warranted particular attention with respect to high-quality soft-tissue visualization (as in ICH detection).

First, the effect of x-ray scatter was incorporated, including the effect of the air gap, antiscatter grid, and post-readout scatter correction. The air gap was treated using the effective scatter point source model as in Neitzel\(^{19}\) and the effect on contrast and noise as in Siewerdsen and Jaffray.\(^{162}\) An antiscatter grid with primary transmission, \(T_P\), and scatter rejection efficiency, \(1-T_s\), was modeled according to an analytical
model, with scatter and primary fluence transmission calculated behind the center of a 16 cm water cylinder. The SPR, $q_0^{SP}$, and $q_0^{S+P}$ at the detector (i.e., behind the grid) were calculated for the range of grid ratios (GR) in Table 4.1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Nominal Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0^{S+P}$</td>
<td>Total (primary + scatter) fluence at the detector behind the object</td>
<td>9,250 photons/mm²</td>
<td>(4 – 20) × 10³ photons/mm²</td>
</tr>
<tr>
<td>$f = (f_x, f_y, f_z)$</td>
<td>Frequency domain coordinates corresponding to the $(x, y, z)$ spatial domain of the reconstructed image</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SAD</td>
<td>Source-to-axis distance</td>
<td>750 mm</td>
<td>350–1200 mm</td>
</tr>
<tr>
<td>SDD</td>
<td>Source-to-detector distance</td>
<td>1100 mm</td>
<td>500–1500 mm</td>
</tr>
<tr>
<td>M</td>
<td>Object magnification</td>
<td>1.47</td>
<td>1 – 2.7</td>
</tr>
<tr>
<td>kV</td>
<td>X-ray tube voltage</td>
<td>90 kV</td>
<td>60 – 120 kV</td>
</tr>
<tr>
<td>mAs</td>
<td>Current × pulse width product</td>
<td>0.57 mAs / pulse</td>
<td>0.25 – 2.5 mAs / pulse</td>
</tr>
<tr>
<td>$a_{spot}$</td>
<td>Focal spot width (assumed square)</td>
<td>0.6 mm</td>
<td>0.4 – 1.0 mm</td>
</tr>
<tr>
<td>$a_{pix}$</td>
<td>Pixel size (assumed square)</td>
<td>0.4 mm</td>
<td>0.01 – 1.00 mm</td>
</tr>
<tr>
<td>$a_{vox}$</td>
<td>Voxel size (assumed cubic)</td>
<td>0.7 mm</td>
<td>0.2 – 1 mm</td>
</tr>
<tr>
<td>$h_{win}$</td>
<td>Apodization filter parameter</td>
<td>~7000 electrons</td>
<td>300 – 10,000 electrons</td>
</tr>
<tr>
<td>$S_{add}$</td>
<td>Additive electronic noise</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$N_{proj}$</td>
<td>Number of projections per scan</td>
<td>720</td>
<td>300 – 800</td>
</tr>
<tr>
<td>N</td>
<td>Bit depth</td>
<td>14</td>
<td>8 – 32</td>
</tr>
<tr>
<td>$y_{gap}$</td>
<td>Air gap</td>
<td>270 mm</td>
<td>70 – 500 mm</td>
</tr>
<tr>
<td>$F'$</td>
<td>Scatter fraction at the exit of the object</td>
<td>0.72</td>
<td>0.7 – 0.74</td>
</tr>
<tr>
<td>SPR</td>
<td>Scatter-to-primary ratio at the detector</td>
<td>1.06</td>
<td>0.9 – 1.5</td>
</tr>
<tr>
<td>$y_{scat}$</td>
<td>Distance from virtual scatter point source to object</td>
<td>240 mm</td>
<td>200 – 280 mm</td>
</tr>
<tr>
<td>GR</td>
<td>Anti-scatter grid ratio</td>
<td>8:1</td>
<td>6:1 – 12:1</td>
</tr>
<tr>
<td>$D_0$</td>
<td>Dose to center of CTDI phantom for one CBCT scan</td>
<td>20 mGy</td>
<td>10 – 45 mGy</td>
</tr>
</tbody>
</table>

Table 4.1. Glossary of terms and symbols with nominal values and ranges.

For all values of GR, the analysis assumed Pb septa of width 0.05 mm and nominal gridline spacing 40 lp/cm in computing scatter and primary transmission. Finally, previous work showed the importance of x-ray scatter and beam-hardening corrections (e.g., via MC simulation) for low-contrast ICH imaging. The effect of such correction on the image signal and noise characteristics is analyzed in Appendix B of this dissertation. Analysis of scatter and primary fluence in the imaging chain shows that scatter correction improves contrast and increases image noise in a complementary manner and does not change CNR or detectability index within the assumption of local linearity, shift invariance, and stationarity stated above. Of course, scatter correction carries the benefit of improved image uniformity and HU accuracy and is still a
necessary component of an advanced CBCT imaging framework. Therefore, all image-domain measurements in this paper are performed with scatter correction applied.

Second, since ICH detection carries such a strong requirement in contrast resolution, we extended the cascaded systems model of additive electronic noise. Whereas previous models treated additive electronics noise as a single parameter, we incorporate the effect of quantization noise arising from the ADC separately from other sources additive noise sources such as dark current, readout line, and amplifier noise. As detailed further in Chapter 5, we investigated the extent to which increasing bit depth beyond the typical 14- or 16-bit ADC could potentially improve ICH detection.

As in previous work, a 3D non-prewhitening (NPW) observer model was used to compute the detectability index, $d'$:

$$d_{\text{NPW}}'^2 = \frac{\iiint \text{MTF}^2(f) W_{\text{task}}^2(f) \, df}{\iiint \text{NPS}(f) \cdot \text{MTF}^2(f) W_{\text{task}}^2(f) \, df}$$

(4.4)

where MTF and NPS are defined in Eqs. (4.1) and (4.2), respectively, $W_{\text{task}}$ is the task function, and the integrals are over the 3D Fourier domain bounded by the Nyquist region of the image reconstruction. The 3D NPW observer model demonstrated reasonable agreement with human observer performance for simple imaging tasks in tomosynthesis and CBCT in previous work. The model considers the full 3D frequency content of the signal and noise without assumptions on 2D slice scrolling and without invoking parameters associated with anthropomorphic eye filter or internal noise. It is therefore a reasonable choice for the objective function in system design, as described below, in maximizing 3D information content pertinent to the imaging task.

The primary task considered in this work is a low-contrast, mid-frequency task representing a small ICH, as illustrated in Figure 4.2. For completeness with respect to imaging of head trauma, analysis of a high-contrast, high-frequency task representing bone fracture is included in section IV.F, and the implications for accomplishing multiple tasks with a given image are discussed. For the ICH detection task, the task function is given by the product ($W_{\text{task}} = C_{\text{task}} F_{\text{task}}$) of the contrast of the stimulus ($C_{\text{task}}$, units of $\mu$ or mm$^{-1}$) and its frequency content ($F_{\text{task}}$, units of mm$^3$). The units of $W_{\text{task}}$ is therefore $\mu \cdot \text{mm}^3$ (where $\mu$ here represents the units of attenuation coefficient, HU or mm$^{-1}$) giving a dimensionless detectability index. Note that the contrast
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term is affected by scatter \( C_{\text{task}} = \frac{C_{\text{true}}}{1 + SPR_{\text{task}}} \) and is reduced from the true contrast of the object to the background \( C_{\text{true}} = |\mu_{\text{stimulus}} - |\mu_{\text{background}}| \). The frequency-dependent part of the task function, \( F_{\text{task}} \), was modeled as a difference of Gaussians to emphasize varying degrees of low-, medium-, and high-frequency content in the detection task:

\[
F_{\text{task}} (|f|) = A \left( \exp \left[ -\frac{(|f| - f_1)^2}{2s_1^2} \right] - \exp \left[ -\frac{(|f| - f_2)^2}{2s_2^2} \right] \right)
\]  

(4.5)

Written this way, \( W_{\text{task}} \) can be interpreted as discrimination of two Gaussian structures (of feature size \( 2.35/s_1 \) and \( 2.35/s_2 \) mm, respectively) or as detection of the stimulus edge (with size \( (s_1 + s_2)/(6s_1s_2) \) mm). The amplitude \( (A, \text{units} \, \mu m^3) \) normalizes \( F_{\text{task}} \) such that \( W_{\text{task}} \) carries the same signal power as the spatial domain object function. The task function was assumed to be isotropic (i.e., equal feature size in each direction)—a straightforward model with respect to a (spherically symmetric) ICH.

As shown in Figure 4.2, the ICH task function has low signal power (associated with the low contrast of blood-to-brain, \( C_{\text{true}} \approx 8 \times 10^{-4} \, \text{mm}^{-1} \) or 40 HU at 90 kV) and emphasizes low and medium frequencies \( (f_1 = f_2 = 0, s_1 = 0.35 \, \text{mm}^{-1}, s_2 = 0.25 \, \text{mm}^{-1}) \) corresponding to a feature size of ~1.2 mm. The fracture task carries higher contrast (bone and water, \( C_{\text{true}} \approx 0.021 \, \text{mm}^{-1} \) or 900 HU at 90 kV) and emphasizes medium and high frequencies \( (f_1 = f_2 = 2, s_1 = 0.4 \, \text{mm}^{-1}, s_2 = 0.2 \, \text{mm}^{-1}) \). Analysis of \( d' \) for the ICH task is detailed below, and results for the fracture detection task are summarized in Section IV.F.

![Figure 4.2](image.png)

Figure 4.2. Two task functions pertinent to imaging of head injury. ICH detection carries low signal power (blood-to-brain contrast, ~40 HU) and low-to-mid–frequency content (feature size ~1.2 mm). Fracture detection carries high contrast (bone-to-water contrast, ~900 HU) and high-frequency content (feature size ~0.3 mm).
II.B Optimization of Imaging System Design

Investigation of optimal system design involved a systematic analysis of performance over a series of studies grouped generally as: (1) system geometry; (2) x-ray source and imaging technique; (3) antiscatter grid and scatter correction; and (4) detector configuration, with the aim of identifying a system design optimal to the task of ICH detection. Since each of these studies involved interdependent parameters [e.g., selection of optimal geometry in (1) depended on focal spot size in (2) and detector configuration in (4)], the analysis was repeated for each univariate (or bivariate) study holding other parameters fixed at their nominal values in Table 4.1. Recognizing that detectability increases or decreases monotonically for many of these parameters (e.g., focal spot size, additive noise, dose, etc.), a constrained multivariate optimization was performed over the remaining, non-monotonic parameters (viz., kV, SAD, and pixel size) and the global maximum matched the optima shown in the bivariate analyses illustrated below.

II.B.1 System Geometry

Selection of the system geometry included the choice of SAD and SDD and affects the magnitude of x-ray scatter and spatial resolution owing to combined effects of focal spot blur and geometric magnification. Moreover, for fixed patient dose and a given magnification, performance tends to improve with larger SDD but requires increased x-ray tube power and implies a larger scanner footprint (outer diameter). As shown in sections II.B.2-II.B.4, a nominal SDD of 1100 mm was chosen based on such considerations, and the corresponding optimal SAD was chosen based on analysis of focal spot blur, scatter rejection, etc.

II.B.2 X-ray Source and Imaging Technique

The x-ray source and imaging technique included parameters associated with the focal spot size, beam energy, and dose, which in turn pose requirements on x-ray source power. A fixed nominal dose was chosen based on the (20 – 50 mGy) dose levels reported for head CT, and the optimal beam energy (i.e., the kV that maximizes $d'$ for the ICH task) was determined. The x-ray tube output (mAs) in all cases was adjusted to provide a nominal dose of $D_0 = 20$ mGy to the center of a 16cm CTDI phantom, computed as:

$$D_0 = N_{\text{proj}} X_{\text{obj}} (\text{SAD}) e^{-\mu_{\text{eff}} r} f_{\text{water}} (\text{kV}) \text{BSF}(\text{kV})$$

(4.6)
where $N_{\text{proj}}$ is the number of projections (equally spaced over a 360° orbit), $X_{\text{obj}}$ is the in-air exposure at isocenter (in absence of the object), $f_{\text{water}}$ is the f-factor of water, $r$ is the radius of the object (80 mm for the CTDI head phantom), $\mu_{\text{obj}}$ is the attenuation coefficient of the CTDI phantom, and the backscatter factor was obtained by empirical fit to dose measurements performed on the CBCT bench (as in Figure 4.3).

II.B.3 X-Ray Scatter

As stated in section II.A, MC scatter correction restores image contrast and increases image noise such that the local CNR and detectability are unaffected. For simplicity, results in Section IV assumed accurate MC scatter correction, but analysis in Appendix B of this dissertation shows that inaccurate scatter fluence estimation (or even no scatter correction at all) yields the same local detectability index. The selection of an antiscatter grid was investigated (in addition to MC scatter correction), accounting for effects of GR, $T_P$, and $T_S$ according to the analytical model described in Day and Dance.\textsuperscript{183} Grids were modeled as Pb septa with Al interspacer at 40 line pairs / cm, matching the experimental grids investigated in section III.A.

II.B.4 Detector Configuration

Investigation of detector configuration included variation of detector pixel size ($a_{pd}$) and additive electronics noise. The current state of commercially available detectors suggests two typical configurations: a CMOS detector with small pixel size, low readout noise, and small FOV; and a FPD with somewhat larger pixel size, relatively higher readout noise, and capable of larger FOVs. Chapter 5 details the analysis of ADC quantization noise and the effect of bit depth on system performance.

II.B.5 Additional Design Constraints

Finally, the results of the four studies described above were considered with respect to realistic physical or clinical constraints (e.g., size of the scanner) and design characteristics that can be achieved using current state of the art hardware (e.g., specific x-ray tubes and/or detectors). Other design goals, such as fast scan speed, FOV, and portability posed additional constraints on detector dynamic range, detector size, and x-ray source power. These constraints were considered with respect to the results of the optimization study to guide specification of a head scanner prototype design now being developed for clinical studies.
III. Experimental Methods and Materials

III.A X-Ray Imaging Bench and Phantoms

Imaging Bench. All images were acquired on the imaging bench shown in Figure 4.3 using an x-ray source (RAD13, Dunlee, Aurora IL), a translation and rotation stage (Compumotor 6k8, Parker Hannifin, Rohnert Park CA), and a FPD (PaxScan 4030CB, Varian, Palo Alto CA). The bench allowed variation of system geometry over a range SAD = 400–1200 mm and SDD = 700–1500 mm. In each case, system geometry was calibrated using the method described by Cho et al. The x-ray beam energy was varied over a range 60–120 kV and 0.25–2.5 mAs per projection at focal spot size settings of 0.4 or 0.8 mm. A selection of antiscatter grids (each 38×46 cm², 40 line pairs/cm, Soyee Products, Thompson CT) was investigated, ranging in GR from 6:1 to 12:1, each with focal distance (1016–1829 mm) compatible with the nominal system geometry. The nominal CBCT scan protocol consisted of 720 projections in 0.5º angular increments at 90 kV and 0.57 mAs per projection with 2 mm Al and 0.2 mm Cu added beam filtration. Image reconstruction was performed by 3D filtered backprojection with a nominal voxel size of (0.7×0.7×0.7) mm³ and a smooth (Hann) filter.

Phantoms. Two head phantoms were used in image quality analysis, each illustrated in Figure 4.4. Phantom A was a custom anthropomorphic head phantom incorporating a natural skeleton in tissue-equivalent plastic (Rando, The Phantom Lab, Greenwich NY). Phantom A provided an empty cranial interior that was filled with gelatin (Knox Gelatine, Kraft, Camden NJ) mixed to ~50 HU density and a carefully arranged array of acrylic spheres (~100 HU, ranging in diameter 1.6–12.7 mm) presenting gelatin-to-acrylic (i.e., “brain-to-
blood”) contrast of ~50 HU. A tungsten wire (0.127 mm diameter) was also placed in the gelatin for assessment of spatial resolution. Phantom A also included CSF-equivalent wax shaped to population-average size ventricles. Phantom B was also an anthropomorphic head phantom (Atom, CIRS, Norfolk VA) featuring a synthetic skeleton in tissue-equivalent plastic. Phantom B allowed insertion of various cylindrical test objects within the cranial interior. A lighter gelatin (“brain” ~10 HU) mixture was formulated as cylindrical inserts in Phantom B in which blood-equivalent spheres (~60 HU, QRM QSA-498, ICRU 44) ranging 2–10 mm diameter were placed, again providing “blood-to-brain” contrast of ~50 HU.

Figure 4.4. Head phantoms. Phantom A had an accessible skull cavity filled with gelatin and embedded with acrylic spheres (50 HU contrast) and a tungsten wire. Phantom B included inserts filled with brain-equivalent gelatin and blood-equivalent spheres.

III.B Comparison of Theory and Measurement

Validation of Theoretical Model. Model predictions of the 2D projection NPS and the 3D image NPS were validated over a range of imaging conditions and parameters appearing in Table 4.1. Measurements were acquired on the imaging bench of Figure 4.3 at a beam energy of 100 kV (added filtration of 8.2 mm Al + 2.1 mm Cu simulating attenuation from 16 cm of water) with dose varied over a range corresponding to 0.25–0.64 mAs per projection. 3D images were reconstructed as described above with (0.28×0.28×0.28) mm³ voxel size. The NPS was analyzed under assumptions of weak stationarity, shown previously¹⁸⁷ to be a good assumption under such experimental conditions. As in Samei et al.,¹⁴² the 2D projection MTF was measured from an angled tungsten edge and fit to the product of a Lorentzian and exponential (parameterizing the scintillator MTF, $T_3$) and sinc function (pixel MTF, $T_5$). The fit for the scintillator MTF ($T_3$) was incorporated in Eqs. (4.1) and (4.3) for analysis of system MTF and detectability index, respectively.
Empirical Investigation and Validation of Optimal System Configuration. Images were acquired on the CBCT bench to provide qualitative visual assessment of trends in image quality in comparison to the results predicted by the theoretical framework. The effects of system geometry on imaging performance were measured using Phantom A imaged at a nominal SDD of 1100 mm, with SAD ranging 550–950 mm. For these studies, the beam energy was fixed at 90 kV, and total mAs varied from 450 (at 550 mm SAD) to 1440 (at 950 mm SAD) such that the dose at the center of a CTDI phantom centered on the axis of rotation was 20 mGy. Measurements of imaging performance as a function of kV and selection of antiscatter grid were performed using Phantom B in the nominal geometry, filtration, and dose shown in Table 4.1.

III.C Metrics of Performance

In addition to evaluation of the 2D and 3D image NPS and detectability index, imaging performance was characterized experimentally in terms of the contrast, noise, CNR, and spatial resolution measured in the phantoms of Figure 4.4. Contrast and noise were evaluated in 10×10×10 voxel ROIs in the largest diameter ICH-simulating sphere and an immediately adjacent uniform region of brain-simulating gelatin. The spatial resolution was characterized in terms of the FWHM of 2D Gaussian fits to finely sampled axial reconstructions (0.26 mm isotropic voxel size) of the tungsten wire in Phantom A. Dose values reported throughout refer to the absolute dose (mGy) to water described in Eq. (4.6) and validated by measurement with a Farmer chamber placed at the center of a 16 cm CTDI phantom at isocenter. Images of the simulated blood and brain regions in Phantoms A and B were also qualitatively assessed in terms of uniformity, artifact, and conspicuity of the simulated ICH.

IV. Results

IV.A Model Validation

The underlying cascaded systems model has been validated in previous work32, 126 and was confirmed in the current application context as summarized in Figure 4.5. As expected (Figure 4.5a), the 2D projection NPS exhibits a low-pass characteristic governed primarily by scintillator blur and varies linearly with exposure. Similarly good agreement was demonstrated between theory and measurement at various kV, pixel binning, and other system parameters over the ranges in Table 4.1. The 3D image NPS exhibits a bandpass characteristic in the axial plane (Figure 4.5b) and low-pass characteristic in the longitudinal
direction (Figure 4.5c) in good agreement with theory. It merits reiteration that the Fourier metrics of MTF and NPS analyzed herein describe the local transfer characteristics, which in this work corresponds to the center of the image. Since the MTF at stage 3 was taken as empirical input to the model, and the factors of fluence, quantum detection efficiency, optical gain, optical coupling efficiency, etc. that are encapsulated within the NPS demonstrated good agreement with measurement, the model therefore also provided close agreement with the measured NEQ (not shown for brevity). Such measurements confirm the modeled spatial resolution and noise components of $d'$ [Eq. (4.4)], which serves as the objective function for system design and optimization detailed in the following sections.

Figure 4.5. Comparison of theory and measurement. (a) The 2D projection NPS measured (symbols) and modeled (solid curves) for a range of exposure levels (mAs per projection). (b) The 3D image reconstruction NPS in the axial plane (radially averaged at $f_z = 0$). (c) The 3D image reconstruction NPS in the coronal plane ($f_y = 0$), also showing close agreement between theory and measurement.

IV.B System Geometry

Analysis and optimization of system geometry involved calculation of $d'$ as a function of SAD (ranging 450–1150 mm) and SDD (ranging 750–1250 mm) assuming a centered detector and circular orbit. The effect of geometry on performance is illustrated in Figure 4.6, which shows that at each value of SDD, there exists an optimal SAD that balances the tradeoffs between focal spot blur, geometric sharpness (demagnification of pixel size in the image plane), fluence at the detector, and x-ray scatter, as described in Siewerdsen & Jaffray. Since calculations were performed for a fixed dose at isocenter (20 mGy), the maximum detectability at optimal SAD increases monotonically with increasing SDD. This effect is primarily due to the inverse square law: as the SDD increases, the optimal SAD increases, and the total x-ray output (mAs) required to deliver 20 mGy of dose increases (with a concomitant increase in total fluence at the detector). For example, we considered two nominal SDDs marked by horizontal lines in Figure 4.6: a
fairly compact configuration with \( SDD = 850 \text{ mm} \) and a more extended geometry with \( SDD = 1100 \text{ mm} \). The compact configuration is optimized with \( SAD = 580 \text{ mm} \) (\( M = 1.47 \)), similar to the geometry of some commercially available head scanners\(^{188} \). The extended geometry is optimized with \( SAD = 750 \text{ mm} \) (\( M = 1.47 \)) and provides an \( \sim 8\% \) increase in \( d' \) compared to the compact geometry.

Such calculations were repeated over a broad range in beam energy (50–140 kV), dose (10–20 mGy), focal spot size (0.3–2.0 mm), pixel pitch (0.01–1.0 mm), and reconstruction parameters (voxel size and smoothing filter). In this way, the analysis iterated over the multivariate space of parameters in system design and for conciseness were reduced to the bivariate analysis in Figure 4.6. The nominal parameters held fixed in Figure 4.6 were selected in a manner consistent with findings below—viz., 90 kV, 0.6 mm focal spot, 0.4 mm pixels, 0.7 mm isotropic voxels, and a smooth (Hann) reconstruction filter.

![Figure 4.6](image_url) Analysis of system geometry. Detectability index was computed as a function of SAD and SDD. For any value of SDD, there exists an SAD that maximizes performance. Example "compact" and "extended" scanner geometries are marked by horizontal lines.

The results in Figure 4.7 validate quantitatively and illustrate qualitatively how system geometry affects imaging performance in terms of the CNR (simulated blood-to-brain) and PSF measured as a function of SAD (at \( SDD = 1100 \text{ mm} \) and other parameters fixed as in Table 4.1). Figure 4.7a shows axial slices (without scatter correction) and zoomed insets about simulated bleeds (with MC scatter correction\(^{158} \)). Figure 4.7(b-d) shows the contrast and noise, CNR, and PSF, respectively, as a function of SAD. Symbols demark measured values and curves show theoretical prediction with MC scatter correction. The images and quantitative metrics illustrate the numerous tradeoffs in the optimization of system geometry. Specifically, (for fixed SDD, dose, etc.) reducing SAD has the following effects: x-ray scatter effects (cupping and streaks)
are reduced due to the larger air gap; noise increases (since $D_0$ is fixed, requiring lower scan mAs); contrast improves in the uncorrected image (due to reduced x-ray scatter) but is independent of SAD following MC scatter correction (as expected, with the concomitant noise increase discussed in Appendix B); CNR is accordingly reduced (with the exception of the data point at SAD = 950, where scatter outside the FOV was unaccounted in the MC simulation); and spatial resolution improves due to geometric sharpness.

Figure 4.7. CBCT images of Phantom A and basic measures of imaging performance analyzed as a function of SAD (at fixed SDD = 1100 mm and $D_0 = 20$ mGy). (a) Axial slices (without scatter correction) with zoomed ICH inserts (with MC scatter correction). (b) Contrast and noise and (c) CNR measured in MC corrected images. (d) Spatial resolution (FWHM of the PSF) measured using a tungsten wire in Phantom A. In (b-d) symbols are measurements from CBCT images of Phantom A, with error bars representing the standard deviation of CNR measured in independent axial slices, and curves from the theoretical model.

Overall, for this system configuration, reduced SAD corresponds to sharper images but reduced CNR, analogous in some ways to the imaging performance evident in some commercially available head scanners\textsuperscript{65} that show good bone detail visualization but limited soft-tissue imaging capability. Conversely, increasing SAD increases x-ray scatter effects (stronger cupping and streaks in uncorrected images), decreases noise (increased mAs with fixed dose), improves CNR, and degrades spatial resolution (reduced geometric sharpness). The combined tradeoffs between CNR and PSF are encapsulated well in the trends of Figure 4.7—e.g., consistent with an optimal SAD of ~750 mm for the task of small bleed detection.
IV.C X-Ray Source and Technique

The effect of focal spot size ($d_{\text{spot}}$) and beam energy (kV) on system performance are shown in Figure 4.8 in terms of both theoretical predictions and phantom measurements at SDD = 1100 mm. Although performance monotonically improves with reduced focal spot size (with power and heat limitations considered in section V.A below), performance for a low-to-mid–frequency task such as ICH detection (Figure 4.8a) has a modest dependence on $d_{\text{spot}}$. As shown in Figure 4.8b, beam energy exhibits a clear, broad optimum in detectability at 90–100 kV, and that optimum is insensitive to geometry. The underlying factors are illustrated in analysis of contrast and CNR (simulated blood-to-brain) in Figure 4.8c, where symbols denote measurements in Phantom A, and curves are theoretical prediction. At lower kV, contrast increases, but noise also increases due to reduced penetration. As beam energy increases, contrast reduces due to reduction in the difference in attenuation coefficients, and noise reduces due to increased penetration (i.e., increased fluence reaching the detector). The beam energy that maximizes CNR agrees with the predicted optimum of 80–100 kV (taken nominally as 90 kV) for the ICH detection task.

Figure 4.8. Analysis of x-ray focal spot size and beam energy. (a) Detectability index was computed as a function of $d_{\text{spot}}$ and SAD. (b) Detectability index for the ICH detection task was computed as a function of beam energy and SAD, implying an optimum at ~90 kV that is corroborated by measurements and prediction of CNR in (c).

IV.D Scatter Correction and Anti-scatter Grid

Use of an antiscatter grid reduces the x-ray scatter fluence reaching the detector (thereby improving contrast) but also imparts a reduction in primary fluence. For a detector with non-negligible electronic noise, the relative benefit (or detriment) to imaging performance in using a grid is determined by the grid parameters (GR, $T_s$, and $T_p$) and the imaging dose. Figure 4.9a shows ICH detectability computed as a function of GR and air gap, showing an optimal GR in the range ~8-12. The optimal air gap without a grid ($y_{\text{gap}}$ ~270 mm) corresponds to the same optimal SAD (~750 mm) shown above. Figure 4.9b shows the relative benefit (or
detriment) of an optimal grid (GR = 8) by analyzing the ratio of $d'$ with and without a grid as a function of dose, with the “break-even” line marked in white. For the optimal configuration discussed above (SAD = 750 mm, SDD = 1100 mm), use of a grid degrades performance slightly (~5–10% reduction in $d'$) for $D_0 = 10$ mGy but improves performance slightly (~5–10% increase in $d'$) at 20 mGy. The finding is corroborated by images of simulated ICH in Phantom B, as shown in Figure 4.9c, where the CNR without a grid is superior at 10 mGy dose, but CNR with a grid is superior at 20 mGy dose. Overall, the results suggest marginal (if any) improvement gained through use of a grid at the nominal dose and $N_{\text{proj}}$; moreover, grids can introduce added complexity in flood-field correction. With an eye toward lower-dose scan protocols (10 mGy or less), the analysis suggests a gridless system configuration that manages scatter primarily by means of optimal geometry (air gap) and MC scatter correction.

Figure 4.9. Analysis of antiscatter grid. (a) Detectability index for the ICH task computed as a function of GR and air gap. (b) The ratio of $d'$ with and without a grid computed as a function of air gap and dose. The break-even line (ratio = 1) is superimposed in white, showing the benefit of grids at higher dose. (c) Images and measurements of simulated blood-to-brain CNR with and without a grid at 10 and 20 mGy, supporting the theoretical prediction in (b) that even an optimal grid can be detrimental at lower dose.

IV.E Detector

Two detector types were considered in the analysis below, differing mainly in their pixel size and additive noise: CMOS detectors and FPDs. Other important factors that distinguish these detectors (e.g., FOV and frame rate) are discussed among practical considerations in section V.A. Figure 4.10a shows that the optimal pixel size for ICH detection is ~0.3–0.5 mm over the entire range of dose considered: finer pixel size suffers from a reduced number of photons per pixel and an increased relative contribution of electronic noise, while larger pixels carry a loss in spatial resolution. Figure 4.10b shows the effect of electronic noise on the dose required to achieve a given level of detectability—i.e., if electronic noise increases from ~470 e to 4160 e, the dose would need to be increased 13% to maintain detectability at 20 mGy and by 33% at 10 mGy. Figure 4.10c shows the detectability index computed as a function of pixel size and additive noise,
superimposing the nominal values for CMOS and FPDs in various pixel binning modes. Overall, a CMOS
detector is seen to offer a potentially strong improvement in performance due to reduced electronic noise.
The contribution of digitization noise (see Chapter 5) to the total electronic noise also becomes significant
for the CMOS configuration, but the analysis in Figure 4.10 assumed sufficient bit depth that line noise, pixel
dark noise, and amplifier noise dominated the additive electronic noise.

![Figure 4.10](image)

Figure 4.10. Analysis of x-ray detector configuration. (a) Detectability index computed for the ICH detection
task as a function of pixel size and dose shows an optimal pixel size in the range ~0.3–0.5 mm. (b) The
analysis shows the steady reduction in $d'$ with increased electronic noise, or—alternatively—the dose
required to maintain a given level of $d'$ as electronic noise increases. (c) Detectability index computed as a
function of pixel size and electronic noise, superimposed by symbols marking nominal CMOS and FPD
performance in various pixel binning modes.

**IV.F Fracture Detection Task**

The analysis reported in sections IV.B-E focused on the task of ICH detection. In evaluating head
trauma, however, the ability to visualize fractures is also pertinent to confident diagnosis. Analysis
(corresponding to the fracture detection task is summarized below to investigate to what extent the optimal
system configuration differs from that identified for the ICH task and—perhaps more importantly for this
application—that detectability for the fracture task is still high for the configuration identified above. More
generally, for scenarios in which more than one imaging task is important, a weighted optimization\(^{189}\) may
be considered the mitigates the tradeoffs in detectability in proportion to the clinical significance of the
disparate tasks.

Figure 4.11 shows the analysis of detectability index for a high-frequency, high-contrast fracture
task. As shown in Figure 4.2, the fracture detection task assumes a small volume and high-contrast (~900
HU) linear or planar fracture averaged over all (equally likely) orientations. Such a task function may still be
considered within the assumption of a small signal difference in that it exhibits small signal power. For
example, the signal power of a fracture of feature size 0.25 mm (0.015 mm\(^3\) volume) and contrast = 900 HU
is approximately equivalent in signal power to an ICH lesion of 1.7 mm diameter (2.6 mm$^3$ volume, 50 HU). The small-signal power assumption is therefore valid for a subtle fracture.

Figure 4.11a shows the analysis of system geometry for the fracture detection task. The optimal magnification in both the compact and extended geometries is higher ($M = 1.72$ and $1.76$, respectively) than for the ICH task ($M = 1.47$), but $d'$ for the fracture task is reduced from its maximum value by just 7% (and is still 2.2 times higher than that of the ICH), suggesting that fracture is detectible even in the ICH-optimized geometry. Figure 4.11b shows detectability index computed as a function of SAD and focal spot size. Compared to the ICH task (Figure 4.8a), the fracture detection task exhibits a steeper decline in detectability as focal spot size increases. At the nominal focal spot size identified for the ICH task ($a_{\text{spot}} = 0.6$ mm), $d'$ for fracture detection is similarly 2.2× the ICH task, suggesting that the fracture is detectible in the nominal geometry. Figure 4.11c shows that fracture detection is also sensitive to the choice of detector type (i.e., pixel size and additive noise). Compared to the ICH task (Figure 4.10c), detectability exhibits a steep decline as pixel size or additive noise increases, and the optimal pixel size for fracture detection is 0.2–0.4 mm for the range of additive noise achievable with CMOS and FPDs. This suggests that acquiring images with finer detector binning (e.g., 1×1 or 2×2 binning, instead of 4×4 binning discussed in relation to Figure 4.10c) may be beneficial—with a high-resolution reconstruction (e.g., sharp filter and 0.23 mm voxel size) for fracture detection and a lower-resolution reconstruction (e.g., smooth filter and 0.7 mm voxel size) for ICH detection. This approach has been implemented in other applications of CBCT—e.g., musculoskeletal imaging—in which data are acquired with finer detector binning followed by a high-resolution reconstruction for bone visualization and a low-resolution reconstruction for soft-tissue visualization.
Figure 4.11. Analysis of detectability for the fracture detection task. (a) System geometry, analogous to Figure 4.6. (b) Focal spot size, analogous to Figure 4.8a. (c) Detector pixel size and additive noise, analogous to Figure 4.10c. While the fracture detection task suggests an optimal configuration that differs from the ICH detection task, fracture detectability is still high (~2× greater than ICH detectability) in the nominal configuration identified for ICH detection.

V. Prototype Design

V.A Additional Constraints and Practical Considerations for System Configuration

Following the guidance of system design obtained from the theoretical analysis detailed above, the practical implications and feasibility of various design choices were considered with respect to currently available x-ray tubes and detectors. Other practical considerations not explicit in the analysis above include the number of projections, scan time, x-ray tube power, and FOV.

The total number of projections has a direct effect on total scan time (as shown in Figure 4.12a). For example, a 30 s scan time could be achieved using 720 projections and an x-ray pulse length of 20 ms at 50% duty cycle. This requires a detector readout rate of 25 frames per second which is within the range of typical FPD operation. The total scan time in turn affects the required tube power (Figure 4.12b), indicating for example that a > 5 kW source is required to achieve a scan time less than 20 s (with 20 mGy dose and a 50% pulse duty cycle) in the extended (SAD = 750 mm, SDD = 1100 mm) geometry. Further reduction of scan time (below 20 s) would challenge commercially available FPDs and potentially requires CMOS detectors with increased frame rate, a more powerful x-ray source (higher dose per pulse), and/or a more compact geometry such as the SDD = 850 mm geometry shown in section IV.B (i.e., less power required to achieve the same detector signal).

There are two important FOV design requirements: the detector FOV must be sufficient to cover the object at SDD without truncation, and the anode angle must be sufficient to cover the object at SAD in all projections. For a 24 cm object (approximately the dimension of the head in the anterior-posterior
direction) in the nominal geometry (SDD = 1100 mm and SAD = 750 mm), a detector width > 35 cm and anode angle > 9° is required. An isocentric geometry may be more mechanically favorable (e.g., SDD = 1100 mm, SAD = 550 mm), and increases the detector width to 48 cm and the required anode angle to 13°.

These practical tradeoffs impose important design constraints on the choice of x-ray source and detector. Considering the differences in power provided by high-end stationary anodes (focal spot index = 1, 15° anode, 3 kW, SR-130, SourceRay, Ronkonkoma, NY) and lightweight rotating anode sources (focal spot index = 0.6, 15° anode, 15 kW, Monobloc, IMD, Grassobbio, Italy), a greater than two-fold reduction in dose is necessary for the use of a stationary anode tube. Combined with the scan time requirements (< 30 s), the results indicate that a lightweight rotating anode x-ray source is strongly advantageous to meeting the optimal design and performance. While CMOS detectors feature low additive noise and fast readout, the largest currently commercially available CMOS detector is ~30×30 cm², whereas FPDs are available up to 43×43 cm²). An offset-detector configuration (common in IGRT) can overcome detector FOV limitations but preclude half-scan protocols (which can spare dose to the eye lens) and potentially favorable gantry configurations (C-arm).

Figure 4.12. Analysis of additional practical considerations of the x-ray source power, pulse width, scan time, and FOV. (a) Total scan time computed as a function of the number of projections and x-ray pulse width, assuming 20 mGy dose and nominal system geometry. (b) X-ray tube power (giving 20 mGy dose) computed as a function of the number of projections and pulse length.

V. B Prototype Configuration

As discussed in section IV.B, two nominal scanner geometries were considered (SDD = 850 mm and 1100 mm, each at their respective optimal SAD). The more compact geometry (SDD = 850 mm) provides
a smaller scanner footprint and reduced power requirements with slight (~7%) reduction in detectability. The more extended geometry (SDD = 1100 mm) may carry other advantages in terms of patient positioning and a larger interior envelope for clearance of the patient and auxiliary systems. Figure 4.13a shows a schematic of a mobile prototype CBCT generally consistent with the analysis detailed above.

Figure 4.13. (a) Schematic of the prototype design. (b) Illustration of patient positioning in the large-bore mobile CBCT system.

The design in Figure 4.13b shows a slightly smaller geometry (SDD = 1000 mm, SAD = 550 mm) meeting the size and power constraints for a mobile system that is still capable of high-quality brain imaging. The SAD and SDD were reduced slightly to accommodate an open bore for ease of patient positioning and setup in a proof-of-concept prototype test environment (Figure 4.13b), with plans to re-evaluate for future iterations with potentially more compact and specialized brain imaging geometries. A small-footprint rotating anode x-ray source (HF Monobloc, IMD, Grassobbio, Italy) was chosen that has sufficient power to deliver a 30 second scan at this geometry with the optimal imaging techniques identified in section IV.C (D<sub>0</sub> < 25 mGy) while powered from a single standard North American wall socket (110 V and 2 A). A large FOV

b Mechanical drawings and graphical representation of the prototype were provided based on an academic-industry collaboration with Carestream Health. Acknowledgment goes to Ed Wang and Bill Snyder for the mechanical and component design of the mobile gantry, U-Arm, and power encoder layout.
(43×43 cm²) FPD (4343CB, Varian, Palo Alto, CA) was selected for greater flexibility in testing both centered- and offset-detector configurations (ability to perform both full- and short-scan acquisitions) as well as for the ability to image in high-gain and dual-gain detector readout mode with potential benefits to additive noise levels.

VI. Conclusions

CBCT with soft-tissue imaging performance beyond that of existing head CBCT scanners appears feasible, and the design of a prototype offering reliable detection of ICH benefits from task-based 3D image quality modeling and optimization. Such a model-based approach weighs the numerous factors governing image quality optimization and provides a quantitative guide to selection of system geometry, x-ray source, detector, and imaging technique. Such trends, combined with the practical considerations outlined in section V.A, provided the basis for design of a high-performance scanner prototype from first principles, reducing the reliance on time-consuming and expensive hardware / mechanical design iterations and accelerating the development and translation of a system for clinical applications.

A prototype dedicated CBCT head scanner similar to the schematic shown in Figure 4.13 was developed based on the analysis in this work, and features an artifact correction framework that includes MC-based scatter correction, two-pass beam hardening correction, detector glare correction, and temporal lag deconvolution as reported in Sisniega et al.158 Furthermore, a penalized weighted least squares model-based image reconstruction framework similar to that presented by Dang et al161 was implemented. Chapter 6 details the characterization of the imaging performance of the prototype system as well as assessment of image quality in a human cadaver.

As identified in section IV.E, the question of detector readout noise is still a point meriting further investigation. Chapter 5 investigates the potential benefits to image quality resulting from alternative detector readout techniques, including high signal-amplification readout (with concomitant reduction in dynamic range and increase in digitization noise) as well as use of a bowtie filter.
Chapter 5: Effect of Detector Readout Gain Mode and Bowtie Filters on Imaging Performance

I. Introduction

Chapter 4 described the use of an image quality model as a basis for system design and showed that detection of small, low-contrast ICH was susceptible to electronic noise, especially at low dose (< 25 mGy) and in highly attenuating regions (at the center of the head, posterior to the skull base). Strategies to address this challenge include improved detector performance (e.g., higher gain and reduced electronic noise), modulation of the x-ray beam (e.g., using a bowtie filter or other forms of fluence-field modulation), as well as post-processing by artifact correction, MBIR, and/or noise suppression. This chapter investigates the first two of these strategies (detector and beam modulation) to identify system hardware configurations yielding higher quality projection data and potentially reduced patient dose.

Advances in detector technology offer a means to reduce the electronic noise floor, as with CMOS readout technology\textsuperscript{21, 192} or direct detection (a-Se) with avalanche signal amplification.\textsuperscript{193, 194} Flat-panel detectors can also leverage signal amplification to reduce the relative contribution of electronic noise via high-gain detector readout.\textsuperscript{195} In each case, there is a tradeoff between signal amplification (increasing signal relative to electronic noise) and dynamic range (alternatively, detector “latitude”) that constrains the dose per pulse below detector saturation, particularly in the bare beam at the periphery. Additionally, as the dynamic range is altered by detector gain, the digitization bit depth also becomes an important consideration—especially for soft-tissue imaging, as described in Chapter 4. Such tradeoffs pose a challenge to scenarios in which low-contrast features (e.g., ICH lesions) are to be detected throughout a highly attenuating object (e.g., the cranial vault), requiring both large dynamic range and low electronic noise and motivating the development of detectors with multiple gain modes and/or the implementation of added beam modulators—the simplest of which is a bowtie filter.

Dual-gain (DG) detector readout mode seeks to address such tradeoffs by combining low-gain (LG) and high-gain (HG) data within a single projection, effectively replacing the saturated HG pixel values with unsaturated (though higher noise) values from the LG readout. Previous work\textsuperscript{69, 196} has shown that DG readout
can improve image noise and prevent saturation artifacts, but can extend the total scan time due to increased readout time. Dynamic gain (DynaG) similarly carries the advantages of DG readout\(^{197}\) without increasing the readout time through use of a comparator at the input to the readout amplifier, dynamically switching from HG to LG if the signal exceeds a threshold, and encoding a readout bit to indicate LG or HG for each pixel.

Pre-patient beam modulation (e.g., a bowtie filter) can also prevent bare-beam and skin line saturation in HG readout, preserve or enhance image quality in the center of the image, reduce dose,\(^{196-201}\) and reduce x-ray scatter.\(^{202}\) However, bowties may reduce image quality at the periphery of the image\(^{203}\) and can introduce challenges to flood-field calibration, which may result in ring or shading artifacts. While the use of bowtie filters is standard in clinical MDCT systems, and recent advances indicate even further improvement (and challenges) through dynamic beam modulation,\(^{204-206}\) the basic incorporation of bowtie filters in CBCT is still largely indeterminate and deserves rigorous analysis and optimization, particularly with respect to calibration methods. In principle, combining a bowtie filter with HG detector readout has the potential to improve the image quality and dose characteristics beyond what either could individually accomplish.

The work reported below investigates each of these challenges to dynamic range for development of a prototype head scanner for high-quality imaging of the head. We extend an analytical model of readout gain mode and digitization bit depth in its effect on electronic noise and DQE. The benefits of HG readout (along with the necessary modifications to detector calibration) are investigated for visualization of low-contrast ICH lesions. In addition, three bowtie filter designs (low, medium, and high attenuation and curvature) were assessed in terms of their effect on scatter, image noise, and dose, and a novel polyenergetic flood-field correction method was developed to reduce artifacts arising from use of a bowtie. The relative performance advantages of DG readout and/or use of a bowtie filter were factored against other considerations such as scan time and complexity of detector calibration. This work was first reported in Xu et al., “Evaluation of Detector Readout Gain Mode and Bowtie Filters for Cone-Beam CT Imaging of the Head”\(^{207}\).
II. Materials and Methods

II.A.1 Effect of Detector Readout Gain and Digitization Bit Depth on Electronic Noise and DQE

The effect of detector readout gain on the electronic noise and DQE can be modeled by consideration of the relationship between the capacitance of the integrating amplifier and the range and bit depth over which the signal is digitized. The total additive electronics noise ($\sigma_{\text{add}}$) can be modeled as a combination of pixel noise ($\sigma_{\text{pixel}}$), line noise ($\sigma_{\text{line}}$), amplifier noise ($\sigma_{\text{amp}}$), and digitization noise ($\sigma_{\text{digitization}}$): \(^{(5.1)}\)

$$\sigma_{\text{add}}^2 = \sigma_{\text{pixel}}^2 + \sigma_{\text{line}}^2 + \sigma_{\text{amp}}^2 + \sigma_{\text{digitization}}^2$$

The units of pixel, line, and amplifier noise are the same as that of the signal (electrons), while the digitization noise (applied after signal integration) has units of volts and can be converted to electrons as:

$$\sigma_{\text{digitization}} \left( C_g \right) = \frac{C_g V_{\text{ref}}}{q_e 2^N \sqrt{12}}$$ \(^{(5.2)}\)

where $C_g$ is the integration capacitance, $V_{\text{ref}}$ is the analog-to-digital (ADC) reference voltage, $N$ is the bit depth of the readout, and $q_e$ is the electron charge. Typically, the readout gain is controlled by the integration capacitance (although changing $V_{\text{ref}}$ for fixed $C_g$ can also affect the digital gain of the readout), with larger values of $C_g$ giving a lower readout gain and higher dynamic range.

In addition to the readout gain (controlled by the readout capacitance, $C_g$) digitization noise is also affected by the analog-to-digital converter (ADC) following the readout amplifier. The root mean square error (rmse) introduced by digitization goes as $\Delta/\sqrt{12}$, where $\Delta = V_{\text{ref}}/2^N$ is the voltage associated with one digitized bit, $N$ is the number of bits, and $V_{\text{ref}}$ is the reference voltage of the ADC. \(^{(209, 210)}\) The magnitude of digitization noise therefore depends on the bit depth. \(^{(179)}\)

The DQE can be modeled as reported in Antonuk et al. \(^{(125)}\) and Siewerdsen & Jaffray: \(^{(162)}\)

$$\text{DQE}(f_u, f_v) = \frac{G^2 \text{MTF}^2(f_u, f_v)}{S_G(f_u, f_v)/\overline{q}_0 + S_{\text{add}}(f_u, f_v)/\overline{q}_0}$$ \(^{(5.3)}\)
where $\bar{q}_0$ is the incident fluence (photons/mm\(^2\)), $\bar{G}$ is the detector gain (electrons/photon), MTF is the modulation transfer function, $S_Q$ is the noise-power spectrum (NPS) associated with input quantum noise, and $S_{\text{add}}$ is the NPS associated with the readout electronics, with the bandwidth integral of $S_{\text{add}}$ equal to $\sigma_{\text{add}}^2$.

The analysis in this work assumes a pre-digitization additive noise $\sqrt{\sigma_{\text{pixel}}^2 + \sigma_{\text{line}}^2 + \sigma_{\text{amp}}^2}$ of ~2000 electrons for FPDs and a considerably lower typical value for CMOS detectors of ~470 electrons,\(^{21}\) a reference ADC voltage of 2 V, digitization bit depth ranging 8–32 bits, and integration capacitance ranging 0.5–16 pF (corresponding to HG and extreme LG modes, respectively), consistent with previously reported values for FPDs.\(^{195}\) The DQE was computed with $\bar{G}$ and $S_Q$ as derived from an image quality model for FPDs\(^{31}\) and incident fluence filtered by 16 cm of water and 1.4 cm of cortical bone (roughly equivalent to the beam quality behind the head), simulated using the spektr toolkit\(^{133}\) modified to include TASMICS spectral modelling.\(^{211}\)

II.A.2 Monte Carlo Dose Calculation

Bowtie filters modulate the distribution of fluence incident on the subject and, hence, the dose distribution therein. We implemented a dose calculation tool based on a fast GPU implementation of a Monte Carlo simulation engine (MC-GPU version 1.0),\(^{212}\) modified to calculate dose in a voxelized volume by recording the energy deposited by each interaction (scatter or absorption) for each simulated photon.\(^{c}\) The deposited energy is assumed to be released directly at the interaction site, neglecting range effects of products of the interaction. The computational performance of the MC dose estimation was enhanced with variance reduction techniques, including Woodcock tracking (already included in MC-GPU) and forced interaction.

\(^{c}\) The MC simulation code was written and validated by Dr. Alejandro Sisniega and reported in “Evaluation of Detector Readout Gain Mode and Bowtie Filters for Cone-Beam CT Imaging of the Head.”\(^{207}\) For purposes of the work performed for this dissertation, the author performed the simulations reported in this chapter, with thanks to Dr. Sisniega for assistance with the code and numerous helpful discussions.
The latter approach forces all photon histories to undergo an energy-depositing interaction (i.e., Compton scattering or photoelectric absorption) and corrects according to the energy-dependent probability of such interaction.

Dose calculations were performed with a realistic system model, including: i) polyenergetic spectrum simulated with the modified spektr / TASMICS toolkit integrated into the MC engine as described in Sisniega et al;\textsuperscript{173} and ii) a bowtie filter simulated by applying an analytically estimated weight to each generated photon, where the weight accounts for bowtie attenuation and depends on the photon energy, material of the bowtie filter, and the pathlength traversed by the photon through the bowtie as a function of the ray direction. The MC calculation did not model scatter in the bowtie. The simulation engine provides dose per mAs in each voxel, computed as:

\[
D = \frac{E}{V \rho} \cdot \frac{N_{ph}}{A \Phi_0} \tag{5.4}
\]

where \(E\) is the energy deposited in the voxel (J), \(V\) is the volume of the voxel (mm\(^3\)), \(\rho\) is the density of the material in the voxel (kg/mm\(^3\)), \(N_{ph}\) is the number of photons in the simulation, \(A\) is the area of the irradiated beam at the center of the FOV (mm\(^2\)), and \(\Phi_0\) is the photon fluence (number of photons / mm\(^2\) / mAs) for a given spectrum.

Dose calculation was performed for CBCT volumes reconstructed with scatter and beam hardening correction\textsuperscript{158} to yield accurate Hounsfield unit (HU) attenuation values for each voxel. Soft tissue and bone were identified using a threshold-based segmentation of the CBCT volume. Voxel density within each tissue class was linearly varied as a function of HU as described in previous work.\textsuperscript{158} The dose calculations involved \(10^7\) tracked photons per projection and 1\(^\circ\) angular increment between projections. The orbital extent of the source-detector trajectory was varied from a half-scan (200\(^\circ\)) to a full circular orbit (360\(^\circ\)). Beam parameters were matched to those in the experimental studies (below) using spektr\textsuperscript{133} to simulate the photon fluence, \(\Phi_0\), for a given mAs, kV, added filtration, etc., and the dose was computed according to Eq. (5.4).
II.B Experimental Methods

II.B.1 Cone-Beam CT Bench

Image data were acquired on the bench shown in Figure 5.1, featuring an x-ray source (RAD13, Dunlee, Aurora IL), a translation and rotation stage (Compumotor 6k8, Parker Hannifin, Rohnert Park CA), and a FPD (PaxScan 4030CB, Varian, Palo Alto CA). All acquisitions were performed with 2×2 hardware binning (binned pixel size = 0.388 x0.388 mm²) and 2×2 software binning (resulting in final pixel size = 0.776×0.776 mm²) with source-axis distance (SAD) = 550 mm and source-detector distance (SDD) = 1000 mm. The x-ray beam energy was fixed at 90 kV with 0.4 mm Cu and 2 mm Al added filtration (without addition of a bowtie filter), and tube output was varied from 0.1–0.8 mAs per pulse over 720 projections in 0.5° angular increments. Filtered backprojection was used to reconstruct all images with voxel size = 0.5×0.5×0.5 mm³ and a Hann apodization filter with cutoff frequency at 75% of the Nyquist frequency.

![Figure 5.1. Experimental methods. (a) The CBCT bench set to the geometry of the prototype head scanner for assessment of dose and image quality in various readout gain modes and with various bowtie filter designs (inset). (b) A CTDI phantom was modified to allow Farmer chamber placement at various distances from the center. (c) Axial and sagittal views of a custom head phantom with MOSFET dosimeters placed at locations 1-5 on the cranial surface and interior. (d) Bowtie filters were designed with varying thicknesses, including a modest curvature (BT1, ranging from 1 mm at center to 12 mm at the field edge), a medium curvature (BT2, ranging 1-17 mm), and a design (BT3) matched in attenuation to a 13 cm water cylinder.](image-url)
II.B.2 Readout Gain Modes

The FPD is capable of detector readout in LG \((C_g = 4 \text{ pF})\), HG \((C_g = 0.5 \text{ pF})\), and DG \((C_g = 4 \text{ and } 0.5 \text{ pF})\) modes. The nominal imaging parameters for HG, DG, and LG flood-field and projection data were selected to achieve a maximum 80% detector saturation in any pixel \((0.1 \text{ mAs} \text{ and } 0.8 \text{ mAs in HG and LG, respectively})\). Each DG readout contained a complete set of LG and HG data, and projections were separated and processed individually with corresponding offset (dark) and gain (flood-field) scans. The LG projection data were individually normalized to a signal = 1 in the bare beam, and the associated HG projection data were normalized to have the same mean signal as the LG data in a 50×50 pixel unsaturated region. The final DG projection was formed by replacing the HG projection data with pixel values > 75% of the HG saturation value with those from the LG data.

II.B.3 Bowtie Filters

Three aluminum bowtie filters were designed and evaluated, shown in Figure 5.1a (inset): bowtie 1 (BT1) had the lowest bare-beam attenuation and smallest curvature; bowtie 2 (BT2) had a moderate bare-beam attenuation and similar central curvature to bowtie 3 (BT3); and BT3 was designed to flatten (i.e., make spatially uniform) the energy fluence transmitted by a 13 cm diameter water cylinder at SAD = 550 mm. The bowtie thickness profiles are shown in Figure 5.1c. Offset-corrected projections \((p_{\text{proj}})\) were acquired at a tube output of 0.2, 0.4, and 0.8 mAs per pulse for BT1, BT2, and BT3, respectively, chosen as the maximum exposure/pulse in HG mode that allowed saturation-free data in all locations. All bowties were centered in the beam at the exit face of the collimator (243 mm from the source) with 0.2 mm of the 0.4 mm total Cu filtration relocated to the exit surface of the bowtie to reduce scatter originating in the bowtie. Offset-corrected flood-field projections \((p_{\text{flood}})\) for all bowties were acquired at 0.1 mAs per pulse in HG mode to avoid saturation in the central region where the bowtie was thinnest.

Raw transmission \((T_{\text{raw}})\) values for each projection were computed as:

\[
T_{\text{raw}}(u,v) = \frac{I(u,v)}{I_0} \approx \frac{p_{\text{proj}}(u,v)}{c_A p_{\text{flood}}(u,v)} \tag{5.5}
\]

where \(I(u,v)\) is the number of photons per pixel incident at location \((u,v)\) on the detector plane, and \(I_0\) is the number of photons per pixel in the bare beam. The transmission value can be approximated by dividing the
projection data by the flood field data (which also corrects for individual pixel differences in readout response). Because the projection and flood-field data were acquired at different exposure/pulse, a scaling factor ($c_{\text{Air}}$) was applied to normalize the transmission through air to 1 (i.e., a ray through the bowtie filter that never passes through the object but is recorded by the detector gives transmission = 1).

Imaging with a polyenergetic beam imparts a mismatch between the incident spectrum, $q_0(E)$, for the flood-field data obtained for calibration and the actual projection data obtained during a scan, which can artificially increase or decrease the estimated transmission value. Typical two-pass, segmentation-based beam-hardening corrections (such as the Joseph-Spital beam hardening correction$^{213}$) can account for the detector response difference in the water and bone correction look-up table but assume the spectrum in the flood field to be spatially invariant (aside from the heel effect). The presence of a bowtie introduces a strong spatially varying polyenergetic effect in the flood-field normalization that is not factored into such corrections and requires a renormalization to account for the detector response of a bowtie-free flood-field correction. In the proposed polyenergetic flood-field correction, the detector response ($\mathcal{G}$) was equalized at each location between the flood-field with and without a bowtie in the beam to estimate the true transmission values with only beam-hardening effects imparted by the object itself:

$$T(u,v) = \frac{p_{\text{proj}}(u,v; q_0(E; \delta_{\text{obj}}(u,v), \delta_{\text{bowtie}}(u,v)))}{c_{\text{Air}}p_{\text{flood}}(u,v; q_0(E; 0, \delta_{\text{bowtie}}(u,v)))} \ldots \frac{\mathcal{G}(u,v; q_0(E; 0, \delta_{\text{bowtie}}(u,v)))}{\mathcal{G}(u,v; q_0(E; 0, 0))}$$

(5.6)

where $\delta_{\text{obj}}$ and $\delta_{\text{bowtie}}$ are the pathlength through the object and bowtie filter, respectively, for a ray incident on the detector at location $(u,v)$, and $\mathcal{G}$ is the detector response (electrons / incident photon) in Eq. (5.3) derived from a cascaded systems model of the detector.$^{126}$ The energy-dependent components of the detector response were isolated as the product of the quantum detection efficiency, $\mathcal{g}_1$, and the optical photon gain of the scintillator, $\mathcal{g}_2$:

$$\mathcal{g}_1 = \frac{\int q_0(E) \left( 1 - e^{-\mu_{\text{detector}}(E) \delta_{\text{detector}}} \right) dE}{\int q_0(E) dE}$$

(5.7)
\[
\bar{g}_2 = \frac{\int q_1(E) \bar{g}_{2a}(E) dE}{\int q_1(E) dE}
\]  

(5.8)

where \(\mu_{\text{detector}}(E)\) and \(\delta_{\text{detector}}\) are the attenuation coefficient (1/mm) and thickness, respectively, of the scintillator (in this case, 600 \(\mu\)m CsI:Tl), \(q_1(E)\) is the spectrum of interacting x-ray photons, and \(\bar{g}_{2a}(E)\) represents the number of secondary photons generated for each interaction of a particular energy.

Figure 5.2a shows the detector response as a function of pathlength through the bowtie filter. In each case, the hypothetical “flat” flood-field detector response corresponds to \(\delta_{\text{bowtie}} = 0\) mm. Points A and B denote the response of the detector in the center and peripheral region of the bowtie flood-field, respectively. The central rays are filtered through a small thickness of filter, so the spectrum and detector response are similar to those of a flat flood-field. At the periphery, however, the spectrum has higher average energy, and the detector response is lower for the bowtie flood-field than for a flat flood-field. Figure 5.2b shows the ratio of detector response for a bowtie flood-field to a flat flood-field, showing that the largest mismatch occurs at the periphery (4% difference), where the bowtie is thickest. The ratio map in Figure 5.2b was used as a polyenergetic correction of the transmission data for each projection angle.

**II.B.4 Phantoms and Measures of Imaging Performance**

Two phantoms were used to evaluate dose and validate the MC dose calculation. The first was a 16 cm CTDI phantom (Figure 5.1b) modified to allow measurement of dose at locations intermediate to the
center and periphery. The modified phantom included 4 additional Farmer chamber bore holes placed at 1.4 cm increments between the central and peripheral bores normally included in the CTDI phantom. Measurements were performed using a 0.6 cm³ Farmer chamber (Accu-Dose, Radcal Corp., Monrovia CA) and MOSFET dosimeters (Mobile MOSFET, Best Medical, Ottawa ON, Canada). All holes not containing the Farmer chamber were filled with acrylic plugs during dose measurement.

To evaluate the effects of bowtie filters on the spatial distribution of x-ray scatter, a narrow strip Pb beam blocker (3.5×6×160 mm³) was used to measure the scatter behind a uniform 16 cm diameter acrylic cylinder. The cylinder was placed at isocenter, and the beam blocker was placed at the entrance surface of the phantom between the cylinder and the source, oriented within the central axial plane (i.e., strip extending laterally at the entrance surface of phantom). The position-dependent scatter signal, \( S(u) \), was measured as the (offset- and gain-corrected) detector signal behind the blocker at location \( u \) (the lateral position along the length of the strip) on the plane of the detector, and the scatter + primary signal, \( (S+P)(u) \), was measured as the (offset- and gain-corrected) detector signal 2 cm above the lead blocker. The scatter-to-primary-ratio, SPR\((u)\), was calculated as \( S(u)/[(S+P)(u)-S(u)] \). To relate SPR\((u)\) to the contrast degradation associated with x-ray scatter at any particular location in the reconstructed image, the SPR\((u)\) for a single projection was remapped to the object \( (x) \) such that SPR\((x) = SPR(Mu) \), where \( M \) is the system magnification. The average SPR\((x) \) over 360° was computed to yield SPR\((r)\), which is the SPR associated with the reduction in contrast [proportional to \( 1/(1+\text{SPR}(r)) \)] at any location \( (r) \) in the axial plane of the image reconstruction.

The effects of bowtie filters on the magnitude and spatial distribution of CBCT noise were assessed in images of a uniform 16 cm diameter acrylic cylinder. The cylinder was imaged at the nominal scan protocol described above with each of the three bowtie filters. Images were corrected for scatter and beam-hardening effects as in Sisniega et al.,¹⁵⁸ yielding uniform attenuation coefficient (within ~3%) throughout the image. A noise-only difference image was created by subtracting two CBCT images acquired in succession, and the local standard deviation (noise) was measured using a 10×10×10 voxel sliding window for all locations in the reconstructed volume (accounting for a factor \( \sqrt{2} \) due to image subtraction). The resulting noise map, \( \sigma(x,y,z) \), was normalized by the position-dependent (square root) dose, \( \sqrt{D(x,y,z)} \), to enable comparison between scans with different bowtie filters.
Imaging performance was assessed in basic terms of contrast and CNR for ICH-equivalent spheres (2-12 mm diameter, ~90 HU contrast to brain-equivalent background) within the cranial vault of a third phantom representing an anthropomorphic head. Contrast was measured as the average HU difference between a 10×10×10 voxel region inside the largest sphere and a 10×10×10 voxel region in adjacent uniform background. Noise was measured as the average standard deviation in the sphere and the background. The CNR was measured in CBCT scans acquired with each of the three bowtie filters. Spatial-frequency-dependent imaging performance measures, such as MTF and NPS, were not assessed in the current work, which focuses on the effects of readout gain mode and bowtie filters on the low-frequency transfer characteristics (viz., contrast, noise, and uniformity).

III. Results

III.A Effect of Gain Mode on Electronic Noise and DQE

Figure 5.3a shows the digitization noise and the total additive electronic noise as a function of the integrating capacitance, $C_g$, for a fixed bit depth ($N = 14$) and reference ADC voltage ($V_{ref} = 2$ V). For higher gain settings ($C_g < 1$ pF), digitization noise constitutes a small proportion of the total electronic noise. For lower gain settings, on the other hand, ($C_g = 2 - 5$ pF), digitization noise constitutes more than half of the total electronics noise. For even lower gain readout ($C_g > 12$ pF, which has been proposed for high dynamic range applications requiring triple-gain readout$^{195}$), digitization noise is the dominant noise source, increasing the total additive electronics noise by a factor of ~5 compared to high gain mode. Therefore, use of such a very low-gain / large latitude mode would benefit from increased bit depth. These results are pertinent to the task of ICH imaging: previous work$^{179}$ investigated the minimum bit depth requirements, finding $N \geq 14$ bits sufficient for this imaging task; further to the point, Figure 5.3a motivates the use of HG detector readout mode – either via DG readout mode or HG in combination with bowtie filters, as detailed below.

Figure 5.3b shows the effect of detector readout gain (controlled by $C_g$) on zero-frequency DQE for two scenarios of dose and signal level: (i) holding mAs constant (for all values of $C_g$) to achieve a fixed dose (20 mGy, and ignoring detector saturation); and (ii) varying mAs to achieve a fixed pixel signal level of 80% detector saturation in the bare beam (with scan dose varying accordingly from ~4 mGy at $C_g = 0.5$ pF to ~107 mGy at $C_g = 15$ pF). At fixed dose, HG detector readout (lower $C_g$) benefits DQE due to the reduction in
electronic noise as in Eq. (5.3), noting however, that the detector would saturate in regions of low attenuation for the low \( C_g \) end of the curve in Figure 5.3b. On the other hand, varying mAs (and dose) to give 80% saturation in the bare beam suggests an optimal detector readout gain (\( C_g \sim 4 \) pF, which is close to the nominal LG readout mode) that balances the tradeoffs between reduced fluence at high gain (necessary to avoid saturation) and increased digitization noise at low gain.

Figure 5.3c shows the ratio of DQE(0) between the cases of fixed dose (20 mGy) and fixed signal level (80% saturation) as a function of lateral position on the detector for a projection of a 16 cm water cylinder (with a concentric 1.4 mm thick, 14 cm diameter annulus of cortical bone simulating the skull). In HG mode (\( C_g = 0.5 \) pF), the DQE(0) is higher by a factor of \(~2\) in areas of high attenuation (behind the bulk of the cylinder and behind bone) due to reduced electronic noise, recognizing that the detector is saturated near the periphery (bolded region of the curve). As readout gain decreases, the performance of the fixed-dose and fixed-signal-level cases become more similar (roughly equal for \( C_g \sim 5 \) pF) and in very low-gain mode (\( C_g = 12 \) pF), the fixed-dose case is such that DQE(0) is reduced by half – i.e., the detector is free from saturation and has very high latitude, but electronic noise becomes the limiting factor in DQE.

Figure 5.3. Effect of gain mode on imaging performance (a) The total electronic noise and the digitization noise are shown as a function of integrating capacitance (\( C_g \)). The high-gain (HG), low-gain (LG), and very low gain (LG++) regions are highlighted over corresponding ranges in \( C_g \). (b) Zero-frequency DQE calculated as a function of integrating capacitance for scenarios of fixed dose (20 mGy) and fixed signal level (80% detector saturation). For the latter scenario, the colorscale along the curve denotes the corresponding CBCT scan dose. (c) Ratio of DQE(0) for fixed-dose and fixed-signal-level cases shown for various gain modes (\( C_g \)) as a function of position behind a cylindrical head phantom. Regions (at the periphery) for which the detector is saturated are marked in bold.

Considering the various readout gain options, Figure 5.3 indicates that for fixed-gain readout (i.e., LG or HG, but not DG) the nominal LG mode (\( C_g = 4 \) pF) at 80% detector saturation (corresponding to \( D_0 \approx 25 \) mGy) is optimal. Dual-gain readout, on the other hand, combines the noise benefits of HG mode in highly attenuating areas while preventing saturation artifacts in areas of low attenuation and can improve the
DQE at the center of the projection by \(~\)20% at 20 mGy fixed dose, as shown in Figure 5.3c. This analysis quantifies the tradeoffs between noise, saturation level, and DQE in the selection of readout gain mode, and for DG, it helps guide selection of the HG capacitance (which determines the “depth” of the transition from HG to LG in the DG projection data).

Figure 5.4(a) shows the total electronic noise ($\sigma_{\text{total}}$) and the digitization noise ($\sigma_{\text{digitization}}$) as a function of bit depth for two levels of additive noise typical of FPDs and CMOS detectors. We observe a strong inflection point at a bit depth below which digitization noise is the dominant component of the total electronic noise – viz., $N = 14$ bits for FPDs and $N = 17$ bits for CMOS detectors. For a FPD operating at high gain (and with total electronic noise dominated by the pixel, line, and amplifier noise), there is little to be gained by increasing bit depth beyond 14 bits (although analysis at higher spatial frequencies deserves further investigation). For a CMOS detector, however, the low electronic noise is such that digitization noise is an appreciable component, and performance is improved for bit depth increased to 16 – 18 bits. Figure 5.4(b) shows the effect of gain mode ($C_g = 1$, 3 and 5 pF, corresponding to high, medium, and low gain, respectively) together with digitization noise on the zero-frequency DQE at fixed pixel, line, and amplifier noise. Each curve was computed using the nominal conditions discussed in section II.A. Under conditions for which the digitization noise dominates ($N < 14$ bits and $N < 18$ bits for FPDs and CMOS detectors, respectively), systems with lower gain (i.e., larger $C_g$ and larger dynamic range) experience an increased penalty due to amplification of the digitization noise. Therefore, detectors with low additive noise and high dynamic range, like CMOS systems, are more sensitive to digitization noise and benefit more from increased bit depth.
Figure 5.4. ADC digitization noise. (a) Electronic noise computed as a function of ADC bit depth. For an FPD and CMOS detector, there is steep dependence on bit depth for N = 14 and 17 bits, respectively, followed by a region for which the ADC contributes negligibly to electronic noise. (b) Zero-frequency DQE computed as a function of bit depth for various levels of readout amplifier gain (i.e., $C_g = 1, 3, \text{and } pF$). A system with lower gain and lower electronic noise (e.g., a CMOS detector) potentially benefits from increased bit depth.

**III.B Effect of Readout Gain on Image Quality**

Figure 5.5(a-d) shows axial image comparisons for various gain modes in images of an anthropomorphic head phantom with an array of ~90 HU contrast spheres within the cranial vault. Figure 5.5a shows an image for LG readout, which is free of saturation effects and provides CNR = 3.0 at 576 mAs (18.2 mGy). Imaging in HG readout at the same mAs results in saturation, clearly evident as peripheral shading artifacts in Figure 5.5b, but in the central area of the head image quality is quantifiably improved (CNR = 3.1) due to reduced electronic noise. To image without saturation in HG mode requires a reduction in dose as shown in Figure 5.5c (72 mAs, 2.3 mGy), with a corresponding increase in quantum noise that far outweighs the reduced electronic noise (CNR = 1.1). Imaging in DG mode (shown in Figure 5.5d) captures the benefits of LG near the periphery (as in Figure 5.5a) and HG in the interior (Figure 5.5b), yielding an image that is free of saturation artifacts while improving performance (CNR = 3.4) in highly attenuating regions.

Figure 5.5(e-g) shows the ratio of image noise in an axial slice between various gain modes, and Figure 5.5e shows the ratio of noise between a LG and DG image, showing ~15-30% higher image noise in LG mode compared to DG, especially near the center of the object where attenuation is highest. This agrees with the advantages of DG or HG in the center of the image indicated in Figure 5.3c. Imaging in HG generally reduces image noise compared to LG as shown in Figure 5.5f, suggesting that the small increase in CNR
between Figure 5.5a and Figure 5.5b may be due to a change in contrast resulting from the saturation artifact. Finally, Figure 5.5g shows the noise in DG to be similar to that in HG, as expected.

Figure 5.5. Effect of gain mode on image quality. (a) Images acquired in nominal LG, (b) HG with saturation, (c) HG without saturation, and (d) DG mode. All images except the unsaturated HG case were acquired at the same dose. Dual gain mode is found to improve CNR by ~15% over LG mode. Noise maps show the ratio of noise between various gain modes. (e) LG has higher noise in the center than DG at the same mAs, and (f) HG has the same noise as DG in the center of the image.

Analysis of the image noise in various gain modes indicates that DG detector readout reduces image noise (at higher mAs per pulse) and combines the benefits of HG (reduced additive noise) with LG (increased latitude and avoidance of saturation effects). Additionally, the images show little or no artifact associated with the HG-LG transition region and suggest that DG readout may be advantageous for clinical studies on the CBCT prototype. While DG mode provided improved overall imaging performance at the same dose as LG mode, the frame rate of the detector is reduced by a factor of 2, which doubles the scan time unless other factors are considered—e.g., reducing the number of projection views per scan. For example, the nominal scan protocol described above (720 views over a 360° orbit) implies a scan time of 28 s for LG (or HG) mode, and 90 s for DG mode. The benefits to image quality in DG mode should be factored against such considerations, including the potential for patient motion, and motivate the dynamic gain (DynaG)
implementation of dual gain (DG) readout capability. An alternative approach, detailed in the following sections, implements HG mode in combination with a bowtie filter to mitigate saturation effects.

**III.C Effect of Bowtie Filters on Dose and Image Quality**

**III.C.1 Dose Distributions for Full-Scan and Short-Scan CBCT Acquisition**

The MC dose calculations were validated in comparison to MOSFET measurements. Figure 5.6a shows calculated and measured dose distribution from a single x-ray pulse (90 kV) normalized per unit mAs. The MC calculation (left) is compared to interpolation of the 8 point dose measurements (right) from MOSFETs placed in each channel of the custom CTDI phantom. Figure 5.6b shows the measured and calculated dose as a function of distance from the center of the object, showing close agreement between the MOSFET measurements and the MC simulation. Figure 5.6c shows the measured and calculated dose for a short scan (200°) in the anthropomorphic head phantom, with locations 1-5 as indicated in Figure 5.1c. Agreement between MOSFET measurement and MC calculation was within 10% at each location, and similar levels of agreement were observed for other combinations of orbital extent (short scan or full 360° scan). To further assess the accuracy of MC dose calculations in the presence of a bowtie filter, calculations were also compared to dose measurements at the center and periphery of a 16 cm CTDI phantom for all three bowtie filters (BT1, BT2, and BT3). Results are shown in Figure 5.9a (and discussed further below in section III.C.2), demonstrating agreement between calculation and measurement within 6.8% (mean error = 4.5%) at the center and within 10.2% at the periphery (mean error = 6.3%). The fairly small disagreement may be attributed to discrepancy between the true and estimated (spektr) x-ray spectrum and/or tube output (mGy/mAs) and the fact that the MC simulation does not account for x-ray scatter in the bowtie filter.
Figure 5.6. Validation of the MC dose calculation in comparison to MOSFET measurements. (a) The spatial distribution of dose from a single x-ray pulse as predicted by MC simulation (left) and interpolated from MOSFET measurements (right, with each measurement location indicated by “x”). The location of the x-ray tube is denoted with an asterisk (*). (b) Comparison of MC dose calculations and MOSFET measurements as a function of position inside the custom CTDI phantom. (c) Comparison of MC dose calculation and MOSFET measurements at various locations within the cranial vault of an anthropomorphic head phantom, showing better than 10% agreement throughout.

Figure 5.7 shows the dose distribution for various bowtie filters (Figure 5.1d) calculated in an anthropomorphic head phantom with full (360°) and short scan (200°) acquisitions. The total mAs was adjusted in each case to give a dose of 20 mGy at the center of the head (analogous to D₀ measured at the center of a CTDI phantom with a 0.6 cm³ Farmer chamber). For the full scan cases, addition of a bowtie filter is seen to reduce the peripheral dose relative to the central dose, with stronger bowtie curvature giving greater reduction in peripheral dose. Concomitant with the reduction in peripheral dose is a reduction in image quality at the periphery, as quantified below. Use of a bowtie also reduced the total energy imparted to the imaged volume (denoted Eₜₜ (mJ)) by 21% (for BT1), 33% (for BT2), and 40% (for BT3) compared to scanning without a bowtie. For fixed (20 mGy) dose to the center of the head, short scans are seen to redistribute the dose to the posterior of the head (for the source rotated under the head) and has the potential advantage of sparing dose to the eye lens. Short scans with a bowtie filter are seen to further reduce the anterior dose, with the strongest bowtie (BT3) reducing anterior dose by a factor of ~3 compared to the posterior dose and a factor of ~3.3 compared to a short scan with no bowtie (at the same D₀).
Figure 5.7. Monte carlo dose calculations for full and half scan CBCT acquisition with three bowtie designs (BT1, BT2, and BT3 as in Figure 5.1). Bowtie filters are seen to reduce peripheral dose and total energy imparted ($E_{\text{tot}}$). Combination with a short scan trajectory further reduces $E_{\text{tot}}$ and, especially, the anterior dose (i.e., dose to the eye lens).

Figure 5.8 shows the dose to the eye lens (i.e., a 25 mm spherical region centered in the orbital socket of the phantom in Figure 5.7) as a function of CBCT orbital extent (from short scan ~200° to a full 360° orbit). Shorter scans and thicker bowties reduce the lens dose, and the dose reduction associated with the bowtie filters is relatively higher for lower orbital extent. This analysis shows that use of bowtie filters and short scans can yield large reduction in dose to specific areas of the patient, as expected. Moreover, use of a bowtie filter can enable an increased orbital extent (> 200°) without increase to the lens dose, which may carry advantages in image quality characteristic related to increased view sampling.\textsuperscript{214}
Figure 5.8. Dose to the eye lens calculated as a function of orbital extent (with fixed 20 mGy dose to the center of the head) for various bowtie configurations. Use of any bowtie is seen to reduce the lens dose, with up to 55% reduction possible with use of BT3. Shorter angular extent combined with bowtie filters reduces the lens dose even further.

III.C.2 Effect of Bowtie Filters on Image Quality

The effects of bowtie filters on dose, x-ray scatter, noise, and CNR are quantified in Figure 5.9. Figure 5.9a shows the dose (per unit mAs) as a function of position (distance from center of a CTDI phantom at isocenter) for a 360° scan. Symbols mark Farmer chamber measurements at the central and peripheral positions. At equivalent mAs, a stronger bowtie filter reduces both the central and peripheral dose: the central dose is lower because of reduced scatter in the interior of the phantom, and the peripheral dose is lower due to reduced primary fluence.

Figure 5.9b shows the SPR measured as a function of position (distance from center of a CTDI phantom) for a nominal CBCT scan. Use of a bowtie is found to increase SPR at the periphery of the image while reducing the SPR at the center. This effect is understood from the fact that the primary fluence at the center is nearly unchanged by a bowtie filter (attenuated through only ~1 mm Al), and scatter originating from the center of the object is therefore minimally reduced by a bowtie filter. The angular distribution of this scatter is unchanged, of course, and it is detected at the periphery of the detector in nearly the same quantity with or without a bowtie. However, the primary fluence at the periphery is reduced by a bowtie filter, and the SPR at the detector periphery is therefore increased in the presence of a bowtie. Similarly, the incident (primary) fluence and scatter originating in the periphery of the object are much reduced by a bowtie filter. Therefore, the total detected scatter at the center of the detector is reduced due to a smaller contribution from peripheral object scatter, while the primary fluence remains nearly unchanged at the center. These trends
indicate a tradeoff between central and peripheral CNR for various bowtie filters designs, with greater tradeoffs between central scatter and peripheral primary signal depending on the thickness and curvature of the bowtie filter design.

Figure 5.9. Effect of bowtie filter design on (a) dose, (b) scatter, (c) noise, and (d) CNR as a function of position from the center of a 16 cm diameter cylinder.

Figure 5.9c shows the noise in CBCT reconstructions as a function of image position in the axial plane (distance from center in a uniform 16 cm cylinder). Without a bowtie, image noise is highest in the center (where attenuation is highest) and lowest at the periphery. BT1 introduces a modest increase in noise at the periphery with little effect on the noise at the center. BT2 achieves a nearly constant noise level throughout the central region and slightly reduces the noise at the center. BT3 reduces the primary fluence at the periphery to an extent that noise at the periphery actually exceeds the noise at the center.

Figure 5.9d shows the combined effect of dose, scatter, and noise on the CNR as a function of position in the axial plane. The CNR values for each bowtie filter in Figure 5.9d are normalized by the CNR without a bowtie filter per unit square root dose (from Figure 5.9a), accounting for contrast degradation due
to the spatially varying SPR (Figure 5.9b) and noise (Figure 5.9c) in the presence of a bowtie filter. The analysis reveals a strong tradeoff between image quality in the center and periphery of the image, depending on bowtie filter design: the strongest bowtie (BT3) yielded the highest CNR in the central region (~20% increase compared to no bowtie), but strongly degraded CNR near the periphery (~40% reduction in CNR); bowtie filters with reduced curvature and thickness modulated this tradeoff, with BT2 giving ~18% increase in CNR at the center and ~18% reduction in CNR at the periphery.

Figure 5.10(a-b) shows images acquired in HG and LG mode with BT2. As expected, contrast of the simulated intracranial lesion was the same in both cases (~69 HU), but noise in the LG image was 28% higher than in the HG image (due to higher electronic noise). In the HG image of Figure 5.10a, use of a bowtie filter reduced the bare-beam fluence to avoid detector saturation, yielding CNR similar to that for the DG image in Figure 5.5d (but with half the scan time). Figure 5.10(c-d) shows images obtained in HG mode with and without BT2 and equivalent CTDI_{w} = 18.8 mGy (computed from Figure 5.9a and validated by MC dose calculation). The bowtie filter reduced the noise in the center of the image by ~24%, consistent with trends in the uniform phantom, yielding CNR = 5.2 with BT2, compared to CNR = 4.2 without a bowtie. A slight residual artifact (bright circular area in the central region) can be seen in Figure 5.10c but suggests that the polyenergetic flood-field correction of Eq. (5.6) and Figure 5.2 for the bowtie image worked fairly well (much better than conventional monoenergetic flood-field correction, not shown, which resulted in a strong dome artifact).
IV. Discussion and Conclusions

High-quality CBCT imaging of the head was shown to benefit from increasing dynamic range via HG detector readout in combination with a bowtie filter. Analytical modeling showed that the reduction in digitization noise resulting from increased detector readout gain can improve the DQE by ~20%, and image reconstructions of DG readout and/or bowtie filters in HG mode showed improved CNR at equivalent dose.

Similarly, DG detector readout was shown to improve CNR in highly attenuating regions of the object by ~15% at equivalent dose, by reducing digitization noise in HG projection data. However, because DG mode requires readout of each pixel value twice, the maximum detector frame rate is reduced, more than doubling the total scan time (from 28 s in LG mode to 90 s). Reduction of the number of projections, increasing the hardware binning factor (reducing number of pixels read out per frame), and/or using DynaG readout mode (which does not suffer the factor of two increase in readout time) can be used to reduce the
total scan time. These solutions may carry additional challenges of artifacts arising from flood-field calibration (in DynaG mode) and sampling effects (reduced number of projection views).^214^ Bowtie filters enable imaging in HG mode without saturation and without increasing the total scan time. Additionally, the use of bowtie filters can improve image quality per unit square-root dose at the center of the image, but reduces image quality at the periphery (attributed to increased SPR—reduced contrast—as well as increased quantum noise). Therefore, the choice of bowtie filter should be governed by image quality requirements throughout the image balanced with considerations for patient dose, especially to radiosensitive organs. For example, BT1 (a very moderate bowtie) increased the dynamic range of HG mode by ~2× and reduced peripheral dose to be approximately the same as central dose. Such a bowtie could potentially find use in regions with soft tissue at the edges (extremities, abdomen) where CNR at the periphery is important. Bowtie 2 was chosen as the nominal bowtie for head imaging, yielding a reasonable dynamic range in HG readout mode, good tradeoff between central and peripheral image quality, and a large decrease in lens dose. Use of the proposed bowtie filter combined with a short scan centered about the back of the head can reduce dose to radiosensitive organs near the periphery by half while preserving image quality near the center of the image.

Either DG readout or the use of bowtie filters appears to be feasible and carries benefits of reduced electronic noise in the HG projection data. While the benefit to image quality with DG is more modest at equivalent dose (15% increase in CNR using just DG, compared to a 24% increase with HG and bowtie filter at the center of the head), DG readout is generally simpler to implement than use of a bowtie filter, and it is less susceptible to patient positioning errors and system motion during scanning. Furthermore, DG readout does not degrade image quality at the periphery. Additionally, to match the dose with use of a bowtie filter, the required tube output (mAs / pulse) is increased, placing a larger constraint on the selection of x-ray tube for a point-of-care CBCT system (and potentially exceeding the specifications of commercially available, compact x-ray tubes as discussed in Chapter 4). Slight residual artifacts can also be seen in the bowtie images, likely resulting from errors in the estimation of bowtie position during polyenergetic flood field correction. Additionally, the polyenergetic flood field correction is fairly sensitive to estimation of the spectrum, and can be susceptible to errors on systems in which the spectrum is difficult to calibrate, due to, for example, large amounts of off-focal radiation.
Taken together, the findings detailed above regarding detector readout gain mode and/or selection of a bowtie filter guided selection of the hardware configuration to be implemented on the initial scanner prototype. As detailed in the next chapter, the prototype uses DG readout (to reduce noise in high-attenuation regions) and does not incorporate a bowtie filter (at least for initial clinical studies).
Chapter 6: Imaging Performance of a Prototype Point-of-Care CBCT Head Scanner

I. Introduction

Imaging of ICH using CBCT is a challenging task, as identified in Chapter 1, requiring contrast resolution of ~20-60 HU for confident visualization. Such capability is primarily challenged by image noise and nonuniformity (artifacts) to which CBCT is particularly susceptible. Particularly for a mobile CBCT system suitable to application at the point of care, these challenges pose major limitations to imaging performance, and mobile CBCT has largely been limited to applications involving fairly high-contrast anatomy (e.g., orthopedic imaging). The work in previous chapters addressed such challenges in part via optimization of system configuration and hardware selection, guiding the design and development of a prototype mobile CBCT head scanner for reliable detection of ICH at the point of care.

Based upon the modeling, design, and optimization presented in Chapters 4 and 5, and incorporating algorithms for artifact correction\textsuperscript{158} and model-based image reconstruction (MBIR) techniques,\textsuperscript{215} a prototype suitable for first clinical studies has been developed. As detailed in Chapter 2, the imaging performance and radiation dose for such a system needs to be rigorously assessed in the early stages of development as a prerequisite to clinical translation. Especially in the context of nonlinear reconstruction algorithms and artifact corrections, such technical assessment is important to guiding the selection of imaging protocols. The work reported in this chapter was published in Xu et al., “Technical Assessment of a Prototype Cone-Beam CT System for Imaging of Acute Intracranial Hemorrhage.” Ref when available

II. Methods and Materials

II.A CBCT Scanner Prototype

Figure 6.1a shows the prototype CBCT system, and a summary of system characteristics is listed in Table 6.1. The main hardware components are as follows:

\textit{Mobile gantry}. The system includes a mobile U-arm gantry with a maximum rotation rate of 24°/s, allowing a half-scan orbit (210°) in 9 seconds or a full 360° rotation in 15 seconds. Positioning controls on
each side of the gantry are used to position the U-arm (raise, lower, or rotate). The entire system can be powered from a standard (110 VAC, 20 A) North American outlet.

**X-ray source and generator.** The x-ray source is a rotating tungsten anode x-ray tube (Monobloc, IMD, Grassobio, Italy) with 150 kJ heat capacity and 17° anode. The system has 5 kW maximum power, pulse duration ranging 2–40 ms, tube current ranging 5–40 mA, and tube potential ranging 70–120 kV at 0.6 FS focal spot size. Specified inherent filtration for the x-ray window is 1.4 mm Al equivalent at 75 kV. Based on the results discussed in Chapter 5, the initial prototype did not include a bowtie filter.

**Collimator.** A manual square-field collimator (R72, Ralco srl, El Dorado Hills CA, USA) is attached to the face of the x-ray source. The collimator area ranges up to 43×43 cm² at 1000 mm from the source. The system also features a light-field and a laser crosshair for positioning. The light field mirror specifies 1 mm Al equivalent filtration. A filter slot includes an additional 0.2 mm Cu added filtration.

**Detector.** The system features a FPD (Paxscan 4343CB, Varian, Palo Alto CA, USA) with a 43×43 cm² FOV and native 0.139×0.139 mm² pixel pitch, which can be hardware binned to 2×2, 3×3, and 4×4, resulting in isotropic pixel sizes of 0.278, 0.417, and 0.556 mm, respectively. The FPD readout gain mode can be varied between low gain (LG, 3–4 pF integrating capacitance), high gain (HG, 0.5 pF integrating capacitance), and dual gain (DG, 0.5 pF HG and 4 pF LG) using 2×2 or 4×4 pixel binning at 16-bit depth. The maximum frame rate of the detector in LG or HG mode is 30 frames per second (fps) for 4×4 binning, 25 fps for 3×3 binning, 15 fps for 2×2 binning, and 4 fps for 1×1 pixel binning. For DG readout, the frame rate is halved—for example, nominal 2×2 DG readout and ~8 fps. The nominal frame rate, pixel binning, and gain modes are further detailed in section II.C. Based on previous analysis, the current system configuration did not include an antiscatter grid.

**System geometry.** The system has a source-axis distance (SAD) of 550 mm and source-detector distance (SDD) of 1000 mm. The FPD is approximately centered on the FOV, giving a 25° fan and cone angle. The resulting 3D image FOV is 23.7×23.7×23.7 cm³. Previous analysis shows this geometry to be nearly optimal with respect to tradeoffs among focal spot blur, geometric magnification, air gap (x-ray scatter rejection), and detector exposure level. According to Zhuang et al., it is also sufficient to give full axial coverage of the head in 99% of the population.
Control Console. The control console and workstation are located behind a mobile shield wall. The workstation used for CBCT image acquisition in this work was a HP Z620 Workstation (Hewlett Packard, Palo Alto CA, USA). Although 3D image reconstruction (details below) can be performed on the acquisition computer, for this study, 3D images were reconstructed on a Precision T7910 (Dell, Round Rock TX, USA) offering superior GPU (GeForce GTX Titan X, NVIDIA, Santa Clara CA, USA).

Figure 6.1. (a) Prototype CBCT system developed for ICH imaging. Dose was assessed in (b) a stack of two 16 cm diameter CTDI phantoms as a function of position. Image quality was assessed in (c) an anthropomorphic head phantom containing a natural skeleton and tissue-equivalent plastic (18 HU) embedded with spheres of varying size (2–12 mm) and attenuation (-30–900 HU) and (d) a simple cylindrical phantom as well as a cadaver (not shown).

II.B Image Acquisition

Beam Quality: Beam quality was characterized by measuring the half-value layer (HVL) using a back-shielded silicon diode (AccuDose, RadCal Corp., Monrovia CA, USA) placed at the FPD with varying thickness of Al filtration (placed at the exit face of the collimator) across a broad range of kV. The HVL was determined by exponential fit of exposure vs Al thickness and computing the thickness required to reduce exposure to 50% of the bare-beam value. These data were also used to parameterize an x-ray spectral model using the spektr 3.0 implementation of TASMICS. The spectral model was subsequently used in correction of scatter and beam hardening artifacts (below).
<table>
<thead>
<tr>
<th>Hardware Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (max)</td>
<td>5 kW</td>
</tr>
<tr>
<td>Focal spot size</td>
<td>0.6 FS</td>
</tr>
<tr>
<td>Anode</td>
<td>Rotating (W) 17°</td>
</tr>
<tr>
<td>Tube voltage</td>
<td>70–120 kV</td>
</tr>
<tr>
<td>Total filtration</td>
<td>2.4 mm Al equiv. inh. filtration</td>
</tr>
<tr>
<td>Total filtration</td>
<td>0.2 mm Cu added filtration</td>
</tr>
<tr>
<td>HVL (80 kV)</td>
<td>6.1 mm Al</td>
</tr>
<tr>
<td>HVL (90 kV)</td>
<td>6.8 mm Al</td>
</tr>
<tr>
<td>HVL (100 kV)</td>
<td>7.4 mm Al</td>
</tr>
<tr>
<td>HVL (110 kV)</td>
<td>7.7 mm Al</td>
</tr>
<tr>
<td>FPD pixel pitch ($d_{pix}$)</td>
<td>0.139 mm</td>
</tr>
<tr>
<td>Scintillator</td>
<td>0.6 mm CsI:Tl</td>
</tr>
<tr>
<td>Gantry rotation rate (max)</td>
<td>24° / s</td>
</tr>
<tr>
<td>SAD</td>
<td>550 mm</td>
</tr>
<tr>
<td>SDD</td>
<td>1000 mm</td>
</tr>
<tr>
<td>FOV at isocenter</td>
<td>23.7×23.7×23.7 cm³</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Acquisition Parameter</th>
<th>Nominal Scan Technique</th>
<th>Clinical Scan Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbital extent</td>
<td>360°</td>
<td></td>
</tr>
<tr>
<td>Detector readout mode</td>
<td>Dual Gain (0.5 pF HG / 4 pF LG)</td>
<td></td>
</tr>
<tr>
<td>kV</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Total mAs</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>mAs / projection</td>
<td>0.3</td>
<td>0.48</td>
</tr>
<tr>
<td>Number of projections / scan</td>
<td>720</td>
<td>450</td>
</tr>
<tr>
<td>Scan time</td>
<td>90 s</td>
<td>30 s</td>
</tr>
<tr>
<td>Pixel binning</td>
<td>2×2 (hardware)</td>
<td>4×4 (hardware)</td>
</tr>
<tr>
<td>Frame rate</td>
<td>8 fps</td>
<td>15 fps</td>
</tr>
<tr>
<td>Central Dose, $D_0$</td>
<td>20.8 mGy</td>
<td></td>
</tr>
<tr>
<td>Peripheral Dose, $D_p$</td>
<td>23.8 mGy</td>
<td></td>
</tr>
<tr>
<td>Weighted Dose, $D_w$</td>
<td>22.8 mGy</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reconstruction Parameter</th>
<th>Sharp Bone Protocol</th>
<th>Smooth Soft-Tissue Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>FBP</td>
<td>PWLS</td>
</tr>
<tr>
<td>Filter, Cutoff Frequency</td>
<td>Hann, $k_{filt} = 1$</td>
<td>n/a</td>
</tr>
<tr>
<td>Penalty, Regularization</td>
<td>n/a</td>
<td>Huber, $\beta_k = 10^6$, $\delta = 10^{-4}$ mm⁻¹</td>
</tr>
<tr>
<td>Voxel size</td>
<td>0.3×0.3×0.3 mm³</td>
<td>0.5×0.5×0.5 mm³</td>
</tr>
<tr>
<td>Slice Thickness (display)</td>
<td>0.3 mm</td>
<td>2.5 mm</td>
</tr>
</tbody>
</table>

Table 6.1. Summary of prototype scanner characteristics along with nominal image acquisition and reconstruction parameters.

**Radiation Dose.** Dose was measured using a Radcal electrometer (Accudose, Radcal Corp., Monrovia CA, USA) and a 0.6 cm³ Farmer ionization chamber placed at the central and peripheral locations of a 16 cm diameter CTDI phantom. As shown in Figure 6.1b, two 16 cm diameter CTDI phantoms were placed end to end and centered along the axis of rotation, with one end of the stack aligned at the superior edge of the x-ray field and the other end of the stack extending 6.5 cm beyond the inferior edge of the beam, roughly approximating the extent of the head and neck and sufficient to capture the dose associated with long x-ray scatter tails. The central dose ($D_0$) was measured as the absolute dose (mGy) in the center of the beam in the central hole of the CTDI phantom, and the peripheral dose ($D_p$) was that in a peripheral hole (only one
peripheral location measured for 360° source-detector orbits). The weighted dose \((D_w)\) was calculated as \(D_w = \frac{1}{3}D_o + \frac{2}{3}D_p\). The dose was measured for tube potential ranging 70–120 kV. The dose along the superior-inferior (SI) central axis was also measured (with \(z = 0\) corresponding to the superior edge of the beam) by translating the Farmer chamber along the \(z\) axis in approximately 2 cm intervals, providing a longitudinal dose profile including that outside the inferior aspect of the FOV (approximate to the location of the thyroid).

**CBCT Image Acquisition Technique.** Initial studies identified 3 CBCT image acquisition protocols for the system: (1) DG readout mode with 2×2 pixel binning \((0.278×0.278\text{ mm}^2\text{ pixels})\), 720 projections over 360° at 0.3 mAs/pulse \((216\text{ mAs/scan})\) with a total scan time of 90 s; (2) LG readout mode with 3×3 pixel binning, 720 projections over 360° and 0.3 mAs/pulse \((216\text{ mAs/scan})\) with a total scan time of 28 s; and (3) DG readout mode with 4×4 pixel binning, 450 projections over 360° and 0.48 mAs/pulse \((216\text{ mAs/scan})\) with a total scan time of 30 s. All protocols use 100 kV with total filtration as in Table 6.1. The standard scan protocol in studies below was protocol (1)—identified as the “nominal” protocol in Table 6.1—unless otherwise specifically mentioned. Protocol (2) was used in phantom studies to investigate the advantages of DG readout. Protocol (3) was defined following the technical assessment detailed below as part of the translation to clinical studies, providing the same dose as Protocol (1) with faster scan speed.

**II.C Image Reconstruction**

**Data Pre-Processing.** Fifty dark (offset) scans were acquired immediately before each scan. Two hundred flood-field projections were acquired in air with the gantry stationary at the 90° position shown in Figure 6.1a. Two flood-field data sets were acquired for DG correction: low mAs \((0.04\text{ mAs/pulse})\) for the HG channel and high mAs \((0.25\text{ mAs/pulse})\) for the LG channel. After acquisition, the HG and LG channels of each DG projection were separately offset- and gain-corrected, and each HG projection was normalized to the value in a 100×100 pixel region of the unsaturated region of the corresponding LG region, similar to the process described in Chapter 5. The two projection data sets were then recombined such that HG pixels > 40% of the HG signal saturation value were replaced with the corresponding LG pixel values. Pixel defects were corrected by 3×3 median filtering for isolated defective pixels \((3×5\text{ filtering for line defects})\) identified in a map of pixels demonstrating anomalous dark signal or gain characteristics. For soft-tissue reconstructions
(below), the projection data were further binned (additional factor of 2×2, giving pixel pitch = 4× and \(d_{pix} = 0.556 \text{ mm}\)).

**Lag Correction.** The projection data were then corrected for temporal lag as described in Sisniega et al.\(^{158}\) by deconvolution with the lag kernel, \(L(k)\):

\[
L(k) = \sum_{n=1}^{N} \frac{b_n}{1 - e^{-a_n}} e^{-a_n k} u(k) \tag{6.1}
\]

where \(k\) represents the frame number, \(u(k)\) is the unit step function, and six exponential terms (\(N = 6\)) were used to characterize the falling-edge step response function, with \(a_n = [1.96, 0.01, 0.07, 0.99, 3.90, 31.46]\) and \(b_n = [0.029, 0.003, 0.006, 0.02, 0.20, 0.75]\).

**Glare Correction.** Correction of low-frequency “glare” effects arising from detector veiling glare and/or off-focal radiation was applied by deconvolution of the projection data with the glare spread function, \(\text{GSF}(r)\):

\[
\text{GSF}(r) = \frac{c_1}{\pi c_2} \left( \frac{1}{1 + r^2/c_2^2} \right) \tag{6.2}
\]

where \(r\) represents radial distance (dimensionless pixel number), and \(c_1\) and \(c_2\) are 0.1 and 14.59, respectively (also dimensionless).

**Beam-Hardening Correction.** Two-pass beam hardening correction was applied according to the algorithm described by Joseph and Spital\(^{213}\) and implemented in Sisniega et al.\(^{158}\). Both the water and bone corrections were based on the spectral model derived in section II.A. A first-pass water correction was performed by replacing the measured attenuation values by those in a pre-generated look-up table (LUT) that matched the “ideal” (pre-hardened) attenuation values to beam-hardened attenuation values, assuming an object composed entirely of water (with varying density). A 3D image was then reconstructed, and voxels with value greater than 200 HU were segmented as “bone” and forward projected, giving a bone-only projection. A second LUT for bone attenuation was used to correct the bone-only projections, and the corrected bone-only projections were recombined with the water-corrected projections for reconstruction of a final beam-hardening corrected 3D image.
**X-ray Scatter Correction.** X-ray scatter correction was integrated with the beam-hardening correction as described in Sisniega et al.\textsuperscript{158} A MC estimation of scatter fluence was computed for each projection based on the beam-hardening corrected 3D volume. The computation time of scatter fluence estimation was reduced using variance reduction,\textsuperscript{218} GPU parallelization,\textsuperscript{170, 219, 220} and sparse sampling in the angular domain.\textsuperscript{221} The scatter fluence was subtracted from each projection, and all projections were individually renormalized to the bare-beam signal prior to reconstruction. Application of the beam hardening and scatter corrections was iterative, with the scatter-corrected image from iteration $i$ providing input to the beam-hardening correction of iteration $(i+1)$, and so on for 4 iterations.

**Geometric Calibration.** The system geometry was calibrated using a cylindrical phantom with tungsten BBs embedded in a spiral pattern at precisely known locations. A 360° scan of the phantom was acquired, and the center of all BBs in each projection was computed. A projection matrix describing the pose of the x-ray source and detector according to 9 degrees of freedom is computed for each view based on the projected BB locations, similar to the procedure described in Navab et al.\textsuperscript{222} The view angle for each projection in the calibration scan was recorded from the gantry motor encoders. For subsequent imaging scans, the projection matrices were interpolated from the calibration data according to the encoder values in each view (trilinear interpolation of the 6 translational components and quaternion average of the 3 rotational components).

**3D Image Reconstruction.** Two reconstruction protocols were used: a sharp reconstruction based on 3D filtered backprojection (FBP)\textsuperscript{24} for bone visualization; and a smooth reconstruction based on penalized weighted least squares (PWLS) for low-contrast soft-tissue and ICH visualization. FBP reconstructions were performed using a Hann apodization window with variable cutoff frequency, $k_{filt}$. Voxel size in FBP reconstructions was nominally $0.3 \times 0.3 \times 0.3$ mm$^3$ (alternatively, $0.5 \times 0.5 \times 0.5$ mm$^3$ for studies that compare to PWLS, below). PWLS reconstructions were performed by minimizing the objective function:

$$\hat{\mu} = \arg \min_{\mu} \| A\mu - l \|_W^2 + \beta R(u)$$  \hspace{1cm} (6.3)$$

where $\hat{\mu}$ is the image estimate, $A$ is the linear projection operator, $l$ represents the measured line integrals, and $W$ are the data fidelity weighting terms optionally taken either as the data directly\textsuperscript{223} or modified to account for artifact corrections as in Dang et al.\textsuperscript{215} The penalty strength $\beta$ was freely variable, with a nominal
value of $10^2$, and the roughness penalty, $R(\mu)$, was a Huber function that penalizes the difference between a voxel at index $j$ and its $N = 6$ nearest neighbors (at location $k$) in 3 dimensions as:

$$R(\mu) = \sum_{j} \sum_{k \in N} \begin{cases} \frac{1}{2\delta} (\mu_j - \mu_k)^2, & |\mu_j - \mu_k| \leq \delta \\
\frac{1}{2} |\mu_j - \mu_k|^2 - \frac{\delta}{2}, & |\mu_j - \mu_k| > \delta \end{cases}$$

(6.4)

to control the transition between quadratic smoothing (for small signal differences) and linear edge preservation (for large signal differences). The $\delta$ term determines the threshold contrast (signal difference) between the quadratic and linear penalty, varying within the range $(1 \times 10^{-4}$ to $5 \times 10^{-4}$) mm$^{-1}$ as in Dang et al.$^{215}$ The separable quadratic surrogates method with ordered subsets (OS-SQS) was used as in Erdogan and Fessler$^{224}$ to perform the optimization in Eq. (6.4) with precomputed curvatures using 20 subsets and 100 iterations. A separable footprint$^{225}$ forward- and back-projector was used with modifications as in Wang et al$^{226}$ using custom CUDA libraries for GPU acceleration. Voxel size in PWLS reconstructions was nominally $0.5 \times 0.5 \times 0.5$ mm$^3$ with option for displayed slice averaging.

II.D Image Quality Assessment

II.D.1 Artifact Corrections

The overall quality of the artifact corrections was first assessed in terms of uniformity and effect on contrast, noise, and CNR. An anthropomorphic head phantom (RANDO, The Phantom Lab, Greenwich NY, USA) was used, featuring a natural skeleton encased in tissue-equivalent plastic (~18 HU). Two arrangements of spheres were included within the cranial vault as illustrated in Figure 6.1c: the first contained 12 mm diameter spheres of varying contrast (-30–900 HU); and the second contained acrylic spheres (124 HU) of varying size (2–12 mm diameter). Image uniformity was measured in terms of the mean signal difference in a $10 \times 10$ voxel region near the interior of the skull ($\bar{\mu}_{\text{edge}}$) compared to a region near the center ($\bar{\mu}_{\text{center}}$) normalized by the signal value in the edge region:

$$t_{\text{cup}} = \frac{\bar{\mu}_{\text{edge}} - \bar{\mu}_{\text{center}}}{\bar{\mu}_{\text{edge}}}$$

(6.5)
Contrast was measured as the difference in mean signal between a 7×7 voxel region within the largest acrylic sphere and a 7×7 voxel region in the adjacent soft-tissue background, repeated for 9 slices about the center of a sphere. Noise was measured as the mean standard deviation in voxel values in soft-tissue background. The CNR was evaluated with and without artifact corrections for the FBP and PWLS reconstructions.

II.D.2 Contrast, Noise, and Spatial Resolution

Imaging performance was further evaluated (in FBP and PWLS reconstructions with artifact correction) in terms of contrast, noise, and spatial resolution using a 15 cm cylindrical phantom (Figure 6.1d) containing tissue-simulating inserts (Gammex, Middleton WI, USA) and a 0.127 mm diameter tungsten wire in Styrofoam. The phantom also contained a custom gelatin formulation (Knox Gelatine, Kraft, Camden NJ, USA) mixed to simulate brain (~10 HU) and containing an arrangement of ICH-simulating spheres (QRM GmbH, Moehrendorf, Germany) ranging 2–10 mm in diameter, each 57 HU (or 47 HU contrast to gelatin).

Images were acquired using the nominal protocol (1) identified during the design phase (Chapter 4) and specified in Table 6.1 (100 kV with 720 projection images). CNR was measured as a function of dose by varying 72–346 mAs (adjusted by varying 0.10–0.48 mAs / projection). Similar to Section II.D.1, contrast and noise were evaluated for the low-contrast inserts (10 mm ICH sphere) using 7×7 voxel regions of low-contrast insert and background.

For FBP reconstructions, the spatial resolution was characterized in terms of a 2D Gaussian fit to the PSF measured in 100 adjacent axial slices of the tungsten wire. Each Gaussian fit was deconvolved with a symmetric (0.127 mm diameter) circle function representing the wire cross-section, and the ensemble average FWHM was computed. As broadly appreciated, nonlinear reconstruction methods such as PWLS exhibit contrast-dependent spatial resolution characteristics; therefore, the spatial resolution for PWLS reconstructions was characterized with respect to the low-contrast (47 HU contrast) sphere. As previously described, an oversampled ESF was generated by converting voxel locations to spherical coordinates, \((r, \theta, \phi)\), with \(r = 0\) corresponding to the center of the sphere. The sphere was then separated into 12 equiangular sectors, and for each sector a cumulative 1D Gaussian function, \(\text{erf}(r; \mu, \sigma)\), was fit to the voxel values as a function of \(r\) for all angles in that sector. The equivalent PSF FWHM was computed from each fit, and the ensemble average was reported. The PSF FWHM was analyzed as a function of \(k_{\text{fib}}\) (for FBP) and...
as a function of $\beta$ (for PWLS, with $\delta$ fixed to a value of $1 \times 10^{-4}$ mm$^{-1}$). The results were further characterized in terms of the MTF by Fourier Transform (FT) of the spread functions: for FBP, the central slice of the 2D FT of the Gaussian PSF fit to the wire; and for PWLS, the 1D FT of the derivative of the erf fit to the low-contrast ESF.

II.D.3 Image Quality in Cadaver with Simulated ICH

A human cadaver was imaged 9-15 hours post-mortem without preservation agents to maintain the natural contrast of the brain as much as possible, recognizing that tissue decomposition in the brain proceeds within hours of death. Data were acquired at the nominal image acquisition technique (1) specified in Section II.B. Sharp (FBP) and smooth (PWLS) images were reconstructed as specified in Section II.C and Table 6.1. Images were first acquired with the specimen in its natural state. Then, a custom solution was prepared with contrast simulating ICH (~64 HU contrast to brain) by mixing 12% sucrose, 4% NaCl, and 0.5% gelatin powder (all by weight) in solution with water. Two injections of the simulated ICH into the right frontal lobe were performed using a cannula and trochar (Jamshidi Needle, Becton Dickinson, Franklin Lakes NJ, USA)—first, a small (2 cm$^3$) bolus, followed by an additional larger (6 cm$^3$) bolus, with images acquired after each. A diagnostic CT scan was also acquired (12 hours post-mortem, prior to the simulated ICH injection) using a standard head scan protocol (120 kV, 500 mAs, 59.4 mGy, 0.42$\times$0.42$\times$1 mm$^3$ voxel size; Brilliance CT Big Bore, Philips Healthcare, Amsterdam, Netherlands).

Images were displayed on a 3D imaging workstation (VuePACS, Carestream Health, Rochester NY, USA) with diagnostic-quality monitors (MDCG-3221, Barco, Kortrijk, Belgium) and interpreted by a fellowship-trained neuroradiologist. Image features were qualitatively evaluated with respect to a variety of imaging tasks: (i) spatial resolution characteristics in bone with respect to visualization of cranial sutures and/or fracture; (ii) brain-CSF differentiation; (iii) ability to visualize midline shift; (iv) conspicuity of the ICH injection; (v) gray-white matter differentiation; and (vi) overall image uniformity (including shading and streak artifacts that may confound visualization of ICH). For each task, the neuroradiologist assessed task performance as (1) conspicuous, (2) well visualized, (3) adequately visualized, (4) challenging, or (5) unidentifiable and provided free response regarding factors of contrast, noise, spatial resolution, and artifacts.
III. Results

III.A Dose

Figure 6.2 shows the central ($D_0$) and peripheral ($D_p$) dose measured as a function of tube potential and superior-inferior position, $z$. The dose increased with tube potential as shown in Figure 6.2a. The longitudinal variation in dose is shown in Figure 6.2b, showing that the central and peripheral dose peak near the central slice ($z = 12$ cm) at a value of $D_w = 22.8$ mGy. The dose is reduced toward the superior and inferior edges of the FOV to values of $D_w \sim 15.5$ mGy and 8.2 mGy, respectively. The distribution is asymmetric in $z$, and the peripheral dose is higher than the central dose across the superior portion of the FOV (toward $z=0$) but lower near the inferior edge ($z \sim 23$ cm) as well as outside the beam due to asymmetry in the internal attenuation of x-ray scatter—i.e., increased and decreased scatter attenuation in the superior and inferior regions, respectively. The out-of-beam central and peripheral dose were 32% and 11% of the respective maximum values, giving $D_w \sim 1.6$ mGy at $z \sim 30$ cm (approximate location of the thyroid).

Absolute dose measurements were related to effective dose ($E$, mSv) as often reported in the literature according to $E = D_w \cdot L \cdot k_{\text{head}}$, where $D_w = 22.8$ mGy, the length of the scan, $L$, was taken as 23.67 cm, and the tissue weighting factor, $k_{\text{head}} = 0.0023$ mSv/mGy/cm, was taken from ICRP publication 103 for the head. This yielded an effective dose of 1.2 mSv, roughly one-third the dose of a typical MDCT head scan protocol.\(^{185}\)

Figure 6.2. Dose measured as a function of (a) x-ray tube potential and (b) superior-inferior ($z$) position in a stack of CTDI phantoms. Location $z = 0$ cm corresponds to the crown of the skull and $z = 30$ cm the approximate location of the thyroid.
III.B Artifact Corrections

Figure 6.3(a-b) shows FBP reconstructions with and without artifact corrections. Prior to artifact correction, the image exhibited severe shading ($t_{cup} = 13.5\%$), strong reduction in contrast ($\Delta HU = 39$ HU, compared to true difference in attenuation, $\sim$106 HU between acrylic and Rando material), and modest CNR (5.4). The artifact correction provided a strong improvement in uniformity ($t_{cup} = -0.8\%$), boost in contrast ($\sim$92 HU) close to the true value, and an improvement in CNR (7.9) despite an increase in image noise ($\sigma \sim$7 HU prior to correction, increased to $\sim$12 HU after correction). A variety of other streak and shading artifacts were also visibly improved by the correction method—e.g., streaks attributed to beam hardening about the supraorbital ridge.

Figure 6.3c shows the same data reconstructed with PWLS after correction. The PWLS images exhibited comparable uniformity ($t_{cup} = 0.4\%$) and contrast ($\sim$86 HU) and improved CNR (12.9) by virtue of reduced noise ($\sigma \sim$7 HU), with parameters selected to match the spatial resolution with respect to the width of the acrylic sphere ESF—viz., for FPD ($k_{filt} = 0.6$ and $a_{vox} = 0.5$ mm) and for PWLS ($\beta = 10^{2.4}$, $\delta = 10^{-4}$, and $a_{vox} = 0.5$ mm). The results illustrate the benefit of artifact correction (which improved uniformity but somewhat amplified noise) combined with PWLS reconstruction (to mitigate the increase in noise).

Figure 6.3. Comparison of (a) uncorrected and (b) artifact-corrected FBP image reconstructions. Note the reduction in cupping and restoration of contrast close to the true value ($\sim$92 HU for acrylic spheres) despite increase in noise. (c) Reconstruction using PWLS maintains the benefits of artifact correction and reduces noise (at matched spatial resolution).
III.C Contrast, Resolution, and Noise

Figure 6.4a shows the measured FWHM of the wire PSF for FBP (as a function of $k_{\text{filt}}$) and the FWHM associated with the low-contrast ESF for PWLS (as a function of $\beta$). The FBP reconstruction at the highest cutoff frequency ($k_{\text{filt}} > 0.8$) achieves slightly better spatial resolution than PWLS (with low regularization, $\log_{10}(\beta) < 1$) and supports the use of FBP for the sharp bone reconstruction protocol. Figure 6.4b shows the MTF for images reconstructed with the nominal FBP high-resolution ($k_{\text{filt}} = 1$, voxel size = 0.3 mm isotropic), FBP soft tissue ($k_{\text{filt}} = 0.5$, voxel size = 0.5 mm isotropic), and PWLS soft tissue ($\beta = 10^{2.6}$) protocols. As expected, the bone reconstruction protocol provides the highest MTF, while the nominal PWLS reconstruction (and soft-tissue FBP reconstruction, roughly spatial-frequency matched) exhibited reduced MTF associated with noise reduction.

Figure 6.4c shows the image noise measured as a function of cutoff frequency and regularization strength. The FBP images exhibit a simple monotonic increase in noise with cutoff frequency as expected. The PWLS images, on the other hand, exhibit a distinctly nonlinear dependence of noise on regularization, with the strongest noise reduction occurring in the range $\log_{10}(\beta) \approx 1.8–2.5$ (for $\delta$ fixed at $10^{-4}$ mm$^{-1}$). Considering Figs. 4a and 4c together, the benefit of PWLS for ICH imaging becomes evident: for example, taking $\log_{10}(\beta) = 2.6$ gives noise ~6.4 HU and FWHM ~1.1 mm; however, achieving the equivalent noise level in FBP via setting $k_{\text{filt}} = 0.5$ gives FWHM ~1.4 mm. The improved noise-resolution tradeoff for PWLS supports its use for the smooth low-contrast ICH reconstruction protocol.

Figure 6.4d shows the effect of detector readout gain mode on CNR and spatial resolution. Analysis of detector readout modes in Chapter 5 showed a ~15–20% increase in CNR from use of DG readout (with FBP reconstruction). At matched spatial resolution (insets showing $\beta = 10^{2.4}$ for DG and $\beta = 10^{2.6}$ for LG), a ~20% improvement in CNR can be observed in DG data compared to LG data using a PWLS reconstruction algorithm as well.

Figure 6.5 shows the effect of dose on spatial resolution and noise in PWLS image reconstructions. Figure 6.5a shows the region of the ICH-gelatin insert at low ($D_0 = 9.6$ mGy), nominal ($D_0 = 24.8$ mGy), and high ($D_0 = 38.2$ mGy) dose reconstructed with regularization ranging $\beta = 10^{1.6–2.8}$. Operation at the nominal dose and reconstruction parameters achieves clear visualization of small, ~50 HU contrast ICH. Figure 6.5b shows the spatial resolution measured as a function of $\beta$ for the three dose levels. While the spatial resolution
at low $\beta$ is fairly similar among the three dose levels, the degree of smoothing increases more steeply for the lower dose images as $\beta$ is increased. Similarly, Figure 6.5c shows the image noise as a function of $\beta$ for the three dose levels, with the lower dose scenario again having a steeper tradeoff between noise and regularization.

Figure 6.4. (a) Spatial resolution for FBP (FWHM of the wire PSF) and PWLS (FWHM associated with the low-contrast ESF) as a function of filter and regularization strength, respectively. (b) The MTF measured in image reconstructions for the nominal FBP high-resolution, soft tissue, and PWLS reconstruction protocols. (c) Image noise measured as a function of filter and regularization strength, illustrating the distinct noise-resolution tradeoff between the two reconstruction methods. (d) Dual gain readout mode shows up to 20% improved contrast to noise ratio at matched spatial resolution compared to LG readout mode when using PWLS image reconstruction.
III.D Image Quality: Anatomical Features in Cadaver

Assessment of the cadaver images by a neuroradiologist rated performance for task (i) (visualization of bone details, cranial sutures, and possible fracture) as “conspicuous,” citing clear visualization of sutures and other fine details in bone anatomy. Figure 6.6a shows an axial slice through the petrous bone using the high-resolution FBP reconstruction, demonstrating clear visualization of the stapes and cranial sutures. Figure 6.6b shows a surface rendering of the skull to further illustrate the uniform image quality characteristics supporting visualization of the coronal, lambdoid and sagittal cranial sutures. Overall, the visibility of fine bone details was considered excellent and superior to the MDCT image (recognizing that higher-resolution, higher-dose MDCT head scan protocols could certainly be employed).
Figure 6.6. High-resolution CBCT reconstruction of the cadaver illustrating bone detail with insets showing (a) stapes and cranial sutures. (b) Surface rendering shows clear visualization of the sagittal and lambdoid sutures and suggests the ability to confidently detect fractures. (c) Soft-tissue visibility in the region of the neck for a PWLS image (muscle-fat window) demonstrating excellent visualization of fat, muscle, and glandular structures.

The images were similarly evaluated with respect to imaging tasks (ii)–(v) for assessment of low-contrast imaging performance. Figure 6.6c shows a soft-tissue PWLS image reconstruction demonstrating visualization of fat, muscle, and glandular structures that was rated by the neuroradiologist as “well visualized”, although cone-beam artifacts arising from the occipital bone, mandible, and cervical vertebrae were potentially confounding in regions of the neck.

Figure 6.7 shows soft tissue reconstructions of the cadaver head (brain window, width = 90 HU). The neuroradiologist assessed the differentiation of CSF and brain [task (i)] and visualization of midline shift [task (iii)—e.g., mass effect] as “well visualized.” Visualization of the ICH [task (iv)—both small and large boluses] was rated as “conspicuous,” especially in the PWLS image. Differentiation of gray and white matter [task (v)] was rated as “challenging,” but was attributed primarily to post-mortem degradation of the tissue (also evident in the MDCT scan). To the extent that gray and white matter were distinguishable, visualization of the internal capsule (white matter surrounded by gray matter) was judged as comparable to the reference MDCT scan. The neuroradiologist noted the presence of cone-beam artifacts (e.g., posterior to the orbits and at the superior-most extent of the cranial vault) which, although visually distracting, did not affect evaluation of the tasks assessed in this study. Additionally, the radiologist remarked on the higher level of image noise in the CBCT images, due in large part to the lower imaging dose (~1/3 the dose of the MDCT images). Overall, task performance was rated superior for the PWLS reconstructions in comparison to FBP, but the slightly unfamiliar texture of the image noise in the PWLS images was noted as potentially distracting.
Figure 6.7. Cadaver images from the prototype CBCT head scanner (100 kV, 216 mAs, 22.8 mGy, 0.5×0.5×1.25 mm³ voxels). (a-b) FBP images before and after injection of simulated ICH. (c-e) PWLS images before and after injection of simulated ICH. (f) MDCT scan acquired as a reference, using a standard clinical head scan protocol (120 kV, 500 mAs, 59.4 mGy dose, 0.42×0.42×1.0 mm³ voxel size).

IV. Discussion and Conclusions

The imaging performance of a prototype CBCT system for point-of-care imaging of acute ICH was evaluated in terms of spatial resolution, contrast, noise, CNR, image uniformity, and dose, and image acquisition. Reconstruction protocols were identified for high-quality imaging of bone and soft tissue. Nominal scan protocols carried a dose of 22.8 mGy, which is approximately 1/3 the dose of a standard head MDCT scan (59.4 mGy for the standard head CT protocol in this study). The artifact correction methods addressed major factors of x-ray scatter, beam-hardening, image lag, and veiling glare, resulting in 0.4% nonuniformity in images of the head. High-resolution FBP reconstruction demonstrated ~0.9 mm PSF FWHM and excellent delineation of bone features (e.g., cranial sutures), and an edge-preserving PWLS method was shown to provide ICH CNR ~5.7 and conspicuous visualization of simulated ICH. A fresh cadaver imaged with and without simulated ICH demonstrated clear differentiation of CSF from gray-white matter and conspicuous delineation of hemorrhage.
The work reported above enables some level of comparison between the technical performance of the CBCT prototype to that of the current state of the art, taking the CS 9300 evaluated in Chapter 2 as exemplary and recognizing that the work was separated by approximately 4 years and did not employ identical experimental methods or imaging phantoms. Still, the conclusions of Chapter 2 indicated that a state-of-the-art, commercially available CBCT scanner did not provide imaging performance sufficient for reliable detection of ICH (though it was sufficient for its intended use in visualization of high-contrast bone architecture, including the sinuses and temporal bones). It is therefore worthwhile to reflect on the findings of Chapter 2 (for the CS 9300) in comparison to those of Chapter 6 (for the prototype head scanner) to the extent that a fair comparison can be made.

In terms of radiation dose, the nominal CS 9300 imaging protocol (S1 in Chapter 2) gave $D_w = 6.0 \text{ mGy}$. By comparison, the nominal scan protocol for the prototype (Protocol 1 in section II.B) yielded $D_w = 22.8 \text{ mGy}$. Differences in underlying imaging technique are numerous and account for the difference—for the CS-9300 and prototype, respectively: beam energy of 85 kV vs 100 kV; number of projections per scan = 372 vs 720; and 56 mAs vs 216 mAs. While the dose for the prototype is higher, both systems are operating near the upper limit of power (1.5 kW and 5 kW, respectively). In fact, recognizing that more subtle pathologies and better differentiation of gray-white matter would benefit from reduced image noise, the prototype could benefit from the ability to operate at even higher dose for certain indications. Compared to standard diagnostic head CT, these dose levels are still quantifiably low. A typical adult head CT scan protocol at Johns Hopkins Hospital (using the SOMATOM Definition AS, Siemens, Erlangen, Germany) involves the following technique: 120 kV, 380 mAs, 61.8 mGy CTDIvol. It is also pertinent to compare the dose characteristic to that of the standard “Reference Level” for CT dose in the Adult Head. As reported by McNitt-Gray et al. in the AAPM 2011 summit on CT Dose, the standard Reference Level for CT of the Adult Head is 75 mGy.

In terms of spatial resolution, the S1 CS-9300 protocol was found to give a wire phantom MTF f50 (reconstructed using FBP) of 0.7 lp/mm. By comparison, the sharp bone FBP reconstruction protocol of the prototype gave MTF f50 of 0.6 lp/mm. High spatial-frequency and high contrast visualization with the CS 9300 petrous bone protocol and the prototype head scanner are illustrated in Figure 6.8 for similar regions.
of the anthropomorphic head phantom described in Figure 6.1c. In both scans, high-resolution visualization of bone structures were achieved.

In terms of contrast resolution, the S1 protocol for the CS 9300 yielded the best low-contrast visualization for that scanner. Fair, direct comparison to the noise and CNR is difficult, requiring not only a common test object but also carefully matched dose and spatial resolution. The variance for CT images is inversely proportional to the total dose ($D_0$) and the fourth power of the isotropic voxel size ($a_{vox}^4 = a_{vox}^4$). The CNR can therefore be roughly normalized by dividing by the square root of these two factors, recognizing that reconstruction parameters (apodization, $k_{filt}$) have a further effect that is unaccounted. Coarse comparison as illustrated in Figure 6.8 suggests that the prototype improved the normalized CNR performance by 48% using FBP reconstruction in the largest ICH simulating sphere of the anthropomorphic phantom.

Figure 6.8. Comparison of high-resolution imaging in (a) the head scanner prototype and (b) the CS 9300. Soft tissue visualization is visibly improved for (c) the prototype compared to (d) the CS 9300. Recognizing strong differences in acquisition technique and dose, the CNR normalized by dose and voxel size accounts for the discrepancy to a certain extent and supports the conclusion regarding improved soft-tissue imaging performance for the prototype.
The technical assessment agreed with expectations based on previous modeling and laboratory benchtop experiments\textsuperscript{179} as discussed in Chapters 4 & 5 and was a prerequisite to translation of the prototype to clinical studies. The work was also essential to determining key parameters that affect dose and scan speed, which are in turn determined by both the technique factors (kV and mAs) and FPD readout (number of views, frame rate, and readout gain mode). With respect to the latter, the assessment showed that while DG readout can improve CNR by ~15–20% at equivalent dose, the scan time (90 s for the nominal DG technique) is likely prohibitive for clinical use. We therefore worked with the FPD manufacturer to identify an alternative DG scan protocol with hardware binning at 4×4 pixels (cf., 2×2 hardware binning followed by another 2×2 in post-processing) to give a frame rate of 15 fps (cf., 8 fps). Further reduction in scan time was obtained by reducing the number of projections to 450 (cf., 720), since previous work\textsuperscript{214} showed negligible increase in noise due to view sampling effects. The mAs per projection was increased to 0.48 mAs, yielding scan time of 30 s and equivalent dose, as shown in the clinical protocol in Table 6.1. Future work will evaluate image quality associated with a half-scan orbit (180° + fan angle) to further increase scan speed. The analysis and resulting scan protocols supported translation of the system to clinical studies.

As discussed in Chapter 1, bringing CT imaging capability to the point of care could offer major benefit to critically ill patients in areas such as the NCCU, ICU, and PACU. Mobile MDCT systems such as the CereTom (Neurologica, Danvers MA, USA) have the potential to address this need as well, and while CBCT offers possible advantages of cost, open geometry, patient access, mechanical simplicity, and capability for radiography / fluoroscopy, both types of system warrant further development and clinical evaluation for this important clinical problem. A fairly early version of the CereTom system (circa 2006) was tested at our institution for application in the NCCU and was judged to have image quality that was insufficient for ICH detection, noting poor spatial resolution associated with thick slices as well as cumbersome setup in the small, closed gantry bore. [Private communication, Dr. Robert Stevens, Department of Anesthesia and Critical Care, Johns Hopkins Hospital.] While other mobile CBCT systems, such as the Vario C-arm (Ziehm Imaging, Nurnberg, Germany) and O-arm (Medtronic, Dublin, Ireland), may also be applicable, the imaging performance for such systems has been conventionally limited to high-contrast (bone) visualization. The system evaluated in this work overcame such conventional limitations through a
combination of system design, artifact correction, and MBIR methods developed specifically for high-quality imaging of head injury.
Chapter 7: Summary and Conclusions

I. An Imaging Physics Based Approach to System Design

X-ray imaging of the head is important for a number of clinical diagnostic tasks in otolaryngology and neurology, discussed in Chapter 1. Many of these tasks require high-fidelity visualization of structures with small feature size and/or low contrast. Imaging systems are information transfer systems, and as such, introduce spatial blur, quantum and additive electronics noise, and artifacts (discussed in Chapter 1) that can confound the diagnosis. Careful, quantitative design of such systems—with knowledge of the specific diagnostic task—can optimize the tradeoffs in imaging performance and is especially important for CBCT systems, which typically have higher levels of noise and artifact due to hardware and geometry. Each step of the imaging chain, from x-ray photon interaction to signal readout and digitization, can be modeled as a gain, blur, sampling, additive noise, or thresholding (for PCDs) stage, and the effect of each on imaging performance can be analytically derived or approximated. In this thesis, a point-of-care CBCT system with imaging performance sufficient for high-quality imaging of the head was designed using such a physics-based analytical approach.

II. Landscape of CBCT Head Imaging

A rigorous technical assessment of imaging performance (Chapter 2) was performed for an existing CBCT head scanner, the CS 9300, as a first step towards the design of a new CBCT head imaging system. The assessment of spatial resolution, contrast detail visualization, and dosimetric properties indicated that dedicated OHNS and maxillofacial scanners excelled in high-spatial-resolution imaging performance and identified a number of improvements necessary for soft-tissue visualization in high-quality head imaging. The prevalence, relatively low cost, and compact design of such systems are generally suitable for point-of-care imaging devices, indicating a promising path forward for development of a high-quality CBCT scanner dedicated to imaging of the head.
III. Photon Counting Detectors: Pulse Shaping the Future?

Advances in x-ray detection technology show potential for significant improvements to additive electronics noise and readout speed. In Chapter 3, a new imaging performance model of PCDs was developed and validated with the goal of assessing the general usefulness of such detectors for improving low-contrast visualization. The model is able to predict imaging performance metrics of MTF, NPS, DQE, mean signal gain, charge sharing occurrence, and energy resolution, and is a first step towards quantitative comparison of PCDs with EIDs such as FPDs and CMOS detectors (discussed in Chapter 4 and 5). A hypothetical comparison of a Si-strip PCD to an identical EID (without an energy threshold) indicated advantages for PCDs in low dose and/or high additive noise regimes—for example, at the nominal additive electronics noise level for the PCD ($\sigma_{\text{add}} = 200 \, e^-$), an exposure per pulse at the detector of $< 0.5 \, \mu\text{R}$ (behind the object) is needed for PCD operation to be advantageous (at 35 kV). A higher additive electronics noise level ($\sigma_{\text{add}} = 2000 \, e^-$) more typical of FPD performance indicates that thresholding (for this Si-strip detector) becomes advantageous at exposure $< 7 \, \mu\text{R}$ per pulse.

For PCDs, Compton interactions can be a major confounding factor, shifting part of the interaction energy spectrum to a lower energy difficult to distinguish from additive noise or charge sharing events by thresholding alone. For the Si-strip PCD, Compton interactions comprised $\sim 20\%$ of all detector interactions at 70 kV and was the main reason that EID performance compared so favorably with thresholding performance. In CdZnTe PCDs, as well as other high-Z PCDs currently under development, Compton interactions may comprise a smaller fraction of the total interactions, allowing better separation of Compton events from additive noise and charge sharing. Additionally, as pixel sizes decrease and pulse pile-up correction methods are developed, charge sharing will start to become a greater limiting factor on PCD performance, corrected in part with coincidence rejection circuitry. A number of technological improvements can be beneficial for the integration of PCDs in CBCT systems: increased FOV (currently limited by wafer size and imperfections in manufacturing), higher detection efficiency (high-Z detector materials are currently under development), lower cost, and smaller size (more efficient on-pixel processing). Of these, perhaps the most important is FOV, which is also a limiting factor for CMOS detectors.
IV. System Optimization Using an Image Quality Model

Many factors beyond detector technology—such as geometric configuration and x-ray source power—are also important considerations for a practical point-of-care CBCT system. As discussed in Chapter 4, the CBCT prototype system was designed with the task-based detectability index as a figure of merit. The model predictions of MTF and NPS as a function of system configuration was combined with Fourier-domain task functions (representing a small ICH and a fracture) and used to optimize tradeoffs between, for example, x-ray focal spot size, geometric magnification, and scatter air gap rejection. Field of view limitations on new detector technologies, such as PCDs and CMOS detectors, motivated the inclusion of a large-area FPD (43×43 cm²) in the initial prototype.

The prototype CBCT system would, however, benefit from further mechanical optimization for deployment at the point of care. Initial design constraints imposed a large, open bore for ease of patient positioning and adaptability for deployment in various environments during the initial clinical studies. Areas such as the NCCU and ICU are typically fast-paced and limited on space, motivating a more compact, mobile system and specialized patient positioning attachments in the next cycle of design. Of course, as constraints change on size and available power, the design approach presented in Chapter 4 can be repeated as necessary to recompute the optimal configuration of source, detector, etc.

V. Extending the Performance of FPDs

As discussed in Chapter 2, a low-powered (dose limited), portable CBCT system would benefit from inclusion of low-additive-noise detectors. FPDs tend to have relatively high levels of additive electronics noise (compared to PCDs and CMOS detectors), but were chosen for the first prototype due to FOV constraints. Chapter 5 investigated methods to reduce the relative contribution of detector additive electronics noise in FPDs by increasing the readout gain. Image quality measurements in high-gain detector readout mode (at the nominal head scanner protocol identified in Chapter 4) indicated a ~15% improvement in CNR was feasible over typical low-gain readout. HG readout without skin-line saturation was evaluated using both dual-gain readout and a series of pre-patient bowtie filters. Results indicated DG readout as the option providing the best compromise between reduced digitization noise and ease of implementation.
The analysis in Chapter 5 additionally presented several important considerations for the future of low-additive-noise detector design. Digitization noise can become a large contributing factor in 14-bit readout, especially at low gain. As interest in CMOS detectors for use in high-performance CBCT systems increases, the tradeoffs between dynamic range and digitization noise may become an important factor. Single-gain CMOS detectors operating at low well potential (small dynamic range and low additive noise) may find benefit from systems with bowtie filters. However, such filters often impart low-contrast artifacts that may be difficult to completely correct—although an analytical algorithm was presented in Chapter 5 that accomplishes fairly good correction of such “dome” artifacts.

VI. High-Performance CBCT Prototype for Head Imaging

Chapter 6 described the performance assessment of the prototype CBCT head scanner (with design motivated by the work in Chapter 4) in both phantoms and cadaver as a prerequisite for clinical studies. The cadaver was imaged prior to ICH injection in both the prototype system and a MDCT system. The images were assessed by a fellowship-trained neuroradiologist and showed conspicuous visualization of fresh ICH and fractures, with promising ability for gray-white matter differentiation and ventricle/CSF delineation. The assessment also indicated that the imaging dose of the nominal protocol (nearly 1/3 that of standard head protocols) might be a limiting factor for this system. Additionally, for such low-contrast visualization tasks, cone-beam artifacts near the top of the cranium were identified as a large source of residual artifact that lowered diagnostic confidence in the absence of a prior MDCT image.

Further development is underway to address the residual artifacts and increase the power output (and imaging dose) of the system. However, due to the relatively low imaging dose and high noise of the images, model-based image reconstruction techniques (with an edge-preserving penalty) were chosen as the nominal reconstruction algorithm for this prototype. The radiologist assessment of such reconstructions (in comparison to more standard FBP images) was favorable for ICH detection but cited “visually unpleasant” appearance of noise texture. This is an issue of some importance for model based reconstruction techniques, and is largely a result of foreign noise textures with high variability in correlation and appearance between algorithms with different statistical weighting and regularization design. Such variability presents a challenge
for moving forward into clinical practice, and a mutual effort—from both engineers and radiologists—can facilitate clinical adoption.

**VII. Looking Forward: Future Clinical Applications**

The CBCT prototype presented in this thesis was initially designed specifically for ICH and fracture visualization—as indicated by the task functions presented in Chapter 4. However, a combination of system design optimization, artifact correction methods, and advanced reconstruction algorithms have culminated in a CBCT system with excellent imaging performance that may be suitable for a number of clinical tasks. In line with the goal of high-quality head imaging, stroke imaging—with time-sensitive requirements for intervention—would benefit from a CBCT system deployed at the point of care capable of non-contrast ICH imaging as well as perfusion and angiography. Increasing interest in ‘one-stop’ stroke diagnosis and intervention is motivated by the need for rapid diagnosis and treatment in emergent, ambulatory, and/or critical care units. Another potential area of deployment is in the image-guided surgical suite, with improved soft-tissue visualization benefiting guidance of neurosurgical applications in, for example, hydrocephalus shunt placement, tumor resection, minimally invasive ablative technique, biopsy, and placement of electrodes. In this setting, the prototype system could provide a major advance in surgical precision as the basis for preoperative (MRI or MDCT) registration and 3D-2D guidance and presents a valuable means of validation / QA at the end of the case—allowing visualization of the brain tissues (gray-white matter and ventricles), surgical product (e.g., device placement or region of resection), and possible complication (ICH)—with the ability to revise immediately if necessary.
Appendix A: Photoelectric and Compton Interactions in a Si-Strip PCD

The spectrum at stage 1 (Section II.A of Chapter 3) includes the combined effects of photoelectric absorption and Compton scattering according to the ratio of their cross section to the total cross section. K-fluorescence effects were not considered in the current model, because the effect is negligible for the detector material (Si) used in the PCD in this work. The photoelectric and Compton cross sections and the resulting distributions of interacting photons \(q_1\) are shown in Figure A.1. For a photoelectric interaction, the spectrum of interacting photons (i.e., the probability of interaction at energy, \(E\)) is:

\[
q_{1PE}\left(E \mid q_0^{\text{norm}}(E)\right) = q_1(E \mid PE, q_0^{\text{norm}}(E)) = q_0^{\text{norm}}(E) \left(1 - \exp\left[-\mu(E)a_z\right]\right)
\]  

(A.1)

where \(\mu(E)\) is the energy-dependent attenuation coefficient of the detector material, and \(a_z\) is the thickness of the detector in the \(z\) direction as illustrated in shown in Figure A.2.

Figure A.1. Photoelectric and Compton interactions. (A) The cross section for photoelectric and Compton interactions was derived from the NIST XCOM database. (B) The spectrum of Compton \((q_{1C})\) and photoelectric \((q_{1PE})\) interactions calculated for a 35 kV beam. (C) The same as (B) for a 70 kV beam.
Figure A.2. Illustration of the scattering geometry in an edge-on silicon strip detector. The photon is incident in the $z$ direction. Pixel readout occurs along the $x$ direction. The scatter angle is shown as $\theta$ and the azimuthal angle is shown as $\phi$. The total pathlength in the material available to the photon after a Compton interaction is given by $L$, and the incident $y$ position is denoted $y_{in}$.

For a Compton interaction, there are two scenarios for energy deposition in the detector – one in which the scattered photon escapes the detector and one in which the scattered photon is reabsorbed. In each case, the initial scattering event deposits an amount of energy, $E_{in}$, determined by the incident energy $E_{in}$ and the scattering angle $\theta$. The scattered photon has energy $E' = E_{in} - E_{p}$ and may undergo a second interaction or escape the detector. The spectrum resulting from a Compton interaction can be written as a Bayesian expectation over all incident energies, interaction depths $z$, and scattering angles:

$$ q_{1,c}(E) = q_{1}(E \mid C, q_{0}^{\text{norm}}(E)) $$

$$ = \int_{0}^{\pi} \int_{0}^{\pi} \int p(E \mid \theta, z, E_{in}) p(\theta \mid E_{in}) p(z \mid E_{in}) p(E_{in}) d\theta dz dE_{in} $$

(A.2)

with the likelihood of an incident photon having energy $E_{in}$ equal to the normalized spectrum incident on the detector:

$$ p(E_{in}) = q_{0}^{\text{norm}}(E_{in}) $$

(A.3)

The likelihood of interaction at depth $z$ is equal to the marginal probability of interaction (quantum efficiency):

$$ p(z \mid E_{in}) = \frac{d}{dz} \left(1 - \exp[-\mu(E_{in})z]\right) = \mu(E_{in}) \exp[-\mu(E_{in})z] $$

(A.4)
The likelihood of the incident photon scattering at angle $\theta$ is computed from the Klein-Nishina equation according to the relative differential cross section, $\frac{d\sigma_c}{d\theta}$:

$$
\frac{d\sigma_c}{d\theta}(\theta) = \pi\alpha^2 r_c^2 \sin(\theta) \left( \frac{E'(E_{in}, \theta)}{E_{in}} \right)^2 \left[ \frac{E'(E_{in}, \theta)}{E_{in}} + \frac{E_{in}}{E'(E_{in}, \theta)} - 1 + \cos^2 \theta \right] 
$$ (A.5)

with $\alpha$ equal to the fine structure constant, $r_c = \frac{\hbar}{m_e c}$ the reduced Compton wavelength of an electron, and $m_e c^2$ equal to the mass of an electron, and the energy of the scattered photon given by:

$$
E'(E_{in}, \theta) = E_{in} \left[ 1 + \frac{E_A}{m_e c^2} (1 - \cos \theta) \right]^{-1}
$$ (A.6)

The probability of an x-ray of energy $E_{in}$ scattering at angle $\theta$ is therefore:

$$
p(\theta | E_{in}) = \frac{\frac{d\sigma_c}{d\theta}(\theta)}{\int_0^\pi \frac{d\sigma_c}{d\theta}(\theta) d\theta}
$$ (A.7)

For a given scattering angle and incident energy, the probability distribution is therefore:

$$
p(E | \theta, z, E_{in}) = (1 - p_A(\theta, z, E_{in})) \delta(E - E_p(\theta, E_{in})) + p_A(\theta, z, E_{in}) \delta(E - E_{in})
$$ (A.8)

where $p_A(\theta, z, E_{in})$ is the chance that the scattered photon is absorbed before it exits the detector:

$$
p_A(\theta, z, E_{in}) = 1 - \exp \left[ -\mu(E'(\theta, E_{in})) L(z, \theta) \right]
$$ (A.9)

The mean pathlength, $L(z, \theta)$, available to the scattered photon is determined by the scattering angle, $\theta$, and the depth of interaction, $z$, as:
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\[ L(z, \theta) = \int \int \min \left( \frac{y_{in}}{\sin \phi \sin \theta}, \frac{z_D(\theta)}{\cos(\theta)} \right) \rho(y_{in}) p(\phi) dy_{in} d\phi \]

\[ = \frac{1}{\alpha, \pi} \int \int \min \left( \frac{y_{in}}{\sin \phi \sin \theta}, \frac{z_D(\theta)}{\cos(\theta)} \right) dy_{in} d\phi \]  

Note that \( L(z, \theta) \) is the pathlength, with the azimuthal angle \( \phi \) uniformly distributed over \( 2\pi \) and incident \( y \) position uniformly distributed over \( y_{in} \in [0, a_y] \). The min function selects the shorter pathlength, as \( L \) is bounded by the \( y \)-dimension of the detector (absorption in septum) or the depth of the detector (exit through distal aspect). Because the pathlength is symmetric in \( y \) from either the bottom or the top of the detector, a range of \( \phi \in [0, \pi] \) was used and the probability was multiplied by two. The available distance in the \( z \) direction \( (z_D) \) is determined by the scatter angle:

\[ z_D(\theta) = \begin{cases} a_z - z, & \theta \in \left[0, \frac{\pi}{2}\right) \\ -z, & \theta \in \left(\frac{\pi}{2}, \pi\right) \\ \infty, & \theta = \frac{\pi}{2} \end{cases} \]  

(A.11)

For a 70 kV beam and the detector used in this work, the fraction of interactions due to Compton scatter is \( (\sigma_c/\sigma_{total}) \sim 40\% \), and of those Compton interactions, only 8\% are reabsorbed before exiting the detector. Therefore, only a small portion (~3\%) of detected photons will have undergone spatial relocation due to Compton scattering. The model can be extended to include a parallel cascade describing the spatial relocation associated with such secondary Compton interactions, as previously done for K-fluorescence.

Since the proportion of such secondary reabsorptions was small for the system considered, we did not include the spatial effect of Compton relocation in the current work, though we did include their contribution to the total energy deposited. This approximation can be considered an upper bound for the contribution of scattered secondary photons over the range of design parameters considered. As the mean energy is reduced, the percent of photons undergoing Compton interactions is reduced compared to those undergoing photoelectric interaction \( (\sigma_{pe} >> \sigma_c) \). While an increase in the detector thickness \( (a_z) \) would reduce the number of scattered photons lost to the distal aspect, in the regime of detector thickness much
greater than detector aperture \( a_x \gg a_y \), this increase is very small as most of these photons are lost through the \( x-z \) plane. Finally, a change in detector material (to a material with higher atomic number, such as CdTe detectors) would also reduce the fraction of photons undergoing Compton interactions. For alternative PCD systems or geometries for which the contribution of secondary scattered photons is appreciable, a parallel cascade can be introduced to include the spatial relocation stage (similar to stage 3) with separate branches for photoelectric interaction, single Compton interaction, secondary Compton interaction, etc. This parallel cascade would then be recombined at stage 5.
Appendix B: Effect of Scatter Correction on Contrast, Noise, and Detectability Index

Previous work\textsuperscript{158} showed the importance of accurate scatter correction for high-quality CBCT of the head—essential to achieve CT number accuracy, image uniformity, and restore image contrast to the true subject contrast. It is generally recognized that x-ray scatter reduces contrast \textit{viz.}, by a factor \((1/1+\text{SPR})\), and its effect on image noise can be complicated, but tends to reduce quantum noise simply in proportion to the total fluence (indiscriminate of primary or scattered photons) as described in Sisniega et al.\textsuperscript{162} It is also recognized that scatter correction typically amplifies image noise—e.g., a 2.2-fold increase in quantum noise following MC scatter correction of head CBCT.\textsuperscript{158} The Appendix below analyzes these points within the framework of cascaded systems analysis and shows that scatter correction does not affect \(d'\) within the strict interpretation of local detectability index.

The total mean fluence incident on the detector, \(q_{0}^{p+s}\), is composed of the mean primary fluence \(q_{0}^{p}\) and the mean scatter fluence \(q_{0}^{s}\), each estimated according to the Neitzel air gap model and the spektr implementation\textsuperscript{133} of TASMIP\textsuperscript{134}. Scatter correction typically involves an estimate of the scatter fluence subtracted from the projection data prior to log normalization, application of the ramp filter, etc. Subtraction of the scatter fluence estimate reduces the mean of the projection signal but does not affect the variance inherent in the measurement. For the log normalization step, previous work\textsuperscript{32} showed that the noise in the projection data is reduced by the square of the mean signal; therefore, log normalization gives:

\[
S_{s}(f_{u}, f_{v}) = \frac{1}{[(q_{0}^{p} + q_{0}^{s}) \Gamma]^{2}} S_{s}(f_{u}, f_{v})
\]

where \(S_{s}\) is the NPS of the log-normalized 2D projection image, \(\Gamma\) is the detector gain, and \(S_{s}\) is the projection image NPS (without scatter correction). Consider scatter correction in which the estimated scatter fluence (to be subtracted) is \(\hat{q}_{0}^{s}\). The relative error in the scatter fluence estimate can be written:

\[
c_{s} = 1 - \frac{\hat{q}_{0}^{s}}{q_{0}^{s}}
\]
where \( c_s = 0 \) corresponds to a perfect estimate of the mean scatter fluence; \( c_s < 0 \) implies overestimation of the mean scatter fluence; and \( c_s = 1 \) is equivalent to no scatter correction. The residual scatter fluence in the scatter-corrected data is therefore \( c_s \hat{q}_0^S \). The NPS of scatter-corrected, log-normalized projection data is:

\[
S^C_0 (f_u, f_v) = \frac{1}{\left[ (\bar{q}_0^p + c_s \hat{q}_0^S) \Gamma \right]^2} \cdot S_0 (f_u, f_v)
\]

(B.3)

The ratio of the 3D NPS of scatter-corrected image data (\( \text{NPS}^C \)) to that in uncorrected data can then be written:

\[
\frac{\text{NPS}^C (f, f_z)}{\text{NPS} (f, f_z)} = \left[ \frac{S^C_0 (f) T_{11}^2 (f) T_{12}^2 (f)}{S_0 (f) T_{11}^2 (f) T_{12}^2 (f)} \right] *** \text{III}_{15} (f)
\]

\[
= \left( \frac{\bar{q}_0^p + c_s \hat{q}_0^S}{\bar{q}_0^p + \hat{q}_0^S} \right)^2 \left( \frac{1 + \text{SPR}}{1 + c_s \text{SPR}} \right)^2
\]

(B.4)

where \( S^C_0 \) and \( S_0 \) differ only by a scalar, indicating that the NPS (variance) in a perfectly scatter-corrected image is greater than that in the uncorrected image by a factor of \((1 + \text{SPR})^2\).

In addition to reducing the mean signal, subtraction of the scatter fluence also recovers contrast in the image; this is reflected in the contrast term (or signal power) of the task function as:

\[
C^C_{\text{task}} = \frac{C_{\text{true}}}{1 + c_s \text{SPR}}
\]

(B.5)

where we see that perfect scatter correction yields image contrast \( C^C_{\text{task}} \) equal to the true subject contrast \( (C_{\text{true}} = \Delta \mu) \). The frequency content of the task function is unchanged, so the task function associated with scatter-corrected data is \( W^C_{\text{task}} = C^C_{\text{task}} F^C_{\text{task}} = C^C_{\text{task}} F_{\text{task}} \). We furthermore assume that scatter correction does not change the system MTF or the frequency dependence of the NPS, including aliasing effects associated with sampling. The changes in contrast and noise induced by scatter correction can be incorporated in the detectability index for a scatter-corrected image as follows:
Therefore, the detectability index in a scatter-corrected image is equivalent to that in the uncorrected image—i.e., scatter correction does not affect local detectability index.

To verify this result, a simulation was performed with a digital phantom consisting of a cylinder of water containing a semicircular adipose disk shown in Figure B.1. Noise-free forward projections were computed over 360°, and a constant scatter fluence equivalent to SPR = 2 behind the cylinder was added to each projection image. Poisson noise was then added according to the mean number of (primary + scatter) photons at each pixel. Reconstruction was performed with the nominal parameters in Table 6.1 to yield the uncorrected image in Figure B.1a. Scatter-corrected images were formed by subtracting the mean scatter fluence from the noisy projections (before log normalization) and reconstructing with the same parameters, yielding the image in Figure B.1b.
Figure B.1. Simulation / verification of the effect of scatter correction on noise, contrast, and local detectability index. (a) Uncorrected and (b) scatter-corrected axial image reconstructions (SPR = 2). Zoomed inset images were separately windowed (with level equal to the local mean and window width 3 times the local noise) to illustrate visually that the local CNR (adipose-to-water) is the same. (c) CNR measured in corrected and uncorrected images for SPR ranging from 0 to 2.

For a large, low-contrast stimulus such as the semicircular disk in Figure B.1, detection amounts to a low- (essentially zero-) frequency task, so that detectability index [Eq. (B.6)] is simply proportional to CNR (squared), which we take as a surrogate for detectability index in this simulation. As shown in Figure B.1a, the strong image nonuniformity (cupping) and low contrast of the stimulus in the uncorrected image can be mitigated locally simply by window and level adjustment. The local CNR for the two cases – despite strong differences in overall (nonlocal) aspects of image quality, such as uniformity – is the same, and the degradation in contrast due to scatter is compensated by the lower noise associated with higher total fluence.

The simulation was repeated for SPR ranging 0 to 2, and the CNR was analyzed as in Figure B.1c, again showing equivalent CNR for corrected and uncorrected images at all levels of scatter magnitude. To the extent that local CNR is a valid surrogate for a low-frequency detection task, scatter correction is seen to have no effect on local detectability, in agreement with the derivation of Eq. (B.6). The analysis in Section 4 therefore is independent of the accuracy (or application) of scatter correction (though scatter correction should be applied to mitigate cupping and streaks), and the optimal system design – in terms of local detectability index – does not depend on aspects of scatter correction.
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