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INTRODUCTION

This is the third Technology Watch Report (TWR3). It continues DigiCULT’s work in providing heritage institutions with researched assessments of current and emerging information technologies that they can use in their efforts to expose, manage better, and make more accessible the wealth of our cultural heritage. It is the last TWR that The Digital Colour Forum (DigiCULT Forum, IST-2001-34899) will release under this funding stream. The DigiCULT team monitors research and technological developments with support from the European Commission’s Information Society Technologies (IST) Programme under the 5th Framework Programme. The DigiCULT technology assessments identify developments that can be deployed without further work, those that would require further development or repurposing and those that are still some way away from having deployable implications but which show promise. The cultural heritage sector suffers from a lack of access to accurate, accessible, and relevant information about technological developments. We continue to use the word ‘technology’ in its broadest sense to cover methods (e.g., information retrieval, visualisation) and procedures, standards, hardware (e.g. RFID), and software applications.

As in previous TWRs, this volume examines six core technologies. Those covered here underlie a wide range of future applications of technology. These include: Open Source, Natural Language Processing (NLP), Information Retrieval (IR) technologies, Location Based Systems (especially GIS and GPS), visualisation of data, and telepresence, haptics and robotics. This report builds on our earlier two reports. TWR1 (2003) examined Customer Relationship Management Systems (CRM), Digital Asset Management Systems (DAMS), Virtual Reality (VR), Human Computer Interface (HCI) technologies, Smart Tag and Labels, and Games. These are all technologies which improved how institutions could manage their assets, whether analogue or digital, and improve the services they provided to their visitors/users. TWR2 (2004) examined technologies that improve interoperability between sectors, standards that promote long term viability of resources, approaches that support personalise experiences of the heritage and those that support access to shared spaces, and mechanisms that enable curators and users of the heritage to participate in enriched real and virtual environments.

Technology develops quickly and the heritage sector needs to identify those technologies that will bring benefits and have a certain amount of sustainability over a reasonable horizon. The TWRs attempt to do just this. We have covered these technologies discreetly, although we have attempted to indicate links between them or the benefits of using a number of the technologies together. The real opportunities to heritage institutions will come from the marriage of the different technologies. This is a topic which DigiCULT hopes to examine further in its 2005 work programme.

Introduction

In the introduction to TWR1 (2003), New Technologies for the Cultural and Scientific Heritage Sector, we described the mechanisms DigCULT uses to select, evaluate, investigate, and present technologies. Readers of this report are encouraged to take a look at the methodology we laid out there as it underpins this current work. We developed this methodology to ensure that we were providing the cultural heritage community with access to accurate, accessible information about current, near- and longer-term technological developments. These technologies were placed in the context of case studies based on investigations of the experiences of institutions that had begun experimenting with newer technologies. We have found the case studies to be valuable indicators of how the sector imaginatively adapts new technologies as they adopt them. The range of cultural and scientific heritage institutions is broad and to indicate a wider array of ways these technologies might be employed we have supplemented our case studies of applications with scenarios that suggest other kinds of applications for these technologies. Throughout this process we provided opportunities for the community to participate in shaping these reports through providing case studies and by making draft versions of each of the Briefings that make up these TWRs available online for expert comment. This has proved valuable and it has provided us with essential community input into our work. It is fair to say that the methods which underlie our work have become more refined since the start of the project, but essentially the process of working we laid out in TWR1 has provided us with a solid framework for building these reports.

While we have worked to ensure that the TWRs are up-to-date at the time of their publication and this is a fast-changing environment. The TWRs belong to a basket of deliverables which DigCULT creates and manages for the cultural heritage community. In addition to these Technology Watch Reports DigCULT has produced a series of themed studies of technology built on expert discussion, the DigCULT Info Newsletter (now our eJournal) and a participatory web site (http://www.digcult.info). The latter, a community-driven web site, has become a core feature of DigCULT’s information resource by providing online access to all DigCULT’s publications and by offering a wide range of other information services. Among these are details of events, resources of value to the community, CVs of practitioners, a jobs service, and a RSS newsfeed. The DigCULT team will continue to add additional services to ensure the long-term value of the website to our community. Through DigCULT Info and our website we are able to provide the community updates on issues covered in the TWRs. Readers of these reports should turn to these other sources as well.

The Technologies Covered in this Report

The dependence of most institutions on proprietary software products, as for example the Microsoft family of applications, does not provide them with reasonable cost models or long-term sustainability options for the digital materials they create with those products. The Open Source software movement builds on the twin principles of free software availability and a community-based approach to software development. The community of Free and Open Source software (often abbreviated to OSS, or FOSS) developers has delivered a rich array of alternatives to proprietary commercial software. These open source products are low (if not no) cost applications. They are realistic, robust, and fully functional alterna-

tives to proprietary commercial products. Furthermore, a wide range of quantitative evidence has demonstrated that Open Source offers excellent value in terms of total cost of ownership (TCO). Open Source products alleviate opaqueness in product design, which poses an obstacle to the exchange across space and time of digital objects created with closed commercial products. The main beneficiary of open source products is institutional and individual user, and not commercial investors. The case studies such as the deployment of LinEX by Extremadura region of Spain which began in 2002 and the implementation by the Historisches Museum in Basel, Switzerland of an Open Source system to deliver a flexible, portable, and adaptable collection documentation system for museums, private collectors and galleries (known as myColo), clearly show the possibilities. The final case study examines Gauss, a programming toolkit for building document recognition applications. Each of these case studies approaches the open source domain from a different point of view. In the first we observe the process involved in rolling out an open source suite of business applications to a public sector organisation. In the second we see how in developing its own services heritage institutions can contribute to creating open source applications and in the third we observe how open source building blocks can be created, tailored and used to deliver new applications.

The family of technologies wrapped under the umbrella term Natural Language Processing (NLP) investigates mechanisms to enable computers to understand (or “parse”) the meaning of ordinary language. By way of example an NLP system might be used to convert spoken words into text or to establish the linguistic meaning of a sentence and transform it in ways that would enable it to initiate an action. This is a complex task influenced by a range of factors, from the presence of idioms and non-standard vocabulary, to words which sound identical but have different spellings or meanings, and impacted by the fact that the majority of human communication is non-verbal. Although research has been intensive in this area the current generation of NLP technologies are best applied in restricted environments and involving narrow vocabularies. The applications of the technology include extraction and formatting of information based on unstructured text, automated language translation, conversational dialogue systems, a broad group of human language technologies that such as speech recognition, voice pattern verification and text-to-speech conversion, and a whole class of text analysis and language engineering applications ranging from browsing and querying to summarisation. Corporate research investment in the area continues to be substantial. In some areas the rewards to come from successfully deployed products will be substantial; no more is this true than in the area of multilingualism as real-time machine-automated translation between languages.

The applications to the cultural heritage could be transformative in terms of access and use of heritage assets these technologies could make possible. MUSA (MULtilingual Subtitling of multimedia) is investigating systems for combining speech recognition, advanced text analysis, and machine translation to help generate multilingual subtitles automatically. The system converts audio streams into text transcripts, condenses and/or re-phrases the content to meet the spatio-temporal constraints of the subtitling process (for example that there is a limit to the number of characters that can appear on the screen at any one time), and produces draft translations in at least two language pairs. It is easy to see how this kind of technology would be of immense value in heritage institutions. Another project, M-PIRO (Multilingual Personalised Information Objects) focused on develop the language engineering aspects of Personalised
Introduction

Information in virtual and other museum settings, with particular regard to its delivery across different languages. Relatively recent work between the University of Edinburgh and the Royal Commission for Historical Monuments for Scotland, not examined here, is worthy of note because it is examining how NLP technologies can be used to tailor the delivery of content stored in databases in meaningful ways to different users of different ages and educational attainments.

NLP has strong links with Information Retrieval (IR) technologies more generally. IR is widely used and it is indeed second only to email in terms of users’ online activities. Searching, data mining, content-based multimedia retrieval, automatic summarisation, and personalisation of information are all examples of IR technologies. All these techniques are central to the reliable and efficient discovery and access of cultural and scientific content. The complexity of retrieval technologies vary. Searching for a basic string search in an electronic text is relatively simple, for instance. Other searches in the text-based arena are more complex and depend upon defining relevance by number of occurrences, use of Boolean operators to frame search constructions, mechanisms to retrieve results from overlapping results sets and the commonly used ‘Google-approach’ of using hyperlinks to determine relevance.

Content-based retrieval and summarisation are two areas that will enable increasingly effective and efficient discovery. The wider use of this technology will improve how the cultural heritage can discover objects and may reduce the amounts of metadata that need to be added to digital objects. Research in IR has increasingly focused on non-textual media which has proved extremely complex, although current studies of image colour analysis, audio or visual ‘cue’ in digital video, and shape recognition are showing some promise.

The sciences make widespread use of distributed retrieval and data mining. Until recently, the cultural heritage sector has been concerned with issues surrounding text retrieval and metadata and only more recently shown an interest in content-based media retrieval. Improvements to the accuracy, efficiency and reliability of basic searching/retrieval tasks, text and multimedia searching, freeing content from the metadata required for its retrieval, and enabling personalisation of searching. With these improvements IR technologies are proving of greater value to investigations of the digital cultural heritage. Information Retrieval is a very diverse domain and the section of TWR3 devoted to IR investigates retrieval strategies rather than the functions of specific software packages. The scenarios and case studies demonstrate the tremendous potential of these developments. MuchMore (Multilingual Concept Hierarchies for Medical Information Organisation and Retrieval) provides a framework for developing new approaches to cross-lingual information retrieval (CLIR). Although this project has targeted the medical domain, it demonstrates the effective combination of both heterogeneous resources and retrieval approaches, the possibilities of automated acquisition of domain-specific linguistic resources, and the potential of cross-lingual access to information through the combined use of corpus analysis and a domain-ontology. Solutions in this area could demonstrate the viability of solutions in the cultural heritage as the shape of the domains and their complexity are not too dissimilar. Another case study looks at the Vikings Project which aims to develop new content-based retrieval systems for searching databases of moving image and audio material. Public and commercial use of audio and video archives, whether in commercial or public settings, are greatly hampered by the lack of technologies to support the automatic off-line annotation and make annotation-free online search operations effective. In TWR2 DigiCULT reported on the possibilities of Mobile Access to Cultural Information and in TWR3 in a study of Location Based Systems we are further exploring technologies such as GPS (the Global Positioning System) and GIS (Geographic Information System). A GIS facilitates the visual representation of geographic features of digitally stored
data. In response to queries a GIS turns user input into an explicit map location. Two approaches are used to store geographic data: vector graphics, a method in which linear data are stored as strings of x and y co-ordinates and raster graphics, which express data at pixel level as a grid-matrix of cells. It is generally agreed that the raster method is strongest at portraying subtle and gradual changes while vector graphics methods represent linear data more effectively. Of course, real world problems can often benefit from a comparison of GIS representation models and to support analysis, manipulation and presentation this data in a variety of ways for different purposes. In the cultural sector the work of the National Monuments Record of Scotland (NMRAS), which maintains a GIS database containing site details alongside location and bibliographic details, offers an example of how powerful the tool can be for researchers by giving them access to archaeological data in visual ways that make it more accessible.

The GPS consists of twenty-four satellites that allow ground receivers to ascertain their spatial location. Each satellite continually broadcasts its changing position and time. GPS receivers triangulate their own position by taking bearings from three of the four visible satellites to provide a longitude and latitude position and the fourth satellite establishes the user’s altitude. When the data are linked with dynamic mapping capabilities, such as that provided by a GIS, the location can be output visually in map form. The Atlantic Italians gives online access to the cartographic data for Italy represented from such different perspectives as the environmental risks of flooding or earthquake; The ODEON Mobile project worked to establish paradigms for the design of open, distributed, and networked tools to boost the integration of interactive, value-added, map-based and personalized services for the mobile users with special focus on the natural and cultural assets of rural areas. A first case study looks at CHIMER, (Children’s Heritage Interactive Models for Evolving Repositories), which engaged children to build digital maps which combine GPS coordinates with the innovative use of new mobile technologies and digital cameras, linking photographs with the comments provided by the childrens themselves. Essentially they worked to generate a virtual Digital Heritage Archive of their own towns and communities.

As our examination of GIS systems makes evident digital data is often much easier to when represented visually than when it appears as raw data streams. Visualisation is the process of representing abstract information in the form of images designed to facilitate interpretation of data. Visualisation systems support the representation of substantial amounts of data, the ability to navigate and interact with the data, and it makes it easier to see patterns and trends in the data. Dynamic visualisation can create new ways of thinking, support new kinds of knowledge acquisition and decision-making. They give the user a tangible experience and in so doing may open visitation/users to changes and shifts in populations. Museums might use visualisation tools in conjunction with RFID to model the flows of visitation to see how the patterns alter (or do not alter) according to the time of year, the artefacts on show and even the signage within the building. As our case studies show, while visual information retrieval systems play an increasingly significant role in the ways we access, analyse, and understand information, most systems do not provide visual representation with contextualisation of the retrieved information. MACOUR (Visual Contextualization of Digital Content) case study developed a methodology and tools for structuring and graphically visualising content to facilitate creation of new knowledge using historical maps and colour coded links. Music is a very significant cultural domain and one which to which we have shown little attention. The Music Animation Machine is using visualisations of music to help the non-musician appreciate the aspects of musical structure that are generally only understood by composers and theoreticians.
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Finally a discussion of suite of interrelated technologies concludes TWR3. A review of
telepresence, haptics and robotics shows how these technologies might open up a wide range
of potential applications in the cultural and scientific heritage sectors. Giving real world users
a sense of presence when they interface with a virtual environment breaks down the distinc-
tion between the virtual and the physical world. A rich array of devices small cameras,
microphones, speakers, and head mounted displays can be combined to give users a feeling of
telepresence at the interface between the physical and virtual worlds. Haptics technologies are
another example of an approach that can be used to breakdown the barrier between the vir-
tual and the physical worlds. It does this by establishing touch sensations in computing envi-
nronments. Occasionally the technology is referred to as 'force-feedback'. Haptics is a device-
driven technology with wide range of input/output peripherals available; pens, gloves, joy-
sticks/joypads and force-feedback mice. Normally used in conjunction with a visual display,
haptic devices enable users to manipulate virtual representations of objects and artefacts. An
area related to telepresence and haptics is Robotics, the branch of engineering which involves
the conception, design, manufacture and operation of machines designed to perform a partic-
sular task either under the direct control of a human operator or a computer.

In the heritage setting haptics can be used to allow visitors to manipulate (whether virtual or
real) to handle virtual representations of priceless artefacts without subecting the real objects
to risk. Applied this way haptics can be used to add an extra dimension to learning and
exploration and to improve access to materials. Robotics and telepresence can be combined
to provide virtual representations in distant museums/galleries to map uncharted terrain and
capture data for virtual reality models. The three case studies in this section explore different
aspects of telepresence, haptics, and robotics and their role in the heritage sector Avatar Body
Collision, for example, supports distributed and collaborative virtual performances across
international boundaries. It provides a model for both collaborative performance and for
interactive action. Another project in this area the Museum of Pure Forms explored new para-
digms of interaction with sculptors in a virtual gallery populated with three-dimensional
sculptures which visitors could both see and touch virtually. The combination of these two
senses changed the visitor's relationship with the works of art and their appreciation of them.

Conclusion

DigitCULT'S TWRs have examined eighteen technologies in the past thirty months,
but there are many core technologies and related topics that we have not touched on.
Three overarching ones are worthy of mention: digital libraries, digitisation, and digital
preservation. We have focused on technologies for transforming how content can be
discovered and used, for enhancing and altering visitor experiences, improving and
enriching curatorial practices, and how technology can enable the better management
of cultural heritage and scientific institutions. Digital content, or eContent, creation
and management will become an increasingly central aspect of the work of cultural
heritage institutions. As Seamus Ross recently noted in a discussion of the Lund
Principles:

"The cultural and scientific heritage of Europe held in our memory institutions
provides a source of raw materials for economic, intellectual, social, and cultural
development in the 21st century. The value of these raw materials multiplies when
they are available in digital form. In digital form they can, as is widely recognized,
serve as sustainable and renewable resources that can be exploited in an ever-increa-
The Lund Principles were intended to encourage high quality, cooperative digitisation built on exemplary standards of practice. Digitisation certainly offers many possibilities to heritage institutions to improve access to their collections and we have carried articles in DigiCULT.info examining it. We hope that DigiCULT will investigate as core technology the topic in a future TWR. There is though much good guidance already available and here we call attention to:


- Technical Advisory Service for Imagers funded by the Joint Information Systems Committee in the United Kingdom manages a growing compendium of advice and guidance in the area of digital representation. http://www.tassi.ac.uk/

To these four we can also encourage use of the MINERVA resources. MINERVA was funded by the European Commission to support the take up of the Lund Principles and among its work it has published guidelines on digitisation and produced lists of sources of guidance and identified competence centres within Europe http://www.minervaeurope.org/guidelines.htm.

---
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The problems associated with managing digital materials raised by the tremendous growth in numbers of institutions digitising analogue collections and in the increasing production by society of born-digital materials make issues surrounding digital libraries and digital curation a central part of the work of cultural and scientific heritage institutions. The DELOS Network of Excellence, http://www.delos.info, funded by the European Commission under the Sixth Framework is attempting to address a wide range of issues surrounding the development of digital libraries from architectures to interface design and evaluation. This is an area of real action within the archival and library communities and it is an area of research within information and computing science attracting research work. Alongside digital libraries the issues surrounding digital curation are demanding more attention from libraries, archivists and researchers. There are many good sources of information about on going work, such as ERPANET (http://www.erpanet.org), the Digital Curation Centre (http://www.dcc.ac.uk) and PADI (http://www.nla.gov.au/padi/); but there is still a shortage of off-the-shelf technologies that can be rolled into service to support digital curation initiatives at cultural and scientific heritage institutions. The challenges surrounding management of these digital materials is closely linked to issues surrounding access to them and their exploitation.

As institutions working with cultural and scientific heritage materials increasingly make their analogue holdings available in digital form and collect born-digital materials the debate surrounding public access to these public sector resources will take focus. The Lund Principles, adopted by the EU Member States in 2001, stressed that access to publicly created and owned digital resources by the citizen should be free of charge at point of use. Within the European Union the public sector information directive (EU Directive 2003/98/EC)10 published on the 31st of December 2003 sets out parameters governing public access to information produced by public institutions. The Directive aims to promote access and economic exploitation of this wealth of resources. Unfortunately the directive provides exemptions for documents held by cultural establishments, such as museums, libraries, archives, orchestras, opera, ballets and theatres.11 Perhaps a review of this directive, which must happen before the close of 2008, could consider whether or not it would make economic sense to ensure open and free access to the information resources (e.g., databases and digitised materials) held by heritage institutions.12

---

V We use digital curation in preference to digital preservation because it is a much richer term and focuses on access, preservation, conservation and management of digital materials.

OPEN SOURCE SOFTWARE AND STANDARDS

Executive Summary

The Open Source software movement represents and characterises a thirty-year-old software development philosophy and ideology. In recent years, the Open Source ethos has come to fruition within a range of commercial, public and heritage environments. Core beliefs in the principle of free software availability, and of a community-based approach to software development have increasingly established Free and Open Source software (often abbreviated to OSS, or FOSS) within the mainstream, where its many associated applications now reside as realistic and competitive alternatives to proprietary commercial software produced according to a more traditional ‘behind closed doors’ development model.

With its near ubiquity within a range of institutions, the presence and extent of use of Open Source are projected to increase in the short to mid term. By becoming educated about alternatives to conventional software design, and licensing methodologies, institutions will become empowered to choose the appropriate tools to achieve their intended outcomes. This will limit the dangers inherently posed for heritage institutions relying upon specific commercial proprietary software solutions, most notably surrendering IT infrastructure control to the technology vendors – often at significant costs in financial and functionality terms.

Open Source technologies are important to the heritage sector for exactly the same reason that they are relevant to anyone else concerned that computing investment of time and money reaps the maximum rewards. These technologies are no longer the marginalised preserve of the ‘geek’ lobbyist. Instead, they offer some of the most proven, reliable and long-term solutions available. Knowledge leads to choice, and choice leads to value: a wide range of quantitative evidence exists to suggest that Open Source offers excellent value in terms of total cost of ownership (TCO). Open Source is closely related to the concept of open standards, which seeks to remove the mystery from information storage and use. These princi-
Open Source Software and Standards

Examples aim to excise much of the opaqueness that threatens and disrupts digital preservation, limits and curtals access to long-term stored documents, and hampers the straightforward exchange and interchange of digital content. An understanding of the structures that underlie the software we use – as well as the legal rights to recreate, modify and redistribute these structures – is a great facilitator to everyone: from desktop users looking for an application specifically tailored to their needs, to large scale memory institutions that need to ensure that the software format they select to encode their digital archive will not become obsolete, unsupported and impenetrable within a few years' time. The main beneficiary is the institution or individual user, and this is the way it should always be.

The IT industry is currently engaged in a state of transition. Traditionally such periods are due to the development of new technologies but, in this instance, the revolution is instead in terms of methodology. That Open Source offers a range of advantages over proprietary software products is not undoubted, but sufficient persuasive arguments exist to make it, at the very least, worthy of consideration by any IT infrastructure decision maker.

The case studies featured in this Briefing cover a range of OSS applications, from the large-scale governmental rollout of Linux to the subject-specific deployments of Gnumeric. The scenarios that follow detail the processes and concerns involved in making the institutional changeover from proprietary to Open Source software, as well as providing examples of the situations likely to be encountered in the development of an Open Source application.

An Introduction to Open Source and Free Software

Background

The traditional, commercial proprietary software development model, the model that until fairly recently was responsible for the vast majority of software in widespread use, has a number of key characteristics. When a software application is initially created, it is usually written in a programming language, a human readable syntax that broadly corresponds to the way in which a computer understands and processes information.

However, for a computer to make sense of a program it has to be offered in a much 'lower level' format - ultimately the 1s and 0s of binary. In order to transform a program from human-readable form to binary, the code must go through a process called 'compiling'. The original program code, called the 'source code' is passed through an intermediate program and translated into computer readable syntax, which to human eyes bears very little relation to the original. Under the traditional proprietary software development model, developers will typically perform the compiling process and then distribute the binary results to customers, who can run the program and enjoy its benefits without any sense of how the program operates, and crucially without any means of finding this out. Users are also unable to change the way the program runs, other than by using the program's inbuilt configuration tools. An analogy can be drawn with the baking of a cake. If one regards the recipe and process of mixing all the ingredients together as the 'source code', close comparisons can then be drawn between the baking process and the
compiling process. By tasting the resultant cake, it may be possible to guess what ingredients are included but it is not possible to add any additional ingredients or to recreate the cake without clear details of the initial recipe.

Proprietary software companies therefore find themselves in a commercially strong position. By limiting customer access to the binary files they control the functionality of their applications, and can impose limitations based on their own distribution or upgrade policies and plans. If problems occur with software, new features are sought or versions are required for alternative hardware/software platforms, they must all be negotiated with the software vendor. The customer is likewise powerless to fix bugs that may be identified within the system, since these (like all changes) must be addressed at source code level. Because the source code access is typically limited to a very small group of developers, changes inevitably take time to implement, and the addition of specialist functionality may be overlooked or considered not commercially viable.

Definitions

The Open Source and Free Software movements share a common goal, but differ subtly in emphasis. While both oppose proprietary hidden-source software development and distribution, their motivations for doing so are contrasting. The distinction between Free Software and Open Source software is interesting for a number of reasons, and serves to highlight a range of advantages offered by their shared goal. Both movements believe in the same general ethos: that all software should be made universally available in its entirety, with everyone afforded the opportunity to examine, change and redistribute it.

Free Software

The Free Software movement, spearheaded by the Free Software Foundation (FSF) and characterised by the writings of Richard Stallman, has at its core a predominantly political, social, and moral agenda. From its origins in the late 1970s and early 1980s, the Free Software school grew out of frustration with the barriers imposed by the secretive nature and non-disclosure agreements of proprietary software. Uncompromising in its philosophy, the movement argues that a number of fundamental human freedoms depend on the ability to access software without obstruction. The definition of Free Software is displayed prominently on the FSF Web pages, and can be broken down into four parts, each relating to one of the four essential freedoms:

1. The freedom to run a program, for any purpose;
2. The freedom to study how a program works, and adapt it to individual needs, implying access to the underlying source code;
3. The freedom to redistribute copies;
4. The freedom to improve the program and release improvements to the public so that the whole community benefits, again implying source code access.

These simple definitions offer a comprehensive insight into the priorities and motiva-

tions of the Free Software movement. In the absence of a suitably unambiguous word in the English language, the classic definition of free is “free as in free speech, not as in free beer.” While there is no stipulation that free software should be made available without cost, it should be possible to redistribute bought software at no cost if it is to qualify. Stallman also identifies three levels of “material harm” caused by non-free software: He argues that (i) fewer people will use (or be able to use) the program, (ii) that none of the users will be able to adapt or fix the program, and (iii) that no other developers can learn anything from the program, or base new work on it. With this he refutes the traditional legal ownership arguments for proprietary software. He claims that traditional property law concepts are irrelevant since they relate to the problems caused by taking away someone else’s property, not simply making a copy. Programs are not consumed in the same way as other types of property, and should not be subject to the same values. Although legal controls exist to limit the use of a wide range of software, Stallman views these with contempt, choosing to differentiate between what is legal and what is morally appropriate. Central to his philosophy is the idea that human development and progress should be able to benefit all society, not just those in possession of the appropriate legal instruments. The Free Software movement is committed to a culture whereby users can benefit from the time already spent by others solving problems, negating the need to “reinvent the wheel” themselves. The free availability of software is regarded as being of fundamental importance, and worthy of pursuit even at the expense of other aims. In a recent email conversation with Stallman, the question was posed about what to do when the teaching of music students required the use of proprietary software tools with no free software equivalents. Stallman explained that “as an ethical issue… the goal of freedom is more important than specific practical computer goals. What can be done with free software, I do, the rest, I don’t.” He continued to argue that “[w]hile music is a good thing, [it] is not a matter of life and death. The desire to explore music does not seem to come even close to justifying use of non-free software.”

Open Source

Many have attributed the uncompromising idealism of Stallman and the rest of the Free Software movement to one of the reasons for Free Software remaining somewhat marginalised within the computing community. The zeal (or incoherence) displayed by the heavily-bearded Stallman has at times left users somewhat ill at ease, despite the Free Software movement’s impressive track record in terms of software development. In the mid 1990s a new movement evolved in reaction to this, seeking to characterise and promote the more “sellable” aspects of Free Software, while giving much less emphasis to the social, moral and political arguments favoured, and regarded as absolutely fundamental to Stallman and the FSF. This movement was dubbed ‘Open Source’, now represented by the Open Source Initiative (OSI) with the programmer and writer Eric S. Raymond at its helm. A quote from the OSI Web site illustrates the shift in emphasis from that of the Free Software Community: “We think the economic self-interest arguments for Open Source are strong enough that nobody needs to go on any moral crusades about it.”

5 http://www.idf.org/philosophy/shouldbefree.html
6 http://www.opensource.org/advocacy/faq.php
7 http://www.opensource.org/development/bad/
Raymond and the OSI realize that there are more persuasive advantages inherent in the use and development of Free Software than in the less quantifiable advantages based in concepts of morality. The OSI’s foremost argument is that the unique development model underpinning Free Software leads to fitter quality software than that developed behind closed doors by the paid employees of commercial companies. Inevitably, Stallman and the FSF also have a vested interest in the quality of their software. Without a suitably robust and functionally-rich suite of free applications, the Free Software movement would have no choice but to make concessions to the proprietary software world in order to exist at all. It was this reasoning that led to the development of the GNU/Linux operating system, the first major success for Free Software. GNU/Linux was a crucial step, since without a platform on which to run free software, the case in favour would begin to look rather thin. There is a sense that the Free Software movement regards the success and quality of the software it develops and endorses primarily as a facilitator to the overarching goal of political change. Popularity and widespread use of good software is a far lower priority to the Free Software Foundation than ensuring that software remains free. ‘It is no use driving faster,’ writes Stallman, ‘if you can’t stay on the road.’

The Open Source Initiative publishes on its Web site a definition of software that qualifies as Open Source: ‘This definition is closely related to that of the Free Software Foundation, although some distance has been drawn by subsequent comments and issues relating to the licensing schemes endorsed by each movement. Notably, the Open Source definition is not structured in terms of individual human freedoms, and is closer to the kind of legal documents that will be familiar to users of traditional commercial software products. Among the ten individual requirements are: that Open Source software must be freely distributed; that source code must be available along with any compiled binaries; and that modifications and derived works must be permitted and re-distributable under the same license as the original software.’

Software Licenses

In order to outline the usage rights associated with a particular software release, to maintain its legal status and protect it from abuse, it is standard practice to distribute a license agreement alongside any program. This is essentially a legal account of the terms under which the application is offered and incorporates details of how it can be used, and by whom. The Free Software Foundation considers the merits of a particular software license based on a number of criteria. These are: (i) whether it qualifies as a Free Software license; (ii) whether it is a Ccpy license; (iii) compatibility with other licenses; and (iv) whether it causes any practical problems.

To establish whether a license qualifies as Free Software, it becomes necessary to compare the license’s terms with the Free Software Definition to ensure that no conflicts

7 http://www.linux.org/
8 http://www.gnu.org/gnu/copyleft.html
9 http://www.opensource.org/docs/definition.php
10 For convenience, the American English spelling of the noun “license” is used throughout.
11 Needless to say, these requirements have a great deal in common with those outlined for Free Software. However, the Free Software Foundation generally places higher ethical demands on software licenses, so while most, if not all Free Software approved licenses will be Open Source, the opposite is not necessarily true.
exist. Conformity will be possible only if the license permits free access, modifications and redistribution.

Copyleft is a concept of the Free Software Foundation and serves as an alternative to traditional copyright restrictions. The coming of the term came in the light of concerns that without some kind of protection, Free Software could be taken by proprietary software developers, changed and then redistributed under a proprietary non-free software license. The Copyleft requirement makes it impossible to “strip off the freedoms” in this fashion. Copyleft says that anyone who redistributes the software, with or without changes, must pass along the freedom to further copy and change it. Some opponents of Free Software have dubbed this “the viral clause” because it means that any new software that incorporates existing Copyleft code automatically inherits the same license. Thus, the code and the freedoms of the license become legally inseparable. According to Stallman, “the idea of Copyleft is that we should fight fire with fire.” Elsewhere, Stallman explains the naming of the concept:

Proprietary software developers use copyright to take away the users’ freedom; we use copyright to guarantee their freedom. That’s why we reverse the name, changing ‘copy’ right into ‘Copyleft.’

In order to combine two programs (or substantial parts of them) into a larger work, one must have permission to use both programs in this way. If the two programs’ licenses permit this, they are compatible. If there is no way to satisfy both licenses at once they are incompatible, and for some licenses the nature of the combination may affect their compatibility: the licenses may allow the linking of two modules, but not the merging of their source code into a single module. However, a program can still qualify as Free Software even if its license is not compatible with others.

The potential for distribution problems must also be assessed for each license, although this will not affect a license’s free status if the requirements of the Free Software Definition are met. The most common software license under which Free and Open Source software is distributed is called the GNU General Public License (GPL). Originally conceived to describe the legal status of the GNU operating system, this has become the generic standard Free Software license. It is a Copyleft license, and establishes and seeks to protect the freedom of its associated software quite strictly. However, a number of alternative “off-the-shelf” licenses are now available for developers and distributors to utilise, and these can be Free, or Open Source, or both. The terms of one license may be more appropriate than those of another, depending on the nature of the particular application or project. For instance, if a developer wishes his library code to be more widely used within other applications he may choose to distribute it under the Lesser General Public License, which has no Copyleft effects for linked files. This would mean that more developers would be prepared to use it (including proprietary software developers), bugs would be identified and fixed more quickly, and ultimately the code would be improved.

If no license suits the intentions of a particular developer or project, it is possible to define a new license and submit it to the FSF and/or OSI for endorsement.

13 http://www.gnu.org/copyleft/copyleft.html
14 GNU is a recursive acronym for ‘GNU’s Not Unix.’
15 See http://www.opensource.org/licenses and http://www.fsf.org/licenses for details of approved licenses.
The Allure of Open Source for Developers and Users

Quite apart from the moral/ethical arguments in favour of Free and Open Source software, most readers will expect some insights into their more pragmatic merits before being tempted to use it, or to develop applications under such terms. These tend to be the issues emphasised by the Open Source community in the promotion and justification of OS software and, as such, will be our primary focus for the remainder of this report. There are several persuasive arguments in favour of using Open Source software, and of releasing under an Open Source license. Many of these are generic, and are equally applicable to computer users in any field, activity or industry, but there are additional arguments likely to be of particular interest to the Cultural Heritage community given its particular range of goals and responsibilities.  

Genesis and Development

In practice, an Open Source software project can originate and proceed in a number of ways. The first stage is for someone to identify a problem or a ‘software void’ and decide that it is worthwhile to address the issue by developing a new application. In his landmark book about Open Source philosophy and practice, *The Cathedral and the Bazaar*, Eric Raymond describes how “every good work of software starts by scratching a developer’s personal itch.” Personal motivation is an intrinsically important factor for any Open Source developer. Since many projects are carried out primarily in programmers’ spare time, it is vital that they have a genuine interest in the success of their work. This has been cited as one of the strengths of Open Source software compared with a more traditional, commercially driven model. It is likely that the personal associations that an Open Source developer feels with the program he or she is writing will lead to a high quality of work. This may be less of a priority for salaried programmers writing software that they have no real interest in using. Conversely, of course, it can be argued that due to the direct financial remuneration associating the salaried programmer with his company’s application he will in fact feel a greater sense of responsibility and of personal accountability. Raymond argues that the Open Source developer’s additional motivation — i.e. establishing kudos and reputation within the community — is stronger than money, and that the personal satisfaction and pleasure obtained from developing programs are essential ingredients in the success of Open Source. The goal of many Open Source developers is to play a prominent role in the development of a ‘killer app’ — an application that by virtue of its comprehensive functionality, reliability and usefulness renders all competitors obsolete.

It is often suggested that a commercial product will be developed according to a more rigorous timetable than its Open Source equivalent, and that turnover of new versions will be more frequent and regular. In fact, the development and release times for Open Source software tend to be much quicker than those of commercial software. In any case, over ambitious release timetables have often been to blame for the release of a variety of
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18 http://www.cab.org/~en/writings/cathedral/bazaar/cathedral/bazaar/art01/02.html
buggy, unfinished proprietary software products, which subsequently have to be fixed with software patches.\textsuperscript{19}

Another common argument is that since Open Source projects tend to be initiated on the whims of their developers, there can be little way to ensure that the highest priority software applications are developed. In practice, this is not really the case. Thanks to the depth and breadth of the Open Source software community, the value of particularly significant or successful programs is soon identified, and people immediately wish to become involved in their development for the potential prominence that this will win them. In many instances, a number of individual software projects will start work in similar areas before a leader emerges, and at this stage contributions will tend to focus here.

Competition in the software business is useful for business, but does not necessarily lead to the development of the best software. Since the Open Source model pools expertise, and does not set programmers the task of usurping one another, in software terms it can very quickly achieve a great deal.

A more legitimate criticism of Open Source is that developers are attracted only to the interesting, ‘sexy’ programming projects, which allow them to exercise their imaginations, and not to the more mundane, equally vital programs. Programmers also tend to be uninterested in producing documentation to accompany their work, which from a user perspective is often as important at the program itself. Fortunately, the Open Source model offers opportunities for collaborators to assist by providing documentation. This is quite common for those who wish to be involved but who lack the programming expertise to contribute code.

\textbf{Community and Collaboration}

The issue of community and collaboration is central to the Open Source development model. Once a particular project is started, the worldwide Open Source community will perform one or more roles in the development of the application. The most commonly provided service is consultancy, where advice is offered, suggestions made, and ideas debated via fora, newsgroups, wikis, blogs, and chat rooms. Collaboration is undertaken at a more practical level too, and much of the success of Open Source can be attributed to this. At the simplest level, this involves code debugging, program testing, and identifying and fixing flaws or shortcomings. With the source code readily available, these changes can be implemented by remote developers. Technologies like the Concurrent Version System (CVS) allow a wide community of users to access and update the very latest version of a program’s source code. Input can extend beyond debugging, and can involve steering the fundamental functionality offered by a particular application. The level of management that a project originator imposes on a project and the direction it takes will vary, although practice has shown that many successful projects, such as the Linux operating system, have been successful with little management ‘muscle-flexing.’ Illustrating the style of development he describes as ‘the Bazaar,’ Eric Raymond describes how “the Linux community seemed to resemble a great babbling bazaar of differing agendas and approaches … out of which a coherent and stable system could seemingly emerge only by a succession of miracles.”\textsuperscript{20} Some articles refute Raymond’s claim that Open Source projects manage themselves, instead citing a strong individual presence in each project.

\textsuperscript{19} A software patch is a small set of programming code that repairs a problem with a particular application.

\textsuperscript{20} http://www.catb.org/~esr/letters/cathedral-bazaar/cathedral-bazaar/
(Linux creator Linus Torvalds and Wikipedia founder Jimmy Wales are two good examples). However, from a user’s perspective, the key consideration is that the system works, not necessarily why or how it works.

Once an Open Source application has become established, contributions tend to gather greater pace. A wider user-base represents more potential contributors, and this can be administered in debugging, documentation, and other general feedback.

Cost Issues

The argument most frequently presented in favour of Open Source software is that it is available without cost. This is not necessarily true, and provides a first impression of Open Source that perhaps does not do it justice. Certainly the vast majority of Open Source code is distributed without cost from developers, and the licensing restrictions mean that even if a single user is charged for a program it can be subsequently redistributed to an unlimited number of people at no cost at all. However, people tend to be sceptical of anything for which they do not have to pay. The mention of “free software” may conjure thoughts of the freeware or shareware applications prevalent across the Internet, which frequently offer limited or broken functionality and are often accompanied by advertisements or unwelcome malware or spyware. Users may also be suspicious of hidden catches: it is quite common for proprietary software developers to distribute “free” evaluation software, with some crucial functionality deactivated until a license is purchased.

These examples all deal with proprietary applications, which share none of the real advantages of Open Source software. By considering cost aspects alone it is very difficult to express the value of Open Source technologies effectively. No self-respecting IT decision maker would choose to install and use a new application simply because it was cheap, or free of charge. It is far more likely that he would reject it, with the inference that it must have less functionality than its commercially released equivalent. Instead of dwelling on the cost (or lack thereof) it is important to emphasise the fundamental qualities of Open Source software, and the many benefits that are a direct result of the unique development model at its foundation. Once these issues have been explored, and one becomes clearer about how and why Open Source works so well, the guts of price tag begins to look more like an unexpected but welcome bonus, and less like a potential source of doubt.
Open Source Software and Standards

User Benefits

From a user's point of view, the success of any individual software application will be based on a number of individual factors. These include: depth of functionality, number of bugs and the speed with which they can be fixed, availability of quality documentation and support, level of in-built security, and monetary cost. The overall priority weighting of each will vary from place to place, but all will usually require consideration. A more comprehensive quantitative account of Open Source's success in some of these areas is given below; but it is also useful to consider these issues from a more theoretical perspective.

The overall depth of functionality offered by a particular program is the most immediate and obvious indicator of its usefulness. It would be untrue to say that a program bursting with features would always be successful (it could have a poorly-designed user interface), but one can usually tell quite quickly if an application lacks sufficient power to achieve what is needed. Since Open Source involves potential users at every stage of the development process, the functionality requirements and expectations that users have can be identified and implemented effectively. Unique or marginalised functionality can be incorporated into existing applications straightforwardly, thanks to the availability of source code. Features that would not be worthwhile for a commercial company to implement due to the lack of overall user demand can be introduced, and new projects can be started when it seems that a particular software void is unlikely to be filled. The Open Source model empowers users to either develop their own specifically required applications or to add their own functionality to existing ones. The commercial software world cannot compete with this flexibility. At best, it will probably charge a premium fee to add a particular feature at the request of an individual client or, more likely, assure the customer that the functionality will be integrated when they pay to upgrade to the next version of the software.

Development and Refinement

The identification and correction of bugs from programs is another strength of the Open Source development model. All but the most straightforward of software programs will contain bugs: they are a regrettable, but inevitable part of software development. With traditional software development, it is common for a team of programmers to complete an application and, through a period of formative and summative debugging, identify and fix errors. However, this kind of process will generally yield untidy results, often known as 'bugs'. The company could spend a great deal of time identifying and fixing problems within the code; but this is not desirable from its point of view since it is keen to get the product on the shelves and generating income. Users will then start finding flaws, but without access to source code it is impossible to fix these personally; the only recourse is to notify the software house responsible. When this happens, there can be a number of potential outcomes. If a bug is sufficiently serious then the company will probably issue a software patch to repair the flaws. This results in a bottleneck effect however, and the development of this and other applications can be adversely affected as time spent repairing bugs from old versions is not invested in new developments. Additionally, since the company relies on bug reports from users who have no access to source code it can be difficult to trace bugs, making the process more time-consuming while the
potential programming ability of the application’s users goes unexploited. There is usually nothing but goodwill to guarantee that companies make these corrections available free of charge, and it has been known for commercial software companies to charge users for corrections to buggy software. Alternatively, the company can refuse to address the flaw at all, leaving users with no option but to learn to live with the deficiencies in the applications.

The Open Source community’s approach to debugging is more effective: Relying on the philosophy of releasing software ‘early and often,’ Open Source projects will receive invaluable end-user bug reports before a program is close to the level of maturity that a commercial company would deem acceptable for release. With access to source code, collaborators can fix problems themselves, or offer detailed accounts in programming terms where bugs exist (and under what circumstances), which can then be addressed by someone else: “Treating your users as co-developers is your least-hands route to rapid code improvement and effective debugging,” writes Eric Raymond, his mantra: “Given enough eyeballs, all bugs are shallow.” Lack of effective documentation and support structures have traditionally formed the basis for a great deal of the criticism that is levelled at Open Source, particularly from corporate customers who have more exacting requirements, need assurances that someone can be held accountable for problems, and who will bear the brunt of responsibility should things go wrong. In fact, these are two separate issues. Open Source projects are becoming increasingly well documented, and the rapid growth and mainstream proliferation of Open Source has led to the generation and prioritization of good quality documentation.

Support Issues

Support for Open Source products has traditionally taken a number of different forms, most straightforwardly categorized into informal and formal support structures. Informal support has always been available, and is generally very useful. This incorporates Web fora, FAQ postings and “how-to” guides, which are often wide-ranging and comprehensive in their scope thanks to the large online community of users and developers. The enthusiasm that pervades the Open Source movement in general is evidenced in these environments where help is freely offered to facilitate software use. More formal support structures are less well established, existing mainly for corporate users and tailor-made to reflect this. Large-scale Linux distribution companies such as Red Hat and Mandrake offer the kinds of products and services with which enterprise customers are familiar and expect from software vendors, such as service level agreements (SLAs), comprehensive support structures, and training programs.

An argument often raised by those opposed to Open Source is that if something goes wrong with the software there is no one to direct the blame towards. This may be true, but the majority of proprietary licenses will include terms absolving responsibility for problems caused by flaws or shortcomings in software. No one has successfully sued Microsoft for recompense for the downtime caused by viruses that exploit security loopholes in their Windows operating system. In fact, litigation between proprietary and proprietary

22 In fact, Microsoft’s Windows XP license includes the clause “In no event shall Microsoft be liable for any damages whatsoever – even in the event of fault – including negligence.

software companies and users is much more likely to be undertaken in the opposite
direction, as companies seek to control user activity through frequently restrictive and
demanding licenses and usage agreements. By not owning an appropriate license, individ-
uals and businesses can expose themselves to potentially huge fines, and even prison sen-
tences. This places a further burden on the user to administer licensing details and ensure
that the correct infrastructure is in place so no infringements can take place. Open
Source has no such problems, and only steps taken to limit free access to Open Source
software are likely to fall foul of licensing agreements.

The Internet remains a dangerous place, with the potential for virus infection, denial of
service attacks and interception of personal details causing many users concern.
Security is inevitably a high priority for software developers and users alike. It is often
argued that by making source code available it will be easier for malicious individuals to
identify and exploit security vulnerabilities in Open Source software. Once again, this
represents a false argument, typical of the "Fear, Uncertainty and Doubt" strategy fre-
quently employed by the proprietary software world to dissuade potential users from
moving to Open Source alternatives. In fact, the sense of 'security through obscurity'
promoted by proprietary software companies is dangerous: not only does it create a false
sense of security, but it also limits opportunities for identifying existing loopholes.
Malicious 'crackers' are generally motivated and determined, and will ultimately uncover
whatever vulnerabilities exist whether code is freely available or not. The advantage of
opening the source is that those who are interested in finding problems to fix (rather
than to exploit) can do so as straightforwardly as possible. Additionally, once a vulnerabil-
ity is identified it is much more straightforward in an Open Source environment to apply
a patch, and to be sure that it is reliable and trustworthy. And while this should not lead
to complacency, Open Source users are less likely to find themselves the target of mal-
icious attacks than those using proprietary tools, since a great number of destructive code
is motivated by distrust and resentment of large corporations.

Financial

The final consideration of those hinted at above is monetary cost, and there can be lit-
tle doubt that in terms of software acquisition, Open Source represents far better value
for money than proprietary software tools. However, there are other costs involved in any
software policy including associated hardware costs, retraining, technical support, migra-
tion of existing data and legal costs. These are more effectively described in terms of Total
Cost of Ownership (TCO), which is explored in some detail below.

Conclusion

While Open Source has inherent advantages for users, there are reasons why a devel-
oper would choose to make an application Open Source. From a practical point of view,
a great deal of software is released under an Open Source license because it is the only
way legally to integrate existing Free Software code or libraries that are covered by some
kind of Copyleft clause. Because of the vast range of well-written software that is cur-
cently available under the GPL (for instance) it may be a more attractive prospect to
build on the work of others than start from scratch, replicating functionality that already
exists and is freely available. Developers who choose an Open Source license may also be
keen to consult the Internet-based developer community in order to test and improve its
applications, absorbing the advantages detailed above. This is particularly useful for solo developers, and small groups for whom outside intervention, assistance and feedback would be beneficial.

A further incentive could be the presentation of work to a wider audience. A selection of popular Web sites exists to promote and distribute Open Source software materials (e.g. SourceForge). For applications that work well, success and prominence usually follow with word spreading around the community. Umbrella resources like the Open Source Developers Network offer a platform for shared ideas and knowledge interchange, and at the same time providing mechanisms for the promotion and distribution of Open Source applications.23

Open Source and Open Standards

The philosophies underpinning Open Source software have close associations with the concepts of Open Standards that are vital for successful exchange, reuse and preservation of documents and data. Open Standards are those that, by virtue of their transparency and accepted nature, offer protection against obsolescence and inaccessibility. Technologist Bruce Perens suggests a definition of the Principles and Practices surrounding Open Standards, containing detailed insights into what significant details elevate a simple specification to the status of Open Standard.24 These principles describe the freedom to view and implement the standard, creating a fair, competitive market for its implementation, and preventing customers from being ‘locked in’ to a particular vendor or group. In addition, there should be no associated royalty or fee and no favouring of one implementer over another. Finally, implementations of Open Standards may be extended or offered in subset form, although controls must exist to prevent dominant vendors from implementing the standard with extensions that are incompatible with other systems. Close parallels can be drawn between these points and the Open Source definition, particularly in terms of their emphasis on freeness and the unencumbered total access that they implicitly offer. Examples of Open Standards for file formats include XML, HTML and Adobe’s PDF format. These represent fairly ‘safe bets’ for storing content for future retrieval since all are understood, documented and published universally. There are no associated licensing costs and the use and distribution of these formats is not chargeable.

By relying on a combination of Open Source applications and Open Standards, it is possible to avoid a number of future headaches that offers accompany the use of proprietary technologies. Commercial software companies understand that if they can propagate their own particular file formats widely enough, people will soon become reliant upon them. The most obvious example is Microsoft’s Office suite, which uses the core file formats .doc, .xls, .mdb and .ppt to encode word processed documents, spreadsheets, database files and slideshow presentations. None of these are Open Standards, hence it is
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23 http://sourceforge.net/
24 http://www.ods.com
impossible to gain a thorough understanding of how they work, and there is no way to read and write to these formats confidently with programs other than Microsoft's own.26 In his article 'Who Gave Microsoft Control of Your IT Costs? You Did,' David Berland pulls no punches: "Putting the vendor in control of your IT costs is not a good position to be in. Unfortunately, that's where a lot of us are."27 The combination of proprietary software and proprietary standards puts the software distributor in an unhealthily powerful position, and exposes the customer to the cost of 'essential' upgrades and even greater problems should the technology be discontinued or the developer become insolvent. Every time that a user records data in a closed format it tightens the grip held by its proprietary developer. The chain becomes increasingly more difficult and more expensive to break away from. It should be clear that when preservation issues and future content access are considered, the problem is only exacerbated.

Preservation Through Transparency

The Cultural Heritage sector is no stranger to costly projects that have failed because of technological choices that were overly proprietary or marginalised. The BBC's Donemday project is a frequently cited example.28 In 1986, to celebrate the 900th anniversary of the Domensday Book, a project was undertaken to incorporate a diverse range of materials contributed by UK schoolchildren within a multimedia resource. Unfortunately, the project’s technological choices were made with little foresight. For storage media, the project team chose to use Philips’ proprietary LaserVision LVROM disc, which could only be played on the associated LVROM player. The multimedia application itself was written in a language called BCPL, a precursor to C which ran on the BBC Model B platform. Regrettably the discs soon became obsolete and, less than twenty years later, very few players or discs remain. Only the sustained efforts of the CAMLEON project to rescue the application and implement an emulation strategy have ensured that future generations can access this valuable resource.29

Of course, Domensday need not have come up against such problems if a more future-conscious series of decisions had been made at its conception. The biggest single problem for the project (and for digital preservation generally) is its inability to ensure that at an unknown time in the future users will be able to access stored materials regardless of format.30 An analogy with the original Domensday Book is made on the CAMLEON project web site. If the Latin language in which the original Domensday Book is written somehow became completely incomprehensible, accessing the information it holds would be impossible.31 The issue of preservation is not limited to maintaining the physical materials themselves; it is also necessary to ensure that a method of understanding them continues to exist in perpetuity. By using open, standardised formats, one can gen-
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26 Numerous projects, such as OpenOffice.org have tried to remedy this, with substantial success. See also summary of CAMLEON working papers in The DigitCULF Report Full Report “Technological Landscapes for tomorrow’s cultural economy: Unlocking the value of cultural heritage," (January 2002), pp 212. Available online at http://www.digicul.org.uk/pages/report.php.
27 http://techno.pdadb.com/bobdynes/orono/truish/141772873568.00.html
28 http://www.scm.co.uk/donemday/donemday.html
30 An Open Source tool which ‘normalises’ file formats for preservation is described as “XENA: Electronic Normalising Tool” in DigitCULF Info 4, April 2004 http://www.digicul.org.uk/pages/newsletter.php
31 http://www.cs.uchicago.edu/CAMLEON/donemday/faq.html
eraly limit the problems that will be caused by the passage of time. If the Doomsday project had used a valid XML structure to describe and encode its multimedia components, together with open formats for incorporated sound and video, a clear understanding of the data structures could be established at any time in the future, with no need for guesswork or painstaking reverse engineering procedures. Additionally, if the application that coordinated these materials was written in a standardised programming language it, too, could continue to be understood. However, this would only remain so if the application’s source code was made open and freely accessible.

New digital hardware will inevitably develop, and it is likely that the machines we use twenty years from now will operate quite differently from those we use today. But the hardware level is just one of three potential areas where preservation problems can occur. Assuming that data are recorded in an open file format, and that the programs that read, access and write to these formats are Open Source, any hardware-related preservation problems can be quickly overcome. The knowledge conferred by the use of Open Source applications and Open Standard Formats empowers future users and will allow any resource to be straightforwardly ported to a future hardware configuration with minimal effort. In a closed source environment, future preservationists would be faced with the unpleasant task of reverse engineering software to run on every new platform, or maintaining the old hardware upon which the resources will operate. License agreements associated with OSS make it easier to take preservation measures without fear of violating the intellectual property claims of the original developers. An doctoral student Cal Lee of the University of Michigan points out, “Most vendors have very little interest in continuing to support their older software indefinitely, though they do have a tendency to legally challenge anyone who attempts to do so.”

Where is Open Source Used?

Introduction

From its origins in laboratories, technology centres and bedrooms, Open Source has exploded in popularity over the last few years, and now performs a key role in the IT policy and infrastructure of many organisations, institutions and companies. With so many arguments in its favour, it is inevitable that justifications for taking an Open Source approach tend to vary across the sectors in which it enjoys such exposure. Many are attracted to the traditional stability and reliability of the software, others to its straightfor-

ward integration with heterogeneous system environments, and others to the empower-

ing openness intrinsic to Open Source. Many more may be convinced by the clear finan-

cial savings that can be made in using these technologies.

Government and Public Sector

The increasing success of Open Source in the public and government sector has been one of the most significant developments of recent times in terms of technology take-up. Public sparing between proprietary software companies and the Open Source move-

ment for lucrative governmental IT contracts emphasises the significance of this market.

32 http://www-personal.umich.edu/~cal/open_preservation.htm
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particularly for the subsequent dissemination of technologies throughout the public and social hierarchy, and within the new era of e-government and digital public administration. Numerous reasons can be identified to explain the enthusiasm with which Open Source has been embraced by many public bodies. Perhaps the most obvious is the financial saving it affords … in governmental terms a potential vote-winner. However, this is only part of the story. There can be little doubt that government bodies and agencies are to some extent wary about the potential consequences of trusting their entire IT infrastructure to one or two private companies who may guard their software secrets closely. Open Source software is able to nullify this problem. In addition, governments are invariably charged with the responsibility of ensuring that provisions are in place to preserve a wide range of information for future generations. Open Source facilitates this in a way that proprietary infrastructures cannot.

There are numerous examples of large-scale public sector migrations to Open Source within Europe and abroad. The French Government has decided that central administration should terminate most of its agreement with proprietary vendors for the supply and use of software, meaning that national and local authorities are to use Open Source software as far as possible. The Agency for Information and Communication Technologies in Administration (ATIC) was set up in August 2001 to support this decision, and to coordinate the various governmental agencies and bodies towards the intended outcome. Similarly, the German central administration in June 2002 entered into a framework agreement with IBM and SUSE on the supply of Open Source products based on Linux, making it possible for German public administration to acquire Linux-based systems at a reduced price from IBM.34 The agreement incorporates the supply of servers and workstations, as well as ongoing support from IBM. While this promotion of Open Source is not a law, it represents a tempting incentive to move to Open Source for decision makers within the German public sector. The United Kingdom has shown a clear commitment too, and the British Office of E-Government issued an Open Source policy at the end of July 2002 which states that British Government and authorities will in future consider Open Source, declaring in particular a concern about being ‘locked-in’ to the products of single private commercial companies.35

The International Institute of Infonimics report “Free/Libre and Open Source Software: Survey and Study” (2002) recommended and reported a widespread deployment of Open Source tools throughout European government.36 Some prominent examples throughout Europe include:

France – The Ministry of Culture migrated 400 servers from Unix and Windows NT to Linux and intends to have comprehensive Linux server solutions by 2005. The Ministry of Justice and national crime register use a combination of Open Source tools such as the Apache Web server, Perl, Samba, and Arivoma, with an imminent migration envisaged from proprietary Unix to Linux, PHP, and MySQL and finally the Ministry of Defence have FreeBSD, as Open Source operating system comparable to GNU/Linux, installed within their infrastructure.37 Illustrating the unease felt by the pro-

34 http://www.xs4all.nl/~al EDUCATION
35 These accounts are described in more detail in Danish Board of Technology report “Open Source Software in e-government,” http://www.idf.dk/pdf/projekt/p32_opensource_govt_english.pdf
36 Except where otherwise stated, the following accounts are from the International Institute of Infonimics report “Free/Libre and Open Source Software: Survey and Study,” http://www.infonomics.de/PLESS/report/
37 http://catb.org/~esr/ftしかも/lb/
proprietary software companies to these developments, in early July 2004 Microsoft reduced its tariffs for Paris City Hall by more than half. The French capital had been preparing for a major computer systems upgrade and was considering the merits of a migration to Open Source. The emergence of a legitimate and viable choice to proprietary infrastructure solutions can clearly only benefit end users.

**Germany** – In what is regarded as one of the most significant deals in the lifetime of Open Source software, the City of Munich officially confirmed in June 2004 that it would be transferring 14,000 municipal desktop computers from Microsoft Windows to Open Source, combining Linux server software, desktop software, and virtual machine technology from VMware to provide interoperability among heterogeneous systems. In what Bloomberg News described as Microsoft’s “biggest PC loss yet,” the decision has led analysts to predict that Linux-powered PCs will grow 25%-30% in 2004, and that Linux will account for 6% of desktop operating system shipments by 2007. In addition to this development, the Federal Institute for Agriculture and Food uses SUSE Linux for their intranet Web servers, the Administration of the German Parliament decided early in 2002 to move all servers to Linux and the Police of Lower Saxony expect savings of €20m over the next 10 years following a decision to move 11,000 workstations to Linux.

**Spain** – The most prominent public use of Open Source is in the Virtual Map project of the Ministry of Public Administration, where Linux is implemented on 220 servers. The Junta de Extremadura’s LindEx initiative has brought Open Source software into government administration and schools, with 40,000 deployments in the region’s education sector alone.

**United Kingdom** – Open Source software deployment is mainly limited to the National Health Service at present, where Open Source Linux-based software was deployed to replace a proprietary Hospital Information System Tool after its developers became insolvent.

A number of other prominent public sector institutions have expressed interest in Open Source migration, or have already integrated Open Source software within their IT infrastructures. A recent example is Bergen, Norway’s second city, which has followed in the footsteps of Munich, Germany in choosing Linux to underpin its technology infrastructure, moving away from proprietary UNIX and Microsoft Windows platforms and applications.

40 [http://www.jantex.co.uk/](http://www.jantex.co.uk/) See the case study below for much more on this initiative.
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Humanities Institutions

Like public sector institutions, the cultural heritage sector has a vested interest in both the financial cost and the openness and accessibility of the software it uses. Many institutions have discovered that Open Source solutions offer sufficient advantages to suit all of their requirements. A prominent example is the National Library of Australia, which now deploys a range of Open Source applications across its server space, reflecting a willingness to invest in the skills of the library and a commitment to standardization in general. The library’s Director of IT Business Systems, Mark Corenold, describes how the institution has hesitated to replace its 700 proprietary workstations with Open Source, since “Windows is so entrenched in the desktop space that it would take a nuclear war to remove it.” This seems to justify the implementation of changes sooner rather than later, but for now the combination of Windows and Linux servers has yielded positive results.

The migration undertaken by the San Francisco Performing Arts Library and Museum to Open Source solutions has been similarly scaled. This was prompted by a desire to make more of limited IT spending power, and to address problems related to insufficient license ownership. Wide scale replacements were made, with Open Source solutions introduced across the institution’s server infrastructure, and estimated savings from a move to a Red Hat Linux system at around $2.800 (£2,265).

Given the range of Open Source advantages that are compatible and complementary with the goals and requirements of the heritage sector, it is perhaps surprising that migration to Open Source solutions has not taken place on a greater scale. A number of factors may account for this. Firstly, there is a lack of information from the Open Source movement directed towards the heritage community. With the primary motive of expanding Open Source’s user base, the type of clients most frequently targeted are those in the commercial and government sectors where lucrative contracts are available and interest from other sectors can be more easily generated. It is also possible that the heritage sector still regards Open Source as a technological ‘bridge too far,’ and that insufficient expertise is available to fully implement these kinds of solutions.

It is possible that a number of institutions share the views expressed by the National Library of Australia, that although proprietary systems are not ideal, the resources, manpower, training services, and infrastructure required to replace them are unavailable. In fact, migration to Open Source need not be particularly onerous or costly; nor must it happen all at once. The heritage sector has a responsibility to actively seek out alternative technologies that can help facilitate its goals, and must at least consider the potential role that Open Source could play within its institutions. Most evidence suggests that this is already happening in many institutions, and that Open Source will continue to develop its foothold within the heritage sector.

Notwithstanding the above problems, examples of Open Source software use within the humanities sector are already common, and a number of these are detailed below.

---

42 http://www.sjsu.edu/
Educational Institutions

Richard Stallman expresses a passionate belief that all educational institutions should use free software for a number of reasons. He cites the financial savings, moral influence, and additional learning opportunities that source code availability affords as major justifications. Many schools and universities have responded to these and other justifications by implementing Open Source solutions within their IT environments. Projects such as OSS-Hits, funded by the UK’s Joint Information Systems Committee (JISC), offer advice, support, and expertise to schools and higher and further education institutions interested in deploying Open Source solutions. An Insight Special Report entitled ‘Why Europe Needs Free and Open Source Software and Content in Schools’ indicates areas in education in which Open Source can be deployed. The report concludes that OSS provides “a beneficial way to transfer knowledge and best practice”.

Many national educational authorities have realised that the promotion of free software for teachers enhances the adoption of ICTs in schools. The Flemish Ministry of Education has evaluated a collection of seventy applications from European Schoolnet’s “Virtual School” repository, making them available to all the schools in the Flemish part of Belgium, along with accompanying educational user scenarios. Similarly, the French Centre national de documentation pédagogique has led a working group that evaluated around twenty educational software packages with an emphasis on multi-platform usage and containing educational guidelines on classroom use.

A recent study among IT specialists in thirty-seven tertiary education institutions in the UK and Antipodes showed that Free and Open Source software is already in place in 94% of surveyed institutions. A number of commonly used Virtual Learning Environment packages (VLEs) are Open Source, including the popular moodle, which is designed to help educators create online courses.

Commercial Institutions

Without the support of the commercial world, the sustained growth in popularity currently enjoyed by Open Source would be a pipe dream. Identifying the quality of software and the significant financial saving available, the enthusiasm with which some corporations have embraced Open Source is indisputable. Prevalent now in a range of often mission-critical applications, Open Source performs a range of roles, from the generic to highly specialist within both small to medium enterprises and multi-national mega-corporations. Notable examples of companies with Open Source deployments or interests include IBM, Novell, Hewlett Packard and Yahoo! These deployments range from Web servers to database infrastructures, to large-scale distributed computing projects.

43 http://www.lifd.org/philosophy/schools.html
44 http://www.jsoc.ac.uk/ http://www.ou-rattle.ac.uk/
46 http://www.eun.org/gateway/id=220
47 http://www.csdpp.fr/
48 http://www.fremdezeit.de/insss/ima92/glieds/
49 http://moodle.org
51 IBM is a good example. See http://www-136.ibm.com/developerworks.opensource/ for more details.
Open Source Software Applications

Introduction

Since the early development of the GNU/Linux operating systems, the Open Source software library has grown at an impressive rate. From an initial emphasis on server and software infrastructure code, an increasing number of Open Source projects now commit their resources and efforts to the development of desktop applications in a range of areas, including general office productivity, multimedia development, sound and video editing and manipulation and desktop publishing. As wide-ranging as Open Source software is in terms of functionality, it also varies greatly in terms of maturity, stability and performance. Given the vast array of development projects currently at different stages of development, identifying the most valuable, useful or technologically worthwhile applications can be difficult. Similarly, with such a broad range of software, locating a particular application can be intimidating, despite the range of excellent Web search tools currently available.

These problems can be addressed using a number of Open Source Web-based repositories. The two most prominent examples, SourceForge and Freshmeat, serve distinct but similar functions. SourceForge provides free hosting and Web space for thousands of individual Open Source projects, offering centralised search tools, distribution across several worldwide mirrors and a community of users to offer advice, feedback and impressions of software projects. Freshmeat essentially comprises a massive index of "preferably" Open Source applications and tools for a range of platforms, together with links to each project’s own pages where the software itself can normally be downloaded. Popularity details, ratings and vitality statistics are maintained and presented, offering novice users clear insights into the success and use of individual applications.

Simply browsing these impressive resources will offer valuable insights into the range of Open Source tools that exist, as well as the diversity of the subject areas and applications that are covered. In the areas of infrastructure, server applications and development software, several programs are commonly held to be as good as or even better than their proprietary alternatives. Recent times have seen a number of more generic desktop applications move towards this level of excellence, whereby an Open Source workstation is likely to offer some of the most effective software available. While continuing to refine the usability and functionality of general desktop applications, it is also a priority for the Open Source world to expand in order to satisfy the functionality requirements of more specialist users. To this end, a number of excellent applications specifically aimed at the cultural heritage sector are now available under Open Source licenses.

Generic Applications

The GNU/Linux Operating System

It was clear to Richard Stallman from the start of his campaign for Free Software that in order to have credibility a free operating system was essential. The operating system is the central program within any computer system, communicating at a low level with the

microprocessor and other hardware, and organising the execution and run-time of each program installed. Among the most common and familiar examples of proprietary operating systems within the personal computer market are Microsoft’s Windows and Apple’s OS X. Stallman was right: the free software movement would have had no foundations if it had had to rely upon a central proprietary program. The GNU/GNU’s not Unix) project was therefore begun, to develop a suite of applications that would make up a free operating system. Identifying early on that multi-platform support was a desirable characteristic, Stallman chose to base his system on the widely published core concepts that are shared by Unix computer systems, the only platform at the time to offer any portability.

Following a great deal of success with a number of applications, eventually GNU lacked only a kernel to make it into a complete, fully functional operating system. The kernel represents the very heart of any operating system and manages system memory, the file system and disc operations. Fortunately a young Finnish programmer, Linus Torvalds, was concurrently building his own Unix compatible kernel, Linux, and this swiftly integrated into the existing GNU code, resulting in what is now known as GNU/Linux.53

Since its initial release in the early 1990s, GNU/Linux has undergone almost constant refinement, and now represents a mature, stable and usable platform, incorporating most of the features of expensive proprietary Unix, and representing an excellent solution for both server and desktop deployment.54 A number of successful companies distribute the systems with straightforward installation packages and a variety of fully integrated applications. Some of the most popular ‘distributions’ include Red Hat, SUSE, Mandrake and Debian.55 Each can be downloaded for free from its associated Web site or purchased on disc for a small sum, fully packaged and documented. Most distributions also offer corporate packages, with full support structures more akin to commercial proprietary systems.

Emulation

Generally speaking, most IT tasks that can be undertaken using proprietary tools can also be achieved with Open Source. If an appropriate application is not available, the WINE package (Wine Is Not an Emulator) is a “Windows Compatibility Layer” for Linux/Unix which can be used to install and run many Windows applications.56 Should this offer insufficient levels of performance, commercial Linux applications like VMware allow alternative operating systems to be installed within Linux virtually, running within an onscreen window.57 This means that full software support and performance is retained, although a license is payable for VMware, and there is a legal obligation to own a license for a virtually installed operating system. Another proprietary alternative is to purchase Codeweaver’s Crossover Office application, which builds upon WINE technology and offers full Linux support for a range of Windows applications, including Microsoft Office, Adobe Photoshop and Lotus Notes, with no need to purchase a Windows license.58

53 Although the entire operating system is often referred to as “Linux,” Torvald’s contribution represents only a part (about a very significant one) of the overall system. Open Source advocates tend to favour abbreviated terminology, probably because it is more concise and catchy, which helps in promoting the technology to corporate customers.
54 This is the standard word for a group of Unix flavours.
56 http://www.winfree.org/
57 http://www.winfree.com/support/linux/.
58 It should go without saying that when using WINE or Crossover Office, licenses must be owned for any installed proprietary programs.
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Server and Development

The success enjoyed by the Open Source software movement can be directly attributed to a number of infrastructure, server and development technologies that have been embraced wholeheartedly by the mainstream and which represent the natural choice for a number of software goals. It is in this area that Open Source has traditionally been most prominent, and this prominence seems well established. Offering performance, reliability and security equivalent to (or in excess of) proprietary alternatives, with which most of these tools are distributed at no cost, makes them extremely appealing for many enterprisers, organisations and institutions.

The Apache Web Server

Alongside GNU/Linux, the Apache Web server project represents one of the most prominent success stories of the Open Source movement. A Web server is an application used to make World Wide Web pages and resources available. In June 2004, Apache had a 67% market share of all those on the Web. Straightforwardly configurable, well-documented, extremely secure and available for a wide range of platforms, Apache makes its closest rival Microsoft’s Internet Information Server the Web’s second choice. Apache can be modified to suit particular deployments, allowing system administrators to customise the services they offer, effectively creating new Web servers based on the Apache model.

Database Servers

It is common for any institution, regardless of size, to have digital information that would benefit from the efficient, structured storage opportunities offered by a database. Three prominent Open Source alternatives exist, each with their own individual strengths and each offering a maturity and depth of functionality making them among the most effective of all database servers. MySQL is perhaps the best known, and compares extremely favourably with most proprietary equivalents, particularly in terms of speed and stability. It is particularly valuable when used for underlying Web databases due to the way that it deals quickly with multiple connections. PostgreSQL and Firebird are other notable examples, and tend to be regarded as more functionally complete than MySQL.

While neither matches the heavyweight functionality offered by the leading proprietary database Oracle, unless an application has special requirements PostgreSQL and Firebird are both likely to incorporate all of the necessary features. While MySQL and Firebird both run natively on a range of platforms including Linux and Windows, PostgreSQL is less flexible, with no native Windows version available. MySQL’s significantly larger user base accounts for its more comprehensive documentation and help structures, as well as its increased stability. Prominent MySQL users include Google, Cisco, Sabre Holdings, Hewlett Packard, NASA and Yahoo!

59 http://www.apache.org
60 http://news.netcraft.com/archives/web_server_survey.html
61 http://www.mysql.com
63 http://www.oracle.com
64 A detailed comparison of the relative merits of each can be found at http://www-cs.washington.edu/research/piglow/external/ freeware/pgsql-vs-mysql.html and http://www.databasejournal.com/features/postgresql/article.php/3208951
Programming Languages

A number of programming languages have been released under Open Source licenses, and have attained ubiquitous status in a range of computing areas. Three of the most prominent are the scripting languages PHP (PHP Hypertext Preprocessor), Perl (Practical Extraction and Report Language), and Python. The latest version of PHP offers extensive Object Oriented support, used in the creation of dynamic Web pages. Popular among Web developers due to its fast parsing and flexibility, PHP is also extremely versatile and comes with many built-in interfaces. Database connectivity is straightforward while PHP is most commonly associated with MySQL. It can connect to any ODBC-enabled database. Perl offers similar functionality to PHP, but with more general deployments than the Web. True, Perl is frequently used to add dynamic functionality to Web pages, but it also handles more mundane tasks like system administration and data processing. Perl’s rich support for regular expressions also makes it useful as a text manipulation language; its flexibility suggests that it can play a role in most computing tasks. Like both Perl and PHP, Python is frequently used in a Web environment. Combining powerful capabilities with a simple syntax, Python also has interfaces to numerous system calls and libraries. Additional modules can be developed using C or C++, extending the functionality to suit individual requirements. All three programming languages are portable, supporting a range of platforms including Linux, Windows, Mac, and OS/2. Because the languages themselves are open, even if they should fall into decline or obsolescence, existing code will be able to be repurposed for a future system configuration and executed with no risk of loss.65

Several prominent Open Source applications are written in the PHP, Perl, and Python languages. These often utilize a combination of GNU/Linux, the Apache Web server, a MySQL database, and one of the P programming languages, with the resulting combination often abbreviated as LAMP. Examples include the application server tool Zope, and the content management system plone that is built upon it.66

Miscellaneous

To further describe the various Open Source software packages that have established major footholds within the Internet infrastructure would take a great deal of space; suffice to say that OSS applications exist for almost every subject area, from eGovernment to academia and games.67 If looking for something particular, the best idea would be to consult SourceForge or Freshmeat, or keep an eye on the Open Source Development Network’s free daily email updates. Further examples of popular and very successful tools include Soulra, the world’s most used email server software, Bind, the most commonly used domain name system server, and Apache Jakarta Tomcat, one of the most popular servlet

66 See Micromoments are currently involved in a public debate over the merits of open up their currently closed-source Java programming language. Developers here will be well worth watching, given Java’s prominence as a platform-independent, Web-friendly language.
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containers in use on the Web, providing an infrastructure for the delivery of Web-based Java programs.69

Desktop and Productivity

Its traditional arena of dominance since the early 1990s has been in servers and net-
work infrastructure, but the recent upsurge in popularity of Open Source has led to the
development of a number of mature and functionally rich desktop applications that meas-
ure up well against their expensive proprietary peers. Although a notable gap continues to
exist in some areas, Open Source desktop applications have been responsible for the
development of a range of extremely innovative features that have subsequently found
their way into commensurate commercial applications, giving the lie to the accusation
that Open Source stifles innovation.

The Mozilla Project

Made up of a number of individual programs, the Mozilla project represents one of
the most successful Open Source desktop application projects, offering a level of maturity,
functionality and innovation that matches and surpasses much proprietary software.70 At its
forefront is the Mozilla package, which offers Web browsing, email, newsgroup and IRC
access, together with a Web development package in a single, customisable interface.
Offering full compliance with all Web standards the project—which is based on the for-
merly closed-source Netscape application—offers an excellent level of functionality, ease of
use, and security against malicious Web objects. It is particularly in the area of security that
Mozilla outshines Microsoft’s frequently vulnerable Internet Explorer, but it also offers
improved functionality, with a built-in pop-up blocker and integrated search facility that
Internet Explorer does not offer as standard.

The Mozilla project has also developed a range of sister products. Mozilla Firefox is a
stripped down, lightweight Web browser with support for the addition of separate mod-
ules of functionality, or extensions.71 It aims to be fully customisable, with optional features
that introduce exciting navigational and development possibilities. Thunderbird is another
project, essentially promising the same things for email as Firefox promises the Web.72
Lightweight and secure, it supports all major protocols and can be fully customised to suit
environment or user preferences. All Mozilla tools are available for Windows, Linux, and
Mac OS X.

The Mozilla project has inspired and enabled the development of a number of other
applications, including the defect-tracking system Bugzilla which facilitates the reporting
of errors from a wide number of applications, ensuring their continued development and
refinement.73

69  http://www.sun Microsystems.com/
70  http://www.eis.org/index.php?nr=1&lid=3
71  http://www.mozilla.org/products/firefox/
72  http://www.mozilla.org/projects/thunderbird/
73  http://bugzilla.mozilla.org/
Evolution Groupware

In addition to mail access, many institutions and users rely upon the availability of comprehensive organisational packages that facilitate the management of time, resources, and other communications. The standard proprietary package offering this functionality is Microsoft Outlook and this has remained a successful and popular tool since its introduction. ²⁷ Novell’s Evolution seeks to offer similar functionality, but under a GNU GPL Open Source license. ²⁸ It has unequivocally succeeded, and offers a range of features, including mail, calendar, to-do lists, address book, scheduling, personal digital assistant (PDA) syncing, and connectivity with Microsoft Exchange Server or Novell’s GroupWise for information sharing. ²⁹ With its attractive and intuitive interface, Evolution is a key reason why an Open Source based desktop infrastructure is now viable within any size of institution, organisation or company.

OpenOffice.org

With Evolution representing the communications hub for the Open Source desktop platform, it is vital that a robust, functionally rich productivity suite is available for the general administration that forms a major part of the activity of most institutions. With the numerous problems associated with the proprietary and hidden nature of Microsoft’s Office formats, institutions should be wary of regarding Officeencoded data as available. OpenOffice is a massive project, backed by Sun Microsystems to develop a comprehensive and transparent suite of tools, including word processor, spreadsheet and slideshow presentation software, that writes to Open Standard formats defined in XML. ³⁰ Currently on version 1.1, the project has enjoyed great success; as file size terrain it is the largest Open Source application. ‘Read’ and ‘write’ support for Microsoft Office formats is included, but since these are not publicly documented, errors are occasionally encountered, particularly when dealing with complex structures such as tables. Objects such as images, plugins, videos and charts can be embedded as straightforwardly as with Microsoft tools. There is no support for Visual Basic for Applications (VBA) macros, since this is a proprietary Microsoft technology, but scripting is possible using the integrated StarBasic syntax.

An eWeek survey between OpenOffice and Microsoft’s Office 2003 illustrates the relative merits of the two suites. ³¹ The general consensus is that while OpenOffice represents a wonderful free package, with several unique features such as built in pdf-writing support and the integrated nature of the individual applications, it lacks the polish and some of the more advanced functionality of the latest version of Office. OpenOffice 1.1 is regarded as approximately functionally equivalent to Microsoft’s Office 97, albeit with many additional features and a greater level of reliability. Of course, this need not represent a problem, since the majority of ordinary users is unlikely to have requirements that cannot be met by the earlier version. However, when Jack Wallen Jr. of ZDNet Australia writes “if you can do it in Microsoft Office, you can do it in OpenOffice.org... for free,” it should be

---

²⁷ http://www.microsoft.com/outlook
²⁸ http://www.novell.com/products/evolution/
³⁰ http://www.openoffice.org
³¹ http://www.eeweek.com/article2/0,1793,3378901,00.asp
borne in mind that OpenOffice still has some way to go before matching all of the functions of Microsoft flagship application.

GNU Image Manipulation Program (GIMP)

A further example of a mature and very useful Open Source program is the GNU Image Manipulation Program (GIMP). This is a feature-rich image editor, supporting a range of formats and plugins, and representing a viable alternative to expensive packages such as Adobe Photoshop and Jasc’s Paint Shop Pro. Similar to OpenOffice in that its feature set is equivalent to slightly older versions of proprietary tools, it is likely that for all but the most demanding of users GIMP will be powerful enough to meet requirements.

Open Source and the Cultural Heritage Sector

Introduction

A range of tools designed for the achievement of specific, specialist goals is now available under Open Source licences. A number of factors make the Open Source model particularly suitable for the Cultural and Heritage world, and this has led to concentrated development in this area. The traditional financial limitations, requirements for Openness and ‘future-proofing’ within software and the often physically distributed nature of organisations and projects are all problems that Open Source can seek to mitigate.

The cultural heritage sector will have much to thank Open Source for, changed as it is with the responsibility of preserving materials for future generations. The decade between the beginning of the Internet boom and the present day has seen a great deal of material created by cultural institutions; we can only be confident that a small proportion of this will survive. For the maintenance and preservation of born-digital material, the continuing development and proliferation of Open Source and Open Standards represents hope for the future. It is essential that these philosophies gain popular support before much more content is created; it is more than likely that this will save massive amounts of time, effort and money in future retro-conversion.

The following sections detail a number of prominent Open Source applications aimed specifically to meet cultural heritage requirements.

Koha Open Source Library Software

Koha is a maturing Open Source integrated library system (ILS) that can be used to handle cataloguing, circulation, acquisition of new media, and patron access.60 Functionally comparable with proprietary tools such as Infroms,61 Innovative Interfaces,62 Advance from Geac, and Voyager by Endeavor Information Systems, Koha63 is distinguished by

---

60 http://www.koha.org/
62 http://www.innovative.com/products/patronserver/
64 http://www.digizak.info/Annals/dk_annals7某种程度.pdf
65 Koha: A New Zealand Maori word for “gift” and/or “giving instruction.” Zoran Ognjenovic, dok report
76 DigCULTinfo Issue 7 (2004), pp 41-42. The National Digital Library of Serbia is close to implementing
77 Greensite. Available online at http://www.digizak.info/Annals/dk_annals7某种程度.pdf
its free status, distributed under the GNU GPL license. With support for most international standards such as MARC and Z39.50, Koha is a valuable resource for libraries. Institutions can save the money that would normally be committed to acquiring the ILS software, and use this to contract programmers to customise the application for their own specific requirements. Philanthropy Australia installed the software in mid 2002, and resource centre librarian Louise Arkles has described how the “issues” with proprietary tools were not a problem with Koha, as money saved with it “would enable us to put money into customising it.” To illustrate its scalability, Koha online FAQ reports that the biggest library using the software so far is Nelsonville Public Library, Ohio, USA, with 250,000 items, and an annual circulation of 600,000.84

Greenstone Digital Library Software

Greenstone is a suite of tools for building and distributing digital library collections. It grew out of the New Zealand Digital Library Project at the University of Waikato and is developed and distributed in cooperation with the United Nations Education, Scientific and Cultural Organisation (UNESCO) and the Human Info NGO.85

Compatible with Windows, Linux, Mac OS X, and any other Unix-based system, Greenstone has already established itself quite prominently and has been used to distribute digital library materials by a number of institutions. Greenstone is capable of presenting very large numbers of multi-format documents within a common, intuitive interface, and published content is searchable, browsable and fully maintainable using metadata information. Projects that have benefited from the use of the Greenstone software as their digital library’s backbone, illustrating its built-in multilingual support, include the Stuttgart University of Applied Sciences Hochschule der Medien project, the Welsh Books Council’s Books from the Past project, the Milanese Vincere Public Library’s multimedia Flemish project aimed at the digitisation of local history primary sources, and Project Gutenberg an ongoing project to produce and distribute free electronic editions of a variety of literature.86

The Greenstone project publishes a great deal of documentation on the use and development of the system, as well as the process of taking a collection from paper to a digital collection format. Formal training sessions are also offered in the use of the software, and Greenstone welcomes and encourages contributions and enhancements from users.87

EROS Image Content Retrieval System

Billed as an “Open Source multilingual research system for image content retrieval dedicated to conservation-restoration exchange between cultural institutions,” EROS represents

85 http://www.cedamory.com/pnds/vmsqvrgs.html
87 http://www.koha.org/faq/; http://www.robsoncountylibrary.wv.lib.us
89 http://www.unesco.org/; http://humaninfo.org/
91 For a fuller account of Greenstone functionality, see the 4th article at http://www.dlib.org/dlib
92 october/01/numair/01numair.html Extensive details of Koha, Greenstone and a number of other Open Source applications relevant to libraries are available from the Open Source Systems for Libraries Web site, http://www.os4lib.org
s a collaborative project between the Centre de Recherche et de Restauration des Musées de France and Celartem Technology. In fact, EROS is a high performance and flexible database system configured to handle information on works of art, including detailed information on the works themselves as well as information about any digital images of the works that exist, restoration reports and image recognition meta-data. The system also incorporates advanced multilingual searching and indexing capabilities as well as a high-resolution image viewer and image content recognition modules. With the means to present data in XML or other formats, it is also possible to link databases to share information with other institutions.

Museum Collection Management for Microsoft Access

A Windows© Open Source application, mon-faces originated out of a desire to replace an unstructured, flat-file collection database in use at the Charles A. Wustum Museum. It implements a straightforward structure for museum collections within a Microsoft Access© database and incorporates a range of functionality; including a switch-board front-end with limits on user menus, password protection, the ability to automate label printing for exhibitions, exhibition reports, the ability to sell and/or rent artwork, together with agreement forms, exhibit labels and sales reporting, reporting of artwork displayed in shows, catalogue output of exhibits, and the opportunity to identify artwork using digital images. The fact that the application interfaces with a popular proprietary software package emphasises the fact that using Open Source is by no means an 'all-or-nothing' matter.

Case Studies

LinEx©

Bordering Portugal to the west, the Extremadura region comprises Spain’s two largest provinces, Badajoz and Cáceres. Extremadura has an area of 43,602 km² and a population of approximately one million inhabitants, giving a population density of less than twenty-six inhabitants per square kilometre. Fifty seven percent of the

92 http://www.2mm.fr http://www.celartem.com
93 Open Source applications are also being used to handle moving image collections. See, for example, “The OpenVideo Project: Building an open source video archive” in DigCULT©pdf, Issue 5, October 2003, pp. 22 http://www.digicat.info/pages/newsletter.php
94 For more details see http://openart.casson.axx.co.uk/archives/0007743/01/22_emos.pdf
97 This case study is based on an email interview with LinEx developer David Rapazotti in August/September 2004. http://www.celartem.org/
The region's population lives in municipalities with fewer than 10,000 inhabitants. The regional government, the **Junta de Extremadura**, is keen to develop projects and actions towards a networked society, including the establishment of the **Fundación para el Desarrollo de la Ciencia y la Tecnología en Extremadura** (Foundation for the Development of Science and Technology in Extremadura) in 1995, which examines the potential for synergy between companies, technological centers, and regional government.

In 1997, a plan for the development of the Information Society in Extremadura was drawn up. The aim of this plan was to promote and assist in the uptake of information and communication technologies in the region, based on the development of the Extremadura Information Technology Network. Through this initiative, the regional government intends to provide broadband Internet access to every administrative building, educational institution, health center, hospital, and public library, connecting 1400 points across 383 municipalities, including remote and sparsely populated locations where access to telecommunications is not always easy.

One of the Junta's key policies is the development of the **Red Tecnológica Educativa** (Educational Technological Network), which aims to have one computer for every two students in each school in the region. To meet this need, the **Junta de Extremadura** turned to Open Source software, specifically the **Linux** operating system. In addition to the economic benefits of Open and Free Software, the major gain lies in its adaptability: its open nature allows the system to be continually adapted for the needs of educational systems and the public administration alike. After months of tests, studies and formation with **Linux**, the Junta decided to build its own **GNU/Linux** distribution, **LinEx**. The LinEx project began in 2002, as the latest move in the Junta de Extremadura's economic and social plan to provide "connectivity and Technological Literacy to every citizen, regardless [of] the place they live in." The first version of gnuLinEx was developed in 2001 by private company **Andalco**, although it was never installed in schools.**98** The first version of LinEx to be installed in schools was LinEx 3.0.0.2 in the summer of 2002, and since then all LinEx development has been carried out exclusively in-house.

A couple of factors prompted the decision to make LinEx Open Source. Initially, the main issue with proprietary software was its cost. To develop the operating system in-house would be extremely expensive. Buying all the software needed by education was impossible too (not just the operating system). In cases like this, using open source software looks like the only possible choice. After that, using LinEx showed it was the best option, since the customisation made possible things that could never be done with proprietary software. The development of an operating system from the ground up would require more expertise than the Junta could manage in-house. For that reason, the **Linux** operating system was used as the base for LinEx. Specifically, LinEx is based on the **GNU/Linux** distribution **Debian**, and much of its software was reused.**99** The work involved in LinEx was basically the adaptation of **Debian** software to meet local needs. The new elements were mainly translations and minor software modifications, and mostly in terms of educational programs. Some other applications were translated and included, such as **Nis** (a benchmarks-like tool), the **GNOME** printing tool, **.Forms**, and configuration tools not included in **Debian**.**100** LinEx’s star application is **Sprat**, a powerful multimedia

---

**98** [http://www.linex.org/linex2/linex/ingles/citcicexten_Ing.html](http://www.linex.org/linex2/linex/ingles/citcicexten_Ing.html)

**99** [http://www.andalco.com](http://www.andalco.com)

**100** [http://www.debian.org/](http://www.debian.org/)
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and educational environment. The Junta de Extremadura also has in-house developers developing e-toys, translating the tool interfaces, generating documentation, and keeping users up to date on the system. The educational tools change continually. The geography program KGeography was modified to include Spanish regions and provinces, and another tool was modified to accept Spanish verbs rather than English.

In general, the original authors of the software have been happy to collaborate on the project, integrating new modifications into their original software. Since LinEx is based on Debian, it is a direct result of the efforts of that community that seems pleased with the project itself and is always happy to share experiences and opinions. Communities of users have emerged, contributing additional applications and suggestions. Given LinEx’s youth (it is less than three years old), these results are impressive.

The LinEx Web portal is a key part of the integration of GNU/Linux into Extremaduran society. As a main objective, it defines what GNU/Linux contains, and allows users to learn about its development. Given the number of distribution packs in circulation, without a Web portal it would be incredibly difficult and time-consuming to provide technical support for all of them. All users have access to an FAQ list and user-friendly technical support: the Web portal looks exactly like the distribution. The Web portal also provides news and information on Free and Open Source software and the Information Society in general, and fulfills a social function as a meeting point for the LinEx community.

Personnel roles involved in the development of the project included developers, user support, and promotions staff. Some external expertise was required, with two developers from Argentina now living and working in the region. Additionally, in common with all major Open Source applications, many people from all over the world help with the project, and anyone who wants to play a part is welcomed.

LinEx has been a success. The nature of Free Software has allowed the customisation of the systems used in 68,000 school computers. This would not have been feasible with closed proprietary systems. Evaluation of the project has also been positive, and users provide the developers with feedback about the behaviour of the operating system, as well as bug reports. In financial terms, running LinEx costs around €200,000 each year. The cost of buying Windows licenses, not including any other software, would be €8,000,000.

LinEx has won a number of awards, the most recent of which were several prizes from its beginnings, including a Regional Innovation Award by the European Union, given to the President of Extremadura in April 2004. In the summer of 2004, an agreement was reached which will see the Junta de Extremadura working in conjunction with the Junta de Andalucía in the development of LinEx and Guadalupe. Under current plans, the administrations (which share common needs) will work together on two regional

102 http://www.squeakland.org/
105 http://kgeography.hellaff.de/
Linux distributions with a considerable common base. Many other autonomous communities and governments from all over the world have come to Extremadura seeking advice regarding similar matters.

In August 2004, Spanish President José Luis Zapatero announced the establishment of a new national centre for research and development of Free Software, the Centro Estatal de referencia para el desarrollo y la investigación avanzada de Software Libre, to be sited in Extremadura. This will also act as a reference centre, and marks a significant step towards the more widespread adoption of Open Source software throughout Spain and beyond.

myCoLux

Museums collections are an integral part of the cultural heritage of a society. The documentation that surrounds these collections is an important part of this heritage, and curators have a duty to maintain it carefully, preserving it for future generations. Another of the staple duties of a museum is to encourage the documentation of collections in a simple and inexpensive manner, thus enriching the heritage and preventing the illegal trafficking of cultural goods. The Historisches Museum in Basel, Switzerland, is home to one of the earliest public museum collections (the famous Anatomish Kabinet), with collection documentation dating back to the 16th century. In 2004, the museum began looking for a way to preserve its ongoing documentation work digitally for the long-term. The resulting project was myCoLux, an Open Source system developed with the aim of providing a flexible, portable, straightforward and adaptable collection documentation system for museums, private collectors and galleries.

In terms of collaborative development and reduced costs, Open Source Software clearly and demonstrably meets cultural institutional needs. As Stefan Blaré, Head of Documentation Services and IT at the Historisches Museum and chief developer of myCoLux says: “There is an inherent affinity between culture and Open Source. A work of culture is open for interpretation by everybody; it is an open source for further developments and other works of culture. To spread the use of Open Source, I think it’s important to raise the awareness of independence. There is nothing bad about proprietary software, but it’s bad when public project announcements, for instance, have restrictions for the use of proprietary software. Opening these projects to Open Source Software would boost business opportunities for software enterprises, and would hopefully lower the costs of software projects.”

From idea to realisation, the myCoLux project took around eighteen months, including migration from a Microsoft-based platform to an entirely OSS landscape. Personnel roles were fairly standard: the initial application was built by the application developer, then

104 This case study is based on an email interview with Stefan Blaré, Head of Documentation Services and IT at the Historisches Museum Basel, Switzerland, in May/June 2004. http://mycolex.ch/collect/or
105 http://www.historischesmuseumbasel.ch/
users suggested enhancements and the developer tried to implement these in future versions. After the proof of concept was made and basic problems solved, user groups were consulted and hints accepted from colleagues and friends to help solve technical problems. In terms of the Open Source community, the forerunners of myCox (and, indeed, myCox itself) are in use in a number of Swiss museums, and there has been much input from these institutions on a functional level. While the implementation and realisation of myCox has been done by Bürer alone, as the number of installations of the software has risen the community has grown, and contributions have come in, mainly related to translations and documentation. As Bürer points out, collaboration today means translations into other languages. The next version of the software, which was due to be released in the second half of 2004, would be published as a concurrent versions system (CVS) in order to allow others to contribute to the project on a functional level; contributions from others serve to strengthen and refine the software. In order for this to happen the system design must be clear and object-oriented, and it is hoped that myCox has achieved this.

Other problems came out of configuration issues. For Bürer it was “amazing how efficiently problems could be located and solved with the many sites and user groups on the Internet.”

The decision to make myCox Open Source stemmed from keeping an eye on the future. The availability of the source code and the independence of platforms, which is crucial to many Open Source software projects, makes this kind of software suitable for electronic long-term archives: a system completely realised with Open Source software should be re-buildable with an appropriate compiler today or in the future on almost any platform. Furthermore, there is little or no dependency on software corporations and proprietary components. By virtue of its Open Source nature, the myCox source code can be adapted to meet special needs, which is crucial for museums, which will inevitably have a diverse range of emphases. (For example, the Historisches Museum collections cover many different subject areas, including archaeology, ceramics, clocks, coaches, coins, textiles, furniture, silverware, weapons, household utensils, musical instruments, sculpture, paintings and so on, with about half a million items).

Open Source suits organisational needs well, since the development methodology preserves and extends understanding of particular software tools, and reduces the risk of problems in the event of an important team member leaving the organisation. From a long-term museum documentation archiving perspective, it is best to realise myCox completely with Open Source software components, but it will work with proprietary software as well. Of course Bürer looked for the best fitted tools, and there is a wide choice of OSS-components. The favoured OS is Lubuntu, but could be Windows or OS X, the Web Server is Apache (although the system should work

106. Platform independence is not specific to Open Source software, nor is Open Source software necessarily platform independent. Of course, it could be argued that if you have the source for one platform you can rewrite it to run on another because you understand how it works, but this may be onerous under many circumstances.
with a tuned ISS as well, the DBMS is MySQL (the next version will see a database abstraction layer, which could work with PostgreSQL, Oracle, MS-SQL and the like), and PHP was used for the scripts; this is the only layer which could not be replaced easily.

The myColx software has many ancestors, and it evolved in the usual way of a database application. It began with a desktop database (MS-Access), which gradually grew to a Client-Server application developed with Microsoft Visual Studio. Each step meant a redesign of the application. On a programming level there was almost no reuse of existing code, but many concepts were further refined. This involved a significant amount of work, but also provided a chance to clean up the application architecture as a whole. Much work was needed to integrate the (somewhat outdated) Office 97 for printing output, which was managed with a template system. The moral of the story is that if openness is desirable it may be worth looking at all of the components, deciding what could be done better with OSS than with proprietary software, and replacing these components individually.

There are many OSS resources which were reused for myColx development. FaceTemplate as a template system, Isaac McGowan’s phpEventCalendar, Geir Landro’s d’Bea for the tree-view, and Mihai Butac’s DHTML Calendar. Many hints and references in the user groups and websites were of great help and the documentation used (for instance Stefan Münz’s SrJrHTML and the Help Files of the PHP Documentation Group) was usually of outstanding quality. During the system development a steady flow of information and assistance came through CIDOC (the International Council of Museums (ICOM), the documentation group VMS-AMS and other working groups.

The decision to make myColx Open Source was based on Bisser’s previous experiences with proprietary development models, and was made for conceptual reasons rather than on technical or financial reasons: with regard to long-term archiving issues, openness was seen as a key attribute. However, other benefits have arisen from the technical and financial side as well. The stability and open development of OSS concepts, the use of open standards and protocols, and the independence from vendors are cited as three major reasons why archive applications may benefit from the move to Open Source.

When asked about the preconceptions that sometimes accompany Open Source, Bisser is forthright: “People with an IT background usually feel sympathy for OSS, most other people don’t care.” The best arguments for going with an Open Source solution are the long-term archiving question and the issue of independence from specific, proprietary systems. (For cultural institutions financial considerations may be high on the agenda as well.) But OSS is far from being a brand label (and it is arguable whether it should be), and the business opportunities are as well developed as with commercial licensed software.

The next major version of myColx is due to be released late 2004, and will see a
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database abstraction layer, as well as some improvements in the user interface. For example, for the OSS scene, myGolex might be just another database, but its real importance is for cultural heritage institutions, not only because of the long-term preservation of digital data, but also because it opens the field of digital documentation for institutions with little financial clout.

myGolex has been presented on several occasions at national and international conferences.110 The concept was published in several articles in the VMS-AMS bulletin, as well as in the CIDOC proceedings. It has been included in surveys,111 and is now available on SourceForge.112 On the functional and bug level, feedback has been submitted from users quite regularly. In terms of uptake, myGolex has had a number of downloads and requests for implementation, from Switzerland, Germany, and particularly the new EU member states. In the Historisches Museum itself, myGolex is used by a network of around fifty users, covering all aspects of collection management from acquisition to curation, conservation, storage, object loans and media-, exhibitions-, event-management. Bürer himself accompanies most of the Swiss implementations, and so far these have seemed to satisfy the needs of the users. Aside from the long-term archiving issue, OSS is also a suitable marketing channel for small-to-medium-sized IT enterprises, which tend to earn a living from the services they offer rather than through the production of shrink-wrapped software.

Gamera113

Vendors of commercial OCR packages tend to maximise their market share by optimising their programs to work best on commonly occurring types of documents generally printed business correspondence. It is unlikely that the demand for recognisers of antiquarian cultural heritage materials will ever be sufficient to support the development of commercial shrink-wrapped systems. Therefore collection managers who wish to automate the extraction of symbolic data from digital images must use their limited resources to build highly specialised systems. Gamera’s aim is to assist in this process by reducing the time needed for development of such systems. Another important aspect of Gamera’s flexibility is that it allows for the creation of applications that aren’t necessarily focused on “transcription.” For instance, with the medieval manuscript collection, scribe identification and illumination finding are tasks that important to medievalists.

Gamera is a programming toolkit for building document recognition applications. It allows document image analysis (DIA) researchers and document experts to build software

110 See for example http://www.kulturinformatick.com/software/golex/
111 http://mygolex.sourceforge.net
112 This case study is based on an email interview with Michael Dissendorf of the Digital Knowledge Center, Johns Hopkins University, at May/June 2014. URL http://gamera.sf.net/
programs that extract symbolic representations from digital images.\textsuperscript{107} Gamers was initially developed at the Digital Knowledge Center (DKC) of the Johns Hopkins University's Sheridan Libraries\textsuperscript{108} Development began in mid-2000 with a team comprising two full-time developers and two managerial contributors. While the system was intended to be Open Source from the very beginning, its developers felt that the initial development team should stay small and localized until the core functionality was mature. The work is funded through grants from the US National Science Foundation and the Institute of Museum and Library Services\textsuperscript{109}. Private donations came from the family of Lester S. Levy, who also donated a sheet music collection that has become the subject of a Gamers application. Gamers has been used locally to build DNA applications, to varying degrees of completion, for common (Western) music notation, medieval text manuscript and eighteenth century census data. Outside of the Gamers group, it has been used for Renaissance lute tablature and Navajo language documents.\textsuperscript{110}

The Gamers toolkit has two main parts, each of which aims to reduce development time: (i) a set of reusable software components for building these applications; and (ii) a graphical user interface (GUI) for experimentation and training. To this core foundation, developers can add tools and processes specific to their document domain. Gamers is built using C++ for the pixel-level image processing, and Python for higher-level analysis, automation and the GUI. Being Open Source it is available at no cost, and customizable beyond what would be possible under a closed-source model.\textsuperscript{111}

As the number of users of a system grows, it becomes increasingly difficult to make major changes. For this reason, Gamers remained in incubation until January 2004 when it was released on SourceForge.\textsuperscript{112} An important factor in the decision to make Gamers Open Source was the\textsuperscript{113}
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Source was the team’s limited resources. It is currently managed by a single developer whose primary job function is to work on Gamex. There is also a part-time student-employee developer. A second full-time developer joined the team in June 2004. Through SourceForge’s collaboration features, Gamex has a distributed team of users that helps to find and correct bugs and add features. While the coordination of this work requires some effort, it is considerably less time consuming than doing all of the development work in-house.

As each new major feature is added to Gamex, a literature search is performed to avoid duplication of effort and to reuse existing Open Source code whenever reasonable. More than ever before, there is a wealth of riches of Open Source code available. However, there may be technical (rather than legal) restrictions on the use of code. Problems may occur when developers want to use code written in another language, code that lacks sufficient documentation or is not sufficiently compartmentalised. While it is usually possible to interface with code in other languages, Gamex tends to avoid doing this in order to keep the tool chain as minimal as possible and to minimise overheads.

Code that is not sufficiently compartmentalised is perhaps the negative side of wanting never to reinvent the wheel. It can sometimes depend on too many other components to be reasonably borrowed without introducing a prohibitive maintenance overhead. This is not a problem when sticking to delineated environments (for example, KDE or MS-Windows), where certain libraries can be expected to become available. However, in cross-platform development, things become more varied. Gamex includes a number of third-party dependencies as part of its distribution. This reduces maintenance and distribution problems, though the flipside is that it does not scale well. Gamex uses Open Source libraries for image file formats (libtiff and libpng), image processing (Vigra and X11), genetic algorithms (Galib) and cross-platform GUI development (Qt/Widgets, formerly known as wxWindows). The Python programming language is a fundamental component, and Gamex has returned the favour by contributing improvements to the Python project.

Gamex’s Chief Developer Michael Droothboom views source code as a precise form of academic communication, acting as a complement to published papers: “Sharing source code,” he says, “is an increasingly important part of academic discourse.” Droothboom would like to see more source code distributed with papers, believing that this can be a more precise way of communicating expertise. As a new generation of programmer enters academia, many having learned programming languages concurrently with natural language, source code could become an important “mother tongue” for technical communication.

Open Source’s community-based approach had a major impact on Gamex, indeed the project’s development can be divided into two phases: before and after its release on SourceForge. In the first phase, the bulk of the development was done by two peer-developers working in the same room, and about a year into the project much of the code was scrapped and rewritten in favour of a wholly new design. In the SourceForge-based phase, the development model became more hierarchical, with Droothboom’s role moving...

120 This fits in with the “be ready to start over at last once” maxim of Eric S. Raymond in The Cathedral and the Bazaar (O’Reilly 2000, pp. 25.)
more towards that of the coordinator of student employees and mailing list contributors. Most of the code is still written in-house, but outside help comes with finding bags and solutions, with building and porting issues, and occasionally with the contribution of entirely new features. The order in which new features are added is not determined more often by popular demand than by personal interest. While DKE often solicits and considers feedback from outside developers and users, it still maintains the final say as to where the "official" Gamena will go. However, document image analysis is a rich field and impossible for one person to digest in full, so there will always be a need for external expertise.

Encouraging developers who are not already producing Open Source code to do so has been difficult, as many programmers, at least within academia, seem embarrassed by the quality of their code and fear public ridicule. It was also found difficult at first to foster collaboration on the mailing list due to perceived misunderstandings about Gamena's real purpose. Within a few weeks of having the mailing list, a strong community of skilled people has emerged, and things are improving. One of the best things about archived mailing lists is that new members can easily come up to speed on all of the hard-earned knowledge of others before them. It should also be noted that some of the list's most active members use Gamena as part of their job or studies and are not simply hobbyists. This is likely to contribute to their level of participation.

Experiments have been conducted on the mailing list in order to seek advice about outstanding problems with the system. Gamena has been successful on a small scale locally and to a number of outside developers creating symbolic representations, although Drenthbooom admits that there is still some way to go before the goal of making it more accessible to less technically-literate users is achieved. This will require more work in examining the generalities of Gamena-based systems and making them easier to use. It will also require some progress in some of the Open Source tools on which Gamena is built, such as PyPy and seeWidget.

In the future, Gamena will continue to develop by being used and put into production behind real systems. It is hoped that it will, at reasonable cost, enable the creation of symbolic representations of cultural heritage materials that may otherwise fall deeper into obscurity in the all-digital future. Indeed, this is how the team would like Gamena's success to be judged. The ultimate goal of the data that a Gamena-based system produces is to keep access to cultural heritage materials in line with the increasingly high expectations and demands of consumers. While the original team may not be able to maintain Gamena indefinitely, with the source code available, anyone with sufficient vested interest could do so. This certainly cannot always be claimed for proprietary systems.

121 Drenthbooom: "As an aside, that sort of blunt criticism is something I've come to expect since the release of Gamena, particularly at the beginning when many bugs were found in quick succession. That feedback, however, has been incredibly valuable in making Gamena more robust and usable. However, this may come at the expense of losing some early adopters who were frustrated with earlier versions. The 'when to release' question is definitely an important trade-off to consider, though one which can probably never be adequately answered."
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Scenarios

Using Open Source and standards for a musician’s Web archive

Jed Walker is an established and artistically successful country singer who first came to prominence in the late 1930s and among fans and critics is regarded as one of the original pioneers of the celebrated ‘bluegrass’ sound. Following a long, creatively rich career spanning seven decades, Walker wishes to make his extensive body of work available for free or little cost as an expression of his long-held belief in the importance of free and unsheltered access by all to the fruits of human creativity. His output has included some of popular music’s most cherished, thoughtful, politically insightful and inventive material. The public benefits from opening up these culturally and sociologically profound resources are indisputable. Walker wishes to encourage people to copy, redistribute, build upon and seek understanding of every part of his work, and regards it as a key goal to remove any barriers or sense of mythology from his art.

Walker’s body of work comprises a number of different media types, including sound recordings, printed and handwritten lyrics, musical notation, artwork, promotional materials, poems, musings and sketches. Having been informed of a number of successful existing Web-based artist archives, Walker decided to commission the construction of a Web-based repository of his own. Throughout his career, he has maintained and made evident through his songs a staunch moral political stance and is famously distrustful of corporate and financially motivated institutions and infrastructures. It is a key requirement in the development of his Web archive that his politics are not undermined or contradicted. As well as this it is important that the established archive offers good performance, and is suitably scalable so that gradually more and more materials can be added. Cost is also an inevitable factor, and it is hoped that a solution can be reached without spending too much money. Ideally there will be no costs that need to be passed on to online visitors or paid for through advertising agreements.

It is decided that Open Source Technologies can be effectively utilised and combined to ensure that all of Walker’s requirements are comfortably met. Because Open Source software is freely available and more associated with solving problems effectively than with making money, it is seen as well with the political sentiments often expressed by Walker’s in his music and interviews. Indeed, close parallels can be identified between Walker’s intention to make his work available for free without limitation with that of the Open Source Community, which encourages copying, redistribution and reuse of software. Using a combination of the GNU/Linux operating system, the Apache Web server, the MySQL relational database management system and the PHP, Python or Perl programming languages a Web archive can be created from scratch, with no software costs and no restrictive software licenses. Alternatively, existing Open Source content management tools such as Plone or XCOOOS can be used to structure, manage and present Web based materials straightforwardly.

Open Source will play a key role in the materials being presented as well as at an infrastructure level. Only by choosing Open Source formats can the opportunity to access these materials become truly universal. Proprietary formats invariably require proprietary

---

122 For a real-world example along similar lines see the Woody Guthrie Foundation and Archive at
http://www.woodyguthrie.org
viewing or playback software and this undermines accessibility. All static visual materials such as lyrics, musical notation, artwork and promotional materials can be encoded into the Portable Document Format (PDF), an open format that is very popular on the Web and is supported by a number of viewer applications, most notably Adobe’s Acrobat Reader.

In addition, any other images could be presented in the Portable Network Graphics (PNG) image format which offers compressed or uncompressed images compatible with most Web browsers. Unlike formats like GIF, it is not restricted by patents. Sound recordings can be made available using the compressed Ogg Vorbis format, which offers file size and sound quality comparable with the proprietary, license-free Scalable MP3 format. Numerous freeware or Open Source players are available to play back Ogg Vorbis encoded music. These technologies are all mature and widely used, and offer performance commensurate with or in many cases in excess of their proprietary peers. None represent preservation or archival formats, although this is simply due to the nature of this particular project which has mainly presentational goals. Open archival formats are also available.

The final result of the Walkin’s archive will have a participatory element, allowing visitors to submit their own stories and experiences of Walkin’s work, of their own performances of his material and any other relevant content that would be at home within the established framework. These would themselves then form part of the browsable content of the archive, another aspect of the functionality facilitated by the use of the Open Source tools.

Making the switch from proprietary to Open Source software

A non-profit museum with the self-imposed remit to preserve and make available to the public materials documenting the performing arts is looking to rethink its ICT policy and infrastructure in order to obtain better value for money. The financial model upon which the institution is built is essentially hand to mouth, with a small supplementary income from grants and from donations which are encouraged from visiting guests and local patrons. The most significant portion of these monies is spent on the salaries of three full-time and a further two part-time workers who share curatorial, administration and customer service duties.

The institution has several basic ICT needs, which are currently met using a combination of in-house proprietary software and externally provided services. A Windows Small Business Server 2000 machine takes care of intra-office email, virtual private network (VPN), firewall, file and print services. An additional Windows machine hosts a Microsoft Access database containing the collection information. Each of the five desktop workstations within the museum’s office and foyer is installed with Windows 98 Second Edition with Microsoft Office 97 for basic productivity tasks (word processing, spreadsheets and presentations). XYZ Web Services, an external hosting company, offers Internet, email and Web services for an annual fee, which although not huge could be directed elsewhere.

The most significant problem with the existing system relates to the licensing agreements that govern the use of the in-house proprietary software products. Despite having the combination of Windows and Office installed on five individual workstations, only a single legitimate license has been acquired for each of these two products. Similarly, the main Small Business Server software is currently not licensed, having been installed by a staff member using a borrowed CD-ROM, which leaves the institution exposed to a potentially crippling series of fines. Unfortunately, funding restrictions are such that the
institution simply cannot afford to purchase the appropriate software licenses, and a recent technology grant application has been unsuccessful. Nonetheless, it is vital for the museum to maintain the numbers of machines in place in order to function effectively. In addition to dealing with the licensing problem, the institution is committed to bringing the Web site and email hosting in-house to conserve further funds. The museum is conscious that the combination of technologies used by XYZ (Microsoft’s Internet Information Server Web server and Exchange email server) would require the payment of additional license fees to operate.

Since the museum’s ICT needs are fairly mainstream, with little or no reliance on particular specialist applications or hardware, a migration to Open Source software is identified as an ideal solution to the inherent problems that accompany and characterize the existing proprietary infrastructure. The institution therefore commits to a move to the GNU/Linux Open Source operating system. The SUSE 9.1 distribution is chosen since it is well documented, extremely stable, and offers optional commercial support. This operating system replaces Small Business Server 2000, and offers file and print services through SAMBA to a single existing Windows client and native access to the four unlicensed Windows machines that will also be converted to Linux. All existing (licensed and unlicensed) versions of Microsoft Office will be replaced by OpenOffice, which offers performance and functionality in excess of Office 97 and is available for both Windows and Linux. By standardising this application it ensures that documents can be shared throughout the institution more effectively. The majority of legacy data in Office formats will continue to be accessible using OpenOffice, which can read from and write to Excel, Word and PowerPoint formats. For the small selection of documents that lose formatting or sense when viewed in the non-Microsoft application the single licensed copy of Office can be preserved to perform data conversion into a more universal format such as Rich Text Format (RTF) or HTML. There may be some additional problems with migrating data that incorporates Visual Basic for Applications (VBA) macro functions. Since the Visual Basic runtime is completely closed-source, it has so far not been possible for OpenOffice developers to incorporate even stripped down support for VBA macros. However, OpenOffice does incorporate its own BASIC scripting language called StarBasic which, while syntactically different from Microsoft’s implementation, incorporates sufficient flexibility to straightforwardly port most existing VBA code to the OpenOffice platform. If it is decided subsequently that a heterogeneous network is unnecessarily complex, the final Windows license can be abandoned or utilised on a machine elsewhere in favour of standardised Linux.

The free qmail email server and the Apache Web server can be installed on a single Linux server to offer the museum Internet email and the ability to serve its own Web pages internally. The existing database content can be straightforwardly exported and moved to a PostgreSQL database, an Open Source product that offers excellent performance, support structures and documentation. This can be straightforwardly installed on the primary GNU/Linux server in addition to the other services, freeing up the previously dedicated database machine which can then be used as a dedicated firewall/network security server. The Astara Linux Security product can be installed on the server to offer firewall, virtual private network (VPN) and network security. Although this is not free software, costing around €590, it is the only software acquisition cost that will have to be met, representing an excellent total network security solution. It offers a manageable and intuitive interface.
as well as commercial-quality support and documentation. In addition, like Linux itself the software is built to run well on even low specification hardware, guaranteeing its shelf life and freeing the museum from the potential future costs inherent in frequent hardware upgrades.

With these changes in place the museum will save around €3,000 in software licenses and around €250 per year in subscription costs from the Web hosting company XYZ. In addition, the museum will no longer be exposed to the possible unlimited fines and jail terms that using unlicensed products can lead to. The museum will also feel more comfortable in seeking support knowing that there is no chance of being unmasked as a copyright thief. In addition, the museum’s machines are now less at risk from viruses and security compromises. More control can be exercised by staff over their own content since they are hosting their materials and services in house and are no longer at the mercy of an external provider.

Why develop an Open Source application? The ‘story’ of Open-Notate

A frustrated group of University based musicologists and composers has struggled for some time with various proprietary music notation packages such as Finale and Sibelius which, although perfectly adequate for mainstream music representation, fall sadly short when dealing with the kinds of atypical musical structures that they are interested in rendering. The primary requirement that the group identifies is to have an application that is sufficiently flexible to support the creation of Gregorian Chant musical notation.

Following a brief period of investigation, the group has become convinced that no existing package offers its desired functionality, and the group members approach a computer scientist friend to suggest that he undertake the development of an application based on their needs.

It is acknowledged early on that this project could be of benefit to numerous other parties seeking to publish older or non-standard musical pieces and that there is likely to be a significant community of interest because of this. It becomes increasingly clear that, in order to ensure the application can support many different structures, it would be advantageous to seek the input of other interested contributors to ensure that this flexibility is incorporated. The group that originally proposed the application is small and closely related both in terms of its interests and its geography, and it is quickly decided that to open the development to a wider, more diverse forum would be advantageous.

It is also immediately clear that to develop this application single handedly from the ground up is likely to be an incredibly onerous task for the single computer scientist. While there is a wide potential user base that can offer useful contributions in terms of functionality that can be incorporated, there is also a vast Internet-accessible developer base that might be called upon to contribute with code, debugging and documentation. Also, it is identified that there are a number of existing Open Source products and code libraries that could be built upon to facilitate the development of the notation editor, such as the user interface scripting language combination of Tcl and Tk and the musical formatting processor/lexer Lilypond.

Therefore, it is decided to develop this project as an Open Source Application. The ‘Copyleft’ requirements of many open source licenses ensure that they can be reused and integrated with new applications only if the results are then themselves released under the same license. The most obvious advantage is that development need not stall while code that already exists and is available elsewhere is reproduced. A project Web page is quickly
published, offering a central point for access to incremental builds of the application for further development, testing and debugging and a discussion forum that will hopefully provide ideas on the features that should be incorporated and direction that development should take. The Concurrent Versioning System (CVS) is configured on the Web site, providing developers the ability to concurrently track (and potentially revert) incremental changes to files, reporting them to a mailing list as they are made. The cooperation and involvement of a worldwide Internet-based community will ensure that the final results are more flexible and user-tuned, are achieved more quickly and are less likely to contain bugs. Also, the prominance that the project will take on if successful should ensure its continued development and maintenance, regardless of the availability or inclination of the individual who developed it. Open Source software tends to gain prominence from several different channels. Word of mouth can quickly establish the reputation of a technically-successful project, and this can happen in the physical world or, more commonly and more effectively, through virtual communities, built upon structures such as message boards, discussion forums, instant messaging, blogs and wiki. This is supported and inspired by a number of Web-based centres for Open Source software and development. The most notable example is the Open Source Developers Network (OSDN), which represents a dynamic community-driven network consisting of a variety of diverse media. Under its umbrella are the popular news discussion site Slashdot.org and the world’s largest collaborative Open Source software site SourceForge.net.

This shows how a group with no particular technical experience and only limited personal access to technical assistance can identify a software niche and, due to the unique development model that underpins Open Source software, develop an appropriate application to solve the problem.

Open Source and Proprietary Software: A Quantitative Comparison

Introduction

The world of software development and distribution is extremely competitive, and amid an ocean of hyperbole and jargon it is often difficult to identify where the advantages of particular packages, operating systems and applications truly lie. This is a particular challenge when seeking hard, quantitative, comparative data about the merits of one approach over another. Nonetheless, it is important to consider these issues. It is worth bearing in mind that numbers rarely tell the whole story, and the non-quantitative advantages already outlined may be equally or more convincing.  

124 http://www.osdn.com
126 David A. Wheeler offers an impartial and detailed account of the various quantitative issues relating to Open Source and Proprietary software in his article “Why Open Source Software/Free Software (OSS/FS)? Look at the Numbers?” http://www.dwheeler.com/os_or_fs/why.html
Total Cost of Ownership

It is important to consider a product’s financial implications in terms of total cost of ownership (TCO), particularly when it is given away free of charge. However, since a definitive list of the cost factors that should be taken into account in a TCO study has yet to be settled upon, a number of conflicting accounts exist. It is quite possible to identify for every mainstream operating system a study that ‘proves’ it has the lowest TCO, but the actual figures will always depend on a combination of environment and requirements. An accurate picture can only be drawn following consideration of all relevant individual cost elements, from software purchases to administration, from technical support to hardware and training.

The initial acquisition cost of Open Source software will usually be less than any proprietary alternative. Of course, it need not be free [i.e. *gratis*] under the terms of its license, and other additional costs may be incurred through documentation, storage, media, and training courses. Taking these factors into account, a 2001 study by Cybersource Consulting found the following acquisition cost results, illustrating the scalability of an Open Source solution over three increasingly sized installation environments:127

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>69,507 (€56,615)</td>
<td>80 (€63)</td>
<td>69,427 (€56,552)</td>
</tr>
<tr>
<td>B</td>
<td>136,734 (€110,656)</td>
<td>80 (€63)</td>
<td>136,654 (€110,594)</td>
</tr>
<tr>
<td>C</td>
<td>282,974 (€228,997)</td>
<td>80 (€63)</td>
<td>282,894 (€228,842)</td>
</tr>
</tbody>
</table>

The reason why Open Source software scales so well is that it is usually only necessary to purchase a single license, which covers unlimited subsequent installations. Proprietary software, on the other hand, is typically licensed on a per-machine basis. This is worth bearing in mind if the intention is to deploy a large number of workstations. Network World Fusion News reported in 2001 that a major part of the reason for a major increase in Linux’s deployment in finance, healthcare, banking and retail was its scalability in cost and technical terms when large numbers of identical sites and servers are needed. The journal calculated that for a 2,000-site deployment SCO Unix/Unix would cost $9 million (€7.3m), Windows $8m (€6.5m), and Red Hat Linux just $380 (€320m).128

Upgrade costs also compare favourably using Open Source applications. Proprietary upgrades will typically cost around half the amount of the original application. Users can subsequently find themselves at the mercy of the proprietary companies, who have a monopoly on the distribution of their software. To upgrade an Open Source application one simply has to download the latest version, or pay the original cost once again and redeploys across as many machines as required.

Open Source software looks favourable once again when one considers the issues of license management and litigation. For users of proprietary software, failure to adhere to the strict terms of their software licenses can lead to extremely heavy fines and even custodial sentences. It is therefore in users interests to manage licenses effectively, undertaking regular software audits and perhaps installing license-tracking software. Under an

Open Source license such procedures, costly in terms of both time and money, are rendered unnecessary.

As far as hardware is concerned, it is generally acknowledged that Open Source software — such as the GNU/Linux operating system — can run effectively on a lower specification machine than its Windows equivalent. The latest version of Windows, XP Professional, recommends a 300GHz processor, 128MB of RAM and a minimum of 1.5GB of hard disc space. Mandrake’s Linux version 9.1 will happily run with any Pentium class processor, 128MB of RAM and just 150MB of disc space. As Linux desktops and user interfaces have become more graphically challenging the margins between the two have narrowed. But since a Linux system tends to be generally configurable, it is more straightforward to install only those parts of a system that are really required, saving processor power and disc space.  

For other less quantifiable aspects of cost it becomes more difficult to find consensus. Technical support and administration is one such area. Microsoft claims that it is more straightforward to find trained administrators and technicians for its platforms, and that they therefore cost less. However, the Open Source community rebuts this, arguing that with GNU/Linux fewer administrators are required, because it is possible to automate a great deal and the systems are more reliable.

A further question is that of training. Anecdotal evidence suggests that the costs involved are fairly modest, thanks to the proliferation of modern GUI desktops within Linux systems. It remains to be seen whether this is demonstrably true across the board, although it could be argued that training costs should be no more than those incurred for Windows training. However, retaining experienced Windows users will inevitably be more challenging, involving higher associated costs.

The Robert Frances Group’s July 2002 study found that the TCO of GNU/Linux is roughly 40% of that of Windows, and only 14% of Sun Microsystems’ Solaris. The group used actual costs of production deployments of Web servers at fourteen Global 2000 enterprises, basing its analysis on software, and hardware purchases and maintenance, upgrade and administrative costs. This study also found that although Windows administrators cost less individually, each Linux or Solaris administrator could cover many more machines, making Windows administration more expensive. It was also revealed that Windows administrators spent twice as much time patching systems and dealing with security issues than the others.

There is also a great deal of persuasive testimonial evidence from a range of companies and public institutions that have used Open Source successfully and saved money. For instance, Amazon.com was able to cut US$17m (€13.8m) in technology expenses in a single quarter by moving to Linux. The city of Largo in Florida saved $1m (€811,000) by using GNU/Linux and ‘thin clients’, and Intel Vice President Doug Busch reported savings of $200m (€162-4m) by replacing proprietary UNIX servers with GNU/Linux alternatives. While TCO studies are useful for interest purposes, the source of their commissioning should be carefully noted. At least one Microsoft sponsored study has suggested that Windows is cheaper than Linux, although technology writer Joe Barr has discussed and criticised some of the problems inherent in the report, such as assuming no

129. This also means that hardware can be used for longer, without the need to upgrade so frequently.
130. Reported on: http://www.dehocker.de/on_4_why.html
upgrades over a five year period, costing for an older operating system, and not using the current Microsoft Enterprise license. Barr concludes his report by stating that "TCO is like fine wine: it doesn’t travel well. What may be true in one situation is reversed in another. What gets transported as a universal truth (‘Windows is cheaper than Linux’) may or may not be true in a specific case, but it is most certainly false when claimed universally."\(^{13}\)

**Performance and Reliability**

As far as performance and reliability are concerned, further empirical evidence suggests that Open Source technologies compare favourably with their proprietary peers. According to a study undertaken at the University of Wisconsin in 2000, 21% of Windows 2000 applications crashed when presented with random testing using valid keyboard and mouse input.\(^{14}\) An additional 24% of applications hung when presented with valid keyboard and mouse input. When the same test was undertaken five years earlier using the then current Linux distribution, the failure rate was just 9%; and since then the reliability of Open Source software has improved. Comparable studies by IBM, ZDNet, and Bloo Research have had similar results.\(^{15}\)

An eWeek survey in 2002 found that MySQL was comparable to the proprietary market leader, Oracle, and offered better performance than a number of other proprietary applications, including Sybase Inc’s ASE, IBM’s DB2 and Microsoft’s SQL Server 2000 Enterprise Edition.\(^{16}\)

As far as performance is concerned, the results for Open Source are also promising. As with TCO, performance benchmarks are often dependent on environment, as well as whatever assumptions the tester has made; the only real benchmark that can be of value to an individual user is the one that most closely mirrors the work actually being done.

PC Magazine found in November 2001 that Linux with SAMBA significantly outperformed Windows 2000. At one stage in the test, using a 1GHz Pentium 3 with 512MB of RAM and handling thirty client connections, the Linux software was 78% faster than Microsoft’s.\(^{17}\) In February 2003, a team of physicists broke the Internet2 Land Speed Record using GNU/Linux, sending 6.7GB of uncompressed data from Sunnyvale, California to Amsterdam in just 58 seconds.\(^{18}\)

**Market Share**

Serving Web pages is one area where Open Source already leads the field. According to Netcraft’s statistics on Web Servers the Apache Web server served approximately 67% of all Web pages in July 2004, with the closest rival Microsoft’s Internet Information Server responsible for 21%. GNU/Linux is the second most prevalent operating system

---

    http://www.ibv.org/nrrecsiborphp
17. http://www.pcmag.com/article/0,1793,16227,00.asp
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for Web servers with 29%, behind Windows which has just under half of the entire market share. Other Open Source operating systems comprise around 6% of all those that serve Web pages.139

Open Source software enjoys prominence in other areas of the Internet too. Sendmail is the leading email server, with 42% of the market share. Bind, an application that translates human-readable Web site names into a format understandable by computers, had a 95% market share in 2000. PHP is the most commonly used Web programming language in the world, running on over sixteen million sites during June 2004, outstripping its primary rivals ASP.NET, Java Server Pages, and Cold Fusion.140

At a more general level, part of the findings of the Free/Libre and Open Source Software (FLOSS) Survey and Study published in June 2002 found that 43.7% of German establishments, 31.5% of British establishments, and 17.7% of Swedish establishments reported using Open Source or Free Software.141 Open Source is well established within the infrastructure of the Internet, but it is only in relatively recent times that appropriate software has become available to make Linux a viable choice for desktop computer users. Improvements in graphical user interfaces (GUIs) and the potential to use Linux without recourse to unfamiliar command line instructions have made it an attractive prospect for the casual, non-expert user. A number of institutions, companies and organisations are planning or beginning migration. Public sector institutions, with strong requirements for digital preservation and for being able to dictate their own terms for software use are understandably among the most keen.

Licensing Issues - the SCO Question

In recent months a legal contest has developed between the Open Source movement and the SCO group, which claims to own the intellectual property rights to the UNIX operating system, alleging that developers have illegally used sections of UNIX code within Linux.142 SCO has directed much of the blame towards IBM, which is responsible for a great deal of Linux development, and have insisted that every Linux user pay a license fee for its use or face legal redress. Various claims and counter claims have subsequently arisen and SCO now finds itself locked in legal battles with IBM, Red Hat (the leading US Linux distributor), and two prominent Linux users: Daimler-Chrysler and AutoZone. A further claim against Novell Inc. relates to a contention that when Novell sold the Unix business to SCO in 1996, no transfer of copyrights actually took place. If this is found to be true then SCO has no intellectual property rights to protect.

Writing in Wired.com, Brad Stone offers some insights into the legal challenges facing SCO:

SCO must show that the old, murky contracts between AT&T (which developed Unix), Novell (which bought the operating system from AT&T in 1993), and the old Santa Cruz Operation deliberately transferred the Unix copyrights to the new
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SCOs Group, it also must show that it owns the rights to derivative flavors of Unix, like IBI's AIX. Finally, and perhaps most difficult, SCO must prove IBM and other
Unix programmers around the world got sloppy and ported proprietary code into
Linux. Legal experts tracking the case think each hurdle - let alone all three - is dif-
ficult to clear. The odds are clearly against SCO.145

The issue is something of a legal minefield, although most prominent Open Source
affiliated and neutral technologists seem to think that the courts will immediately dismiss
SCO's claims. Even if SCO were to win then Open Source would continue — the
offending parts of the Unix code would simply be rewritten and the process would re-
emphasize the strength of the Open Source community. However, there remain some
nervous Unix users, illustrated by the fact that several companies have already paid
SCO's fee to avoid the threat of challenge in the courts. For most Unix users though,
the consequences need not be regarded as particularly significant. Novell Inc. and
Hewlett-Packard Co. already provide, at no charge, indemnifications to their Unix
customers, and Red Hat Inc. promise to replace any infringing version of Linux with a
non-infringing version. In addition, the first company publicly revealed to have bowed to
SCO's demands, Everyones Internet Ltd., has been reported as having regretted its
early decision to do so, with CEO Robert Marsh admitting, "Would I do it again? No.
I'll go on the record as saying that . . . I certainly know a lot more today than I knew a
month ago, in a lot of respects." 146 It is unclear what proportion of these regrets are
directly attributable to the validation that has been directed towards EIL since they
elected to associate themselves with the "Linux community's number one enemy."147

Many writers contend that it is Linus Torvalds, the originator of Linux who should
carry the lion's share of the blame for these events. Because of poor documentation,
details of who wrote what part of the operating system (and consequently who owns it)
are somewhat unclear. Unlike GNU, which at Richard Stallman's insistence made con-
tributors sign over their copyrights to the project, Linux was developed in a more ad hoc
fashion, and Torvalds never anticipated that it would become the center of a multi-billion
dollar business. Lessons have been learned though, and in May 2004 the newly formed
Open Source Development Lab announced that future Linux code submissions
would require accompanying documentation detailing their ownership and verifying the
Open Source license under which they were made available.148
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Introducing the Technology

Technological issues

The adoption of Open Source technology need not be revolutionary, and migration to free software tools can be undertaken at a range of levels from individual applications to an entire IT system infrastructure. Since a range of Open Source tools are available for mainstream operating systems, it is not necessary for staff to discard the skills developed through long-term familiarity with proprietary applications. Part of the appeal of Open Source tools is that by virtue of their transparent nature it is possible to integrate their use within existing heterogeneous environments straightforwardly, and with none of the restrictions traditionally implemented by proprietary developers seeking to create software dependency.

Migration Issues

There will be a range of issues to consider if the decision is made to move from proprietary technologies to Open Source alternatives. Planning is essential if the proposed migration is to be a success and must take management, administration, human resources and technical considerations into account. The EC-commissioned Integration of Data between Administrations Open Source Migration Guidelines148 detail in great depth the vast array of issues involved and are an important source for any IT administrator.149

Extensive details of applications are presented, with insights into which Open Source packages could best replace each individual proprietary tool commonly in use. It is worth bearing in mind that 'Big Bang'-style migrations, where the change is to be implemented in a very short timescale, are notoriously prone to failure. Because a great deal of the most successful and mature Open Source applications are available for a number of platforms, it may be advantageous to introduce applications such as OpenOffice, Mozilla, Apache and MySQL gradually and within a familiar environment before subsequently migrating to an open operating system: The OpenCD,150 which collects a variety of Open Source applications on a single disc, is particularly useful for straightforwardly deploying and integrating Open Source tools within a Windows environment. Alternatively, projects like Knoppix Linux and the SUSE Live-CD allow users to insert a CD-ROM, reboot, and run Linux from the disc without touching any existing Windows installation; this is a quick, clean and painless way of trying out the system.151

Data migration issues can be more complicated; hardly surprising considering the fact that the "closedness" and inaccessibility of proprietary formats often motivate a change to Open Source. The IDA guidelines again offer valuable insights here, detailing several scenarios in which the migration procedure is explained step-by-step. Migrations from Internet Information Server to Apache, from Access to MySQL or PostgreSQL, and from
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Microsoft Office to OpenOffice are all covered in detail. Any adoption of Open Source tools will inevitably result in some disruption, but there is a range of ways in which this can be mitigated depending on the nature of an institution’s process. The following paragraphs suggest some typical migration scenarios, describing the issues that must be anticipated in each instance.

**Application Level Migration**

Under these circumstances, an institution running several Windows desktop PCs may decide to replace a range of proprietary software tools with Open Source equivalents. Examples may be swapping OpenOffice for Microsoft Office, Mozilla for Internet Explore, and the GIMP for Photoshop. Highlighting advantages such as decreased cost, increased security and a greater level of usability, the institution will be interested in achieving the smoothest possible transition. Since a number of the most significant and useful Open Source programs are available for both free and proprietary Operating Systems, an institution can retain its existing infrastructure, simply installing the appropriate applications for Windows. This is a common precursor to a system-wide move and offers a phased migration to a global Open Source environment. Inherent differences between individual applications will require some degree of personal (if not necessarily financial) investment in retraining, but this ought not to be too onerous as the tools mentioned above behave similarly to those of their proprietary equivalents. More significant are the potential problems with file formats in terms of compatibility with existing resources and services. Migration to OpenOffice will hopefully follow a system-wide decision to encode documents in open formats, but legacy data in Microsoft formats, particularly any containing Visual Basic for Applications (VBA) code may suffer information loss when viewed and edited within OpenOffice. The solution here is to implement a policy of data migration to open formats like Rich Text Format (RTF), with especially high priority given to documents containing more complex structures such as embedded objects or complicated tables. Further issues may arise with Microsoft Access databases, which are unsupported by OpenOffice. The solution here is to export these into an alternative format, such as a spreadsheet, formatted text file, or straight SQL, which can then be imported into a MySQL or PostgreSQL database. Problems with some Web sites which do not correspond to the appropriate standards may mean that performance or accessibility is impaired when using a non-Internet Explorer (IE) browser. Some Microsoft Web-based services (such as the automated Windows Update tool) implicitly require IE. But such problems are increasingly rare, and since IE remains an integral part of the Windows package it is always available to use. Image editing packages sometimes utilise bespoke formats for image creation and editing prior to export, but the GIMP supports over thirty formats including Adobe’s proprietary Photoshop Document (PSD) format. In terms of availability, most Open Source applications can be downloaded from the Web, although to an extent this presupposes the availability of broadband Internet access. Applications tend to be quite large and downloading over a 56K connection would take some time.

**Partial System Level Migration**

It is common for institutions to continue to use existing proprietary software in their desktop environments, but to migrating their network services to Open Source. In such a case, the need for reliable expertise increases, although staff-wide training is not a priority.
Open Source Software and Standards

since an experienced system administrator should be able to reproduce existing system functionality with desktop users unaware of the switch. Sample installations are the GNU/Linux Operating System, Apache Web-server and Sendmail email server replacing existing Windows Operating System and Server software. The popular SAMBA server could also be utilised, allowing Windows clients to access file and print sharing services on a GNU/Linux host.

Full System Migration

If the decision is taken to migrate an entire IT infrastructure to Open Source, all of the above issues must be considered. There are additional consequences to the complete removal of proprietary software solutions. The biggest problem is likely to be that of application availability. While the depth and breadth of Open Source applications is undoubtedly large, there inevitably remain some specialist programs that are available only under a proprietary software license. It could be that these applications are required within the institution, or that other institutions expected to be able to exchange data encoded in their proprietary file formats. A number of solutions exist, including emulation-style tools such as WINE and CrossOver Office, VMware-style tools that allow a virtual Windows machine to be installed and run within Linux, and multi-booting configurations whereby two Operating Systems (usually Windows and GNU/Linux) are installed on a single machine. Each option has its own problems. If licensing costs are a significant factor in a move away from proprietary tools, neither virtual machines nor multi-booting may appeal since both require the purchase of a license for the proprietary operating system. The emulation approach is better from that point of view, but is not completely reliable; even commercial tools like CrossOver Office are only guaranteed to work with a handful of Windows applications, usually mainstream programs with existing Open Source alternatives. If the tools are available for important aspects of the operation then a move to Open Source licenses. This then remains a problem, but it is abating gradually as Open Source developers turn their attention to more specialist tasks, and projects like WINE continue to refine and develop their emulation in order to support an increasingly wide range of applications.

Staff and implementation issues

To introduce Open Source technology effectively at any level, it is important that the appropriate stance is assumed across the entire institution. Individuals or groups should be charged (perhaps informally) with keeping track of the latest Open Source developments, identifying new versions of existing tools, and evaluating emerging solutions. This can be done simply by keeping track of a handful of Open Source Web sites, such as Slashdot, SourceForge and the Open Source Development Network. A commitment to Open Standards should be maintained in order to ensure the straightforward migration to open tools in the future.

While proprietary software advocates often contend that Open Source represents a difficult solution made the more so by the absence of extensive support systems, this is not really so. In fact, Windows, Macintosh, Linux and most Unix distributions offer their own challenges and facilitators. Retraining users to adapt to new systems, of course, will require time and resources. Depending on the existing state of an institution’s IT infra-
structure and requirements, a migration to Open Source need not be overly onerous.
Notwithstanding the inevitable retraining issues – applicable only to the first generation
of staff after the migration – the problems mainly lie with data re-purposing and the lack
of availability of some highly specialized tools. Neither represents a sufficiently significant
stumbling block to rule out a move to Open Source at least on some level. Trying Open
Source applications is free of charge, and most users are pleasantly surprised by the
enhanced functionality and reliability offered by leading applications such as OpenOffice
and Mozilla Firefox.
NATURAL LANGUAGE PROCESSING

Executive Summary

It never is entirely obvious what another who knows it imperfectly is trying say in one's own language: "meaning" rarely enough is obvious even among native-speakers, let alone among those of us who learn another's language imperfectly and only in school or at college or even later on in life.

Translation at least pretends to ease the communication process. To someone French struggling with the meaning of an American phrase such as, say, "pre-emptive strike" — or to someone in the US attempting to figure out a French term such as, say, "force de frappe" — it can be reassuring to have a rendering of terms and explanations in one's own native language to turn to. Assuming, that is, that the rendering is correct ... and that it explains policy nuances, and context, and subtleties, and history...152

In the article quoted above, Jack Keuler identifies and addresses a crucial problem with modern communications, i.e. being understood. In the modern age, the "funny although entertaining areas" of irony and double entendre extend into politics and diplomacy. And things become dangerous.

Natural Language Processing (NLP) is a catchall term covering a range of related technologies each of which deals in its own way with the questions of understanding and communication. These technologies include:

- Computational Linguistics and Text Mining (which covers the extraction and formatting of information from unstructured text — also known as "parsing");153
- Conversational Dialogue Systems (which can be used for customer services, and making merchandising recommendations in e-commerce);
- Human Language Technologies (including speech recognition, voice pattern verification, and text-to-speech conversion);
- Automatic Language Translation, Text Analysis and Knowledge Mining (including XML-assisted concept extraction), and
- Text Analysis and Language Engineering (covering browsing, querying, and summarisation).154

The aim of NLP is to allow computers to understand (or "parse") the meaning of ordinary language and to

153 See also "Trading Names with the Autonomous Power" in
DigitalAge, Issue 6, December 2003, pp. 45.
154 Of course, there are areas of natural overlap between these categories, and it should be obvious this report cannot hope to cover all of them as with Information Retrieval, before we cover chiefly those areas that most merit our focus.
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perform tasks based on this. An NLP system should be able not only to convert spoken words into text but also to convert the linguistic meaning of the sentence into a form it can understand and perform actions based on it. Many factors contribute to the complexity of this task including the existence of idioms and non-standard vocabulary, words which sound identical but have different spellings or meanings, and the fact that the majority of human communication is non-verbal. At present, NLP works best in restricted circumstances with set vocabularies.

The technology is constantly progressing and each year brings new developments in the market. We use the word ‘market’ advisedly, for NLP will be worthy huge amounts of money when the various technologies reach sufficient maturity. It is difficult to think of a sector that will not have a strong interest in NLP technologies. Because NLP is such big business, there is no shortage of support from large IT and communications corporations such as IBM and BT and much explanatory and background material is available from these developers on the Web A key operational goal for both is multilingualism and, in particular, machine-automated, real-time translation between languages.

NLP has strong links with Information Retrieval, Text Retrieval and Document Retrieval each of which depends on establishing a link or relationship between document content and the needs of users. The ways in which users express these needs are crucial since users are unlikely to understand the processes at work in a retrieval system and, therefore, may not express themselves clearly enough or in sufficient detail. Gartner reckons that more than 95% of human-to-computer information input will involve textual language by 2012. It should be clear that this topic will be crucial as computers become more people-friendly and their means of operation more intuitive.158

HLTCentral is the EU’s “Gateway to Speech and Language Technology Opportunities on the Web” 159 Two projects form the basis of HLTCentral: EUROMAP and ELSNET. EUROMAP aims to provide awareness, bridge-building and market-enabling services for accelerating the rate of technology transfer and market take-up of the results of European HLT RTD projects. ELSNET (“The European Network of Excellence in Human Language Technologies”) aims to bring together the key players in language and speech technology, both in industry and in academia, and to encourage interdisciplinary co-operation through a variety of events and services.160

The case studies and scenarios featured in this section cover a range of NLP deployments from the automatic subtitling of MUNA to the user-friendly personalisation service of M-PIRO via newspapers, gazetteers and handheld devices. This area will be vital for an increasingly communicative European sector and its uses and benefits become more apparent with every month.

Introduction to Natural Language Processing

Informational Background

The School of Information Management and Systems at the University of California at Berkeley estimates the amount of new information produced in 2002 at about five exabytes. Ninety two percent of this is estimated to be stored on magnetic media, and 0.01% on paper. To put these amounts in context, the authors suggest that the Library of Congress print collections contain around ten terabytes of information; five exabytes would equal half a million libraries of this size.

The World Wide Web grows constantly, as does the number of its users. English is the most prevalent language, with 68.4% of its searchable content. This is followed by Japanese (5.9%), German (5.8%), Chinese (4.9%), French (3%), Spanish (2.4%), Russian (1.9%), Italian (1.6%), Portuguese (1.4%), Korean (1.3%) and other languages (4.6%).

This leads to several questions: How do people find a specific piece of information quickly without receiving a mass of unwanted material? How can we access resources created in other languages? Can such materials be translated automatically? When will it be possible for all humans to interact with computers using their own languages? How will records be kept of these new transactions? The field which tries to find practical solutions to these questions is Natural Language Processing (NLP).

Natural Language Processing – A Brief History

Natural Language Processing brings together a number of technologies which facilitate tasks involving human–computer interaction, text and document processing, speech recognition and synthesis for access, security and convenience. The set of technologies involved in this area has developed from the dawn of the computer era until the present day. The practical needs which arose, thanks to computer linguistics, have boosted new theoretical developments in the formalisation of languages.

One of the first language-connected tasks for which machines were used was encod-
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ing and decoding secret messages during the Second World War, with Alan Turing’s work on the Enigma code perhaps the most famous example. The development of computers provoked discussions on the level of intelligence computers might achieve. The works of Claude Shannon (1916–2001) on mathematical theory of communications and Noam Chomsky (b. 1928) on transformational grammars were important steps towards a formalisation of linguistic knowledge.\(^{162}\) Shannon’s work influenced the use of statistical methods in the modelling of linguistic phenomena, in active development since the 1970s.

Machine translation methods and tools link the presentation and processing of linguistic data. The first practical steps towards computer-assisted language processing were taken in the 1950s in the field of machine translation. A number of groups worked on the process making good progress with dependency grammars and parsing but doing less well on translation, which was found to be less accurate, slower and twice as expensive as human translation.\(^{163}\) Many readers will be familiar with AltaVista’s BriefFish online translation service and with the haphazard results it sometimes returns for more complicated sentences.\(^{164}\)

Machine translation enjoyed a surge in popularity in the mid-1970s prompted by advances in Artificial Intelligence, although practical tasks were restricted to specific subject domains. Since the 1990s, corpus-based machine translation has become a major area. The linguistic rules which dominate practical work in the field were complemented with examples from real-life derived from bilingual or multilingual corpora of parallel texts (the example-based approach) or by randomised statistical observations (the stochastic approach).

In speech processing, Bell Laboratories refined sound spectrograph technology originally conceived in the 1940s by Ralph K. Potter.\(^{165}\) This facilitated the graphical representation of speech which later became an important tool for work on speech analysis.

**Principles of Natural Language Processing**\(^{166}\)

**Computational Linguistics**

Computational linguistics is "the scientific study of language from a computational perspective."\(^{167}\) Computational techniques, methods and concepts are used here to present various linguistic phenomena in a formal manner. There are two main approaches: the first is based on formal models with roots in formal linguistics and the work of Chomsky; the second involves the use of large resources – such as corpora (both written and spoken) – and is based on the application of statistical methods.

---

163 In 1946, the US Automatic Language Processing Advisory Committee (ALPAC) published a report which reached the conclusion that "there is no immediate or predictable prospect of useful machine translation." ALPAC (1960) Language and machines: computers in translation and linguistics A report by the Automatic Language Processing Advisory Committee. National Academy of Sciences, Washington DC.
164 [http://www.worldwinds.com/ A (potentially) speech-based, but nonetheless plausible) example is "the spirit is willing but the flesh is weak" being translated as "the whisky is strong, but the meat is rotten." See [http://www.worldwinds.com/homework/WHHarchim/Myths.pdf](http://www.worldwinds.com/homework/WHHarchim/Myths.pdf)
166 Each branch of Natural Language Processing has its own principles and approaches, which differ greatly between disciplines. We present introductions to the most relevant topics here...
The international scientific and professional society of natural language and computation, the Association for Computational Linguistics, has created a wide range of special interest groups including: SIGDAT – Linguistic data and corpus-based approaches to NLP; SIGDEAL – Discourse and Dialogue Processing; SIGGEN – Natural Language Generation; SIGCHN – Chinese Language Processing; SIGLEX – Lexical Issues; SIGMEDIA – Multimedia Language Processing; SIGMOL – Mathematics of Language; SIGNLL – Natural Language Learning; SIGPARSE – Natural Language Parsing; SIGPHON – Computational Phonology; and SIGSE – Computational Semantics. Even this short list highlights the variety of approaches to natural language presentation and processing with focuses as diverse as specific linguistic levels (computational semantics), specialised methodologies (linguistic data and corpus-based approaches to NLP) and specific languages.

Speech Technology

When most readers think of ‘speech technology’, it is likely they will think of talking computers from science fiction films such as the Voyager computer from Star Trek or HAL from Stanley Kubrick’s 2001: A Space Odyssey, both of which ‘speak’ freely and understand what people say. Modern speech technologies have not quite reached such ease of integrated human-computer communication but they currently address five basic tasks: Automatic Speech Recognition (ASR, also called speech-to-text), Voice/Speaker Recognition, Text-to-Speech (TTS, also called speech synthesis), Natural Language Understanding (NLU), and the Voice-enabled Web.

Automatic Speech Recognition involves the capture and subsequent digitisation of sound waves. The digitised sequence is then analysed in order to discover the phonemes used to build words. The prime benefit of this technology is in data input, and consequently one of its main problems is with the accuracy of the output.

Voice Recognition is concerned with the identification of a person based on voice characteristics. This technology is important for all activities where security and access to specific information are required.

Text-to-speech technology is used to convert written text to a spoken utterance. This technology is based on the fragmentation of text into phonemes and, ideally, takes into account punctuation, phonetic laws and special characters such as numerical digits and currency symbols.

Natural Language Understanding deals with the analysis of spoken words in order to extract data and thereby build a model of the information contained in the utterance. This can involve grammar-based or statistical-based mechanisms or, in some cases, a combination of approaches.

168 http://www.schol.org/
http://www.dynamics multimedia.com/ai/siggar/;
http://www.ugdau.org/;
http://www.cs.rutgers.edu/~wsc/ml/mi.html;
http://cm.una.ac.be/ugdat/;
http://paleywik.cs.uwb.edu/~sigaar/;
http://www.cogsci.ed.ac.uk/siggar/;
http://ljet.kub.nl/research/TE/siggar/
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The Voice-enabled Web brings together telephone and Web technologies, allowing telephones to be used as a means of providing callers with access to Internet based information repositories.

**Machine Translation**

Machine translation is another important track of work. Its aim is to offer the translation of a text in a source language into another language called a target language. "Machine translation" is a term often used as a synonym of computer-assisted translation (CAT). Machine translation usually involves collecting the information resources (in this case linguistic models, bilingual/multilingual dictionaries and algorithms) necessary for translation and bundling these into a software package which performs translation from source to target language without human intervention. Such programs analyse the structure of a statement or sentence in the source language, split it into translatable elements (depending on the type of language) and finally generate a statement of comparable structure in the target language.

Different software approaches may be based on use of large bilingual or multilingual dictionaries or aligned corpora of previously translated texts. Computer translation tools are not yet capable of generating immediately usable translated texts: the quality of translation is not high enough. So, at the moment, CAT generally involves the use of different tools to assist the translator. The most important of these are terminology databases and translation memories.

The translation process involves three basic stages: (i) Analyzing the words of the source language and converting them into base forms depending on their syntactic roles; (ii) Transformation of the base forms into equivalent sequences in the target language, i.e. generation of a rough text (preliminary translation); and (iii) Revision (post-editing), covering everything from minor changes to radical text adjustments.

There are three main approaches to machine translation. The direct approach involves a minimum of linguistic theory. It is based on detailed bilingual dictionaries, providing corresponding forms in the target language for each word in the source language. The direct approach also takes rules on word order (syntax) into account. The transfer approach is based on the use of bodies of texts and examples rather than the strict application of grammatical rules. The pivot language approach uses a representation of the text which is independent of any particular language and distinct from both source and target languages. In theory, this method reduces the machine translation process to only two stages: analysis and generation. Research here is related to artificial intelligence and more specifically to methods for knowledge representation.

The most important computer tools in CAT are Electronic Dictionaries, Glossaries and Terminology Databases, Concordances, Online Bilingual Texts and Translation Memories. The last of these are databases where translations are stored for future reuse either in the same text or other texts. Knowledge is thereby accumulated and stored for use in further work, automating the use of terminology and access to dictionaries.

**Tsc** (Fast Translator supporting B2B-ASP Applications) is a European project incorporating an automatic translation tool within an Application Service Provider custom-

---

ment thus easing transactions between businesses in different parts of the world without placing too great a burden on the computing resources of each.  

**Corpus Linguistics**

The use of digital corpora began in the 1960s and corpus linguistics remains a rapidly developing field. The million-word Brown Corpus was made available in 1964, and in the late 1970s and late 1980s Jan Svartvik of Lund University compiled the 500,000 word London-Lund Corpus. The compilation of the *American Heritage Dictionary of English Language* was also assisted by the use of a corpus. Corpus linguistics has always been related to mark-up, which is used to aid the discovery of specific elements.

Corpus linguistics dictates that language can be studied effectively and efficiently using samples of ‘real world’ text. Corpora come in different types: written or spoken; diachronic (covering text from different historical periods in the same language); parallel (translated and aligned texts in two or more languages); and specific corpora (covering texts from one genre, author or topic). Corpora are not static resources but are processed to obtain word frequency lists, concordances and collocations – lists of words which often appear near to each other which are useful in text retrieval. Corpora are important for the study of language development.

**Where Language Processing is Currently Used, and How**

Natural language technologies can be applied everywhere text or speech is used. As a simple example, the spell-check and thesaurus functions of a word processor are founded on linguistic manipulation. Speech applications include voice recognition systems, text-to-speech programs and automated voice response systems. Web search engines are based on textual mark-up and may also incorporate some text analysis features. Other major applications are listed below.

**Information Retrieval**

Information Retrieval (IR) deals with the search for specific information. Its applications range from answering natural questions (e.g. “What time does my train arrive?”) to finding a particular document or a particular section within a document. The information sought may be multimodal (text, images, audio, video) and/or structured data (databases, metadata). Web search engines are probably the most popular current information retrieval applications. Among the main challenges in this field is that of searching collections of documents in multiple languages, such as the Web and other, smaller and more-focused corpora.

There are several important criteria related to IR: relevance, recall, precision and fallout.

---

173 http://www.hatfield.com/517/
174 For more on reverse discovery see the section on Information Retrieval, below.
175 LITCentral maintains an excellent collection of sectoral studies, together with background papers, at http://www.litcentral.org/lit/engine.html?id=155
Relevance deals with the pertinence of the retrieved documents or information to the expressed request. Recall is the percentage of the total relevant documents retrieved by the search compared to the number of all relevant documents in the search collections.\textsuperscript{176} Precision is the percentage of relevant documents compared to the number of all retrieved results. Most Web users will be familiar with thousands of pages being returned for a search, many of which may repeat the same information or be irrelevant to the query. Fall Out is the complement to precision, the irrelevant documents returned in a search result set.\textsuperscript{177}

\textbf{The Semantic Web}

According to the W3C definition, the Semantic Web “is an extension of the current Web in which information is given well-defined meaning, better enabling computers and people to work in cooperation.”\textsuperscript{178} For the Web to become a truly machine-readable resource, the information it contains must be structured in a logical, comprehensive and transparent fashion. Current work can be divided into the development of tools for automatic, multilingual knowledge mark-up and formulating ontologies for presenting concepts from different cultures.\textsuperscript{179} An ontology is a “formal [i.e. machine-readable], explicit specification of a shared conceptualisation.”\textsuperscript{180} Ontologies increase search precision thanks to the use of concepts. Concepts are built into hierarchies with defined relationships and logical rules which set priorities and constraints within the relations. The mapping level shows the connections between lexicon, concepts and relations. Ontologies can be domain-oriented, task-oriented, application-oriented or general purpose, and are defined using mark-up languages. W3C supports the development of the Web Ontology Language, usually abbreviated as OWL.\textsuperscript{181}

The proliferation of unstructured material extant on the contemporary Web leads many to doubt the implementability of the Semantic Web vision. In economic and practical terms, the conversion and management of existing material and resources is thought to be too vast an undertaking. Nevertheless, work in the field continues, bringing NLP gradually closer to the field of knowledge representation.\textsuperscript{182}

\textbf{Machine translation}

Translation is a major issue for multinational companies and public bodies that need to pass documentation between different sites and departments. To ease this task, many automatic translation systems concentrate on specific subject domains with restricted controlled vocabularies. The Instant Web Site Translator offers Web page

\begin{itemize}
  \item [176] Recall is difficult to measure on the Web, since it is by necessity a variable figure.
  \item [177] NLK Information Retrieval is a mature subject area in its own right, and as such is covered in a dedicated chapter, below.
  \item [180] http://www.w3.org/2001/sw/search/metadata
  \item [181] OWL Web Ontology Language, Overview, W3C Recommendation 10 February 2004, http://www.w3.org/TR/owl-ref/
  \item [182] For much more on the Semantic Web see DigCULTThematic Issue 3 ‘Rendez-vous a Semantic Web for Heritage Resources’ available online at http://www.digcult.info/pages/Thematics.php
\end{itemize}
translation in thirteen languages (English, French, Spanish, German, Italian, Portuguese, Dutch, Greek, Traditional Chinese, Simplified Chinese, Japanese, Korean and Russian). The development of a system for query translation in a legislative document retrieval system is presented in Bowmarshy et al., 'Automatic Translation in Cross-Linguage Access to Legislative Databases,' available online from ERCIM. For a fun, practical demonstration of automated machine translation, try out the Diatolize This limited Web resource creates parodies of actual Web pages and text in dialects ranging from Cockney to Redneck, for example:

Stately, plump Buck Mulligan came from the stairhead, bearing a bowl of lather on which a mirror and a razor lay crossed. A yellow dressinggown, ungridded, was sustained gently behind him by the mild morning air.

Stately, plump Buck Mulligan came fun de stairhaid, bearin' some bowl ah lada' on which some miro' and some razor' lay crossed. A yellow dressin' gowns, ungridded, wuz sustained gently behind him by de mild mornin' air.

—from James Joyce, Ulysses, p. 1: standard and Jive versions.

While light-hearted, the Diatolize highlights the manipulability of textual language and the stages through which it can pass in search of understanding. In more serious usage, Web services such as Babel Fish and Freetranslation.com provide tools for automatic translation between real languages together with facilities for sending SMS messages in languages other than your own.

Summarisation and question answering

Computer-assisted summarisation produces shorter versions of texts, condensing the information while maintaining the crux of their structure and content. The primary benefits of summarised documents are the reduced time needed to get the gist of a document and the quicker contextualisation of large amounts of material. There are two basic approaches: producing a completely new text or building a new document on the basis of the source text by copying and modifying parts of it. Summarisation is used in applications where questions need to be answered not on the basis of predefined set of standard answers but rather on the basis of extracting information from documents or databases.

Summarisation comes into its own where the delivery of concise content is important. Applications include report generation, minutes from meetings, the processing of medical records, and Internet search engine results. Summarisation can also be used to provide...

183 http://www.worldlingos.com/products_services/website_translation.html
versions of documents from different points of view using weighted vocabularies. This technology will also benefit devices with smaller displays, such as palm PCs and mobile phones.

Cornell's Summarize software offers the functionality to summarise Web pages in real time as the user browses through them while simultaneously filtering out adverts and navigation items. The manufacturers claim that this speeds up the time needed to decide whether a Web page is useful or not.

Human interfaces

Human-Computer Interaction (HCI) deals with improving the ease of use of interfaces and systems. It covers equipment for data input and output as well as the ways in which communications are organised. System designers have not always paid as much attention to this important field as they do now, with the trend to offer more intuitive forms of interaction bringing communication closer to natural human languages. A recent development has been the introduction of spoken communication, providing benefits such as improved ease of use, improved speed characteristics and an easier-to-learn interface.

There was a time when all human-computer interaction was based on written command languages which were user-unfriendly and required a fair amount of training to use. Nowadays, the current tendency is to make human computer interaction more intuitive and closer to natural language in both its spoken and written forms. The ARISE project (Automatic Railway Information Systems for Europe) offers technological solutions which enable the automatic handling of a large volume of calls on travel schedules. Its technology combines speech recognition with techniques for dialogue modelling and question answering. SIGtal is the Special Interest Group on Discourse and Dialogue of the Association for Computational Linguistics (ACL).

Education and e-Learning

e-Learning is a new concept dealing with educational materials and systems in the electronic environment, adapting the cognitive processes in the learner and the overall organisation of the learning process. It relies on new methods for the preparation of study materials. e-Learning techniques tend to be based on a number of approaches including computer-aided instruction, Web-based learning, virtual schools and universities and computer-supported cooperative work. The advantages of e-Learning are most clearly seen in life-long learning, self-directed study, the growing number of learning objects and study materials and the potential for distance learning.

In e-Learning, the teacher/tutor need not be physically (or even virtually) present. In many cases his or her main function is to prepare materials for study. In this sense, NLP technologies could help with issues of multilingualism in learning materials, and adapting materials to the characteristics of a specific user according to a stored profile.

107 See the scenario on the Summarization of DigiNews Newspaper Articles, below, for more on this.
109 The most prominent HCI technologies are described below. See http://elp.cs.man.ac.uk/home/tip/Topics/DIGIT/Dialogue/ARISE/AriseFinal.doc
110 http://www.sigtal.org/
111 For more on e-Learning, see Digital Cultural Heritage: Thematic Base: E-Learning; Object from Cultural and Scientific Heritage Resources, available online at http://www.digicult.info/pages/Thematic.php
Brandon Hall’s estimate of growth in this sector is that the e-Learning market is likely to grow from US$10.3 billion (£6.44 billion) in 2002 to £83.1 billion (£68.1 billion) in 2006, eventually exceeding £212 billion (£175.7 billion) by 2011.\textsuperscript{13}

Text corpora

The World Wide Web could be considered as a gigantic multilingual (and predominantly textual) corpus. As the Web grows, methods of organising and using text corpora assume ever greater importance. In the years before the Web, corpora were primarily of interest to linguists, providing data for dictionary entries, and for language instruction.

Their role started to grow as a basis for example-led approaches to language study and machine translation.

Building usable text corpora is not easy. The resources collected in a corpus are usually numerous and corpora sizes are usually measured in millions of words. Besides the issue of digitising the texts themselves, it is also necessary to annotate the collection in such a way that it is usable for a variety of purposes.

The most popular encoding practices include the Text Encoding Initiative (TEI), founded in 1987 and the Corpus Encoding Standard (CES).\textsuperscript{15} TEI offers document type definitions (DTDs) for a variety of textual genres and types. CES is TEI-compliant, and prescribes minimal and subsequent corpus encoding levels.\textsuperscript{16} This standardises the encoding practice, and provides a basis for expectations of the quality of the corpus. According to the CES Web site:

Level 1 is the minimum encoding level required for CES conformance, including markup for gross document structure (major text divisions), down to the level of the paragraph. Level 2 requires that paragraph level elements are correctly marked, and (where possible) the function of rendition information at the sub-paragraph level is determined and elements marked accordingly. Level 3 is the most restrictive and refined level of markup for primary data. It places additional constraints on the encoding of s-units and quoted dialogue, and demands more sub-paragraph level tagging.\textsuperscript{17}

It is worth noting that corpora can also be annotated at a morphological level; the choice of depth of mark-up will always depend on the project’s overall aims.

Processing of ancient texts

Cultural and scientific heritage organisations often deal with very old historical texts. Work on these texts tends to meet certain difficulties: the specifics of the writing system used, the level of standardisation attained, and the linguistic variety of the texts. Texts are often written in unusual writing systems which may not be supported in terms of encoding and the availability of fonts. Despite the development of encoding standards

\begin{itemize}
  \item \textsuperscript{13} Gnosman R. [2005] Reading, Writing, Printing And Typing:  [http://www.dickens.com/stem/markets/education/article.php%22\textsuperscript{14}]
  \item \textsuperscript{14} http://www.tei-cs.org/  \textsuperscript{15} For a cultural heritage application example of TEI, see: DigCULT Digital Collections and the Management of Knowledge: Renaissance Exhibition Literature as a Case Study for the Digitisation of Rare Books and Images (February 2004); "Indexing Emblem Books on the Internet – the Opportunities offered by TEI", pp.71-77. Available online at [http://www.digcult.info/pages/special.php%22\textsuperscript{16}]
  \item \textsuperscript{16} http://www.cs.vanac.edu/CES/CES1.html
  \item \textsuperscript{17} http://www.cs.vanac.edu/CES/CES1-4.html
\end{itemize}
such as Unicode, there still remain problems with some historical scripts and their enduring popularity within the research community.\(^{197}\) A European example is the Old Cyrillic alphabet used in the historical documents of a number of Slavonic countries. Despite numerous discussions, these communities have been unable to reach an agreement on Old Cyrillic text encoding and interchange.\(^{198}\)

Finally, historical texts from some written traditions tend not to follow strict rules, instead offering much variety on orthographic, lexical and semantic levels. This can place specific conditions on the processing of such collections. In some cases, texts may be stored in normalised form while in others the normalised forms are achieved by means of mark-up elements.\(^{199}\)

### How Natural Language Processing Works

#### Introduction

There are two core problems for which NLP technologies seek solutions, namely: "How do humans use their natural languages in communications with computers?" and "How can computer tools assist humans in tasks involving the search for natural language documents stored digitally?" Each of these questions is concerned with understanding the meaning of a natural language text or with adding information to a text which can be easily processed in order to locate and extract the document according to some criteria.

#### Natural languages in communications with computers

This work looks at ways of extracting and codifying meaning according to human intentions, and based on analysis at seven distinct linguistic levels: Phonetics and Phonology, Orthography and Punctuation, Morphology, Syntax, Semantics, Pragmatics and Discourse. Not all technologies and tools deal with all seven levels, but it is important to understand the capabilities of a specific tool. The following paragraphs deal with each linguistic level in isolation:

##### Phonetics and Phonology

Phonetics is the science of sounds (phones), while phonology is the (language-specific) study of the ways in which sounds function. Phonology deals with three basic components:

- an inventory of phonological entities, a set of rules or constraints for describing the relations of these entities, and a framework for describing how the rules or constraints interact with each other to determine accurate formation of particular words or phrases."\(^{200}\)
Phonology is crucial for speech technologies. In automatic speech recognition, individual phonemes are distinguished and mapped to letters or groups of letters while, with text-to-speech technologies, phonological knowledge helps produce lifelike, convincing pronunciation and intonation.

Orthography and Punctuation

Orthography is a linguistic discipline which prescribes a set of rules for writing correctly in a specific language. The orthography of the English language, for example, is relatively complicated, causing difficulties in automatic speech recognition. Even when sounds themselves have been recognised, finding the respective word representation is not always straightforward.

Punctuation deals with the correct use of punctuation marks, in themselves a form of symbolic, structural mark-up. Knowledge of punctuation is important for text-to-speech systems in order to achieve realistic intonation. Systems generating written text also utilise punctuation rules to make their output easier to read.

Morphology

Morphology studies the structure of words, and included mechanisms for deriving new words or word forms. The smallest units in this linguistic discipline are the morphemes. Languages are classified into several groups depending on the ways in which their words accord to grammatical function. In isolating languages, the grammatical function of a word depends on the word order. In agglutinative languages, new word-forms come about by ‘gluing’ constituent parts of existing words together, with each part expressing a single definite meaning (e.g. one for a specific case, another for singular/plural person, a third for the gender, etc.) In inflective languages, word-forms change according to grammatical function, with one word-ending representing several grammatical characteristics at the same time.

Morphology has three basic mechanisms: inflection, derivation, and compounding. Inflection denotes a change in a word-form’s grammatical function, usually by adding a suffix and/or ending. Derivation denotes the cases where a word with a new meaning is received from another words by adding an affix. Affixes are morphemes added to a base (root) morpheme in order to create a new word form. Affixes can either precede the root (prefix) or follow it (suffix). Compounding denotes cases when a word with a new meaning comes about as a combination of two or more existing words.

Morphological analysis is essential in many NLP applications for classifying the word-forms that appear in a text. This is the first step towards grammatical parsing, and the attempt to extract a text’s meaning. In text retrieval, morphological analysis is important for finding matches to a query appearing in a form different from the query formulation (known as ‘fuzzy searching’).

We should note that the morphological models used in NLP differ according to the

---

201 From Greek ἀπόεικος (correct) and γράφει (to write)
202 In his seminal work Language (1935), the American linguist Leonard Bloomfield (1887–1949) defined morphemes as the “smallest meaningful unit in a given language.”
203 http://www.cogsci.princeton.edu/cgi-bin/wolfram
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language type. NLP’s early development was fundamentally influenced by models created for the English language, which is less complicated on this level than highly inflected languages such as Russian, Czech, German, and French.

Syntax

Syntax is the study of a text’s word order, with particular attention to sentences and individual clauses. The process of text analysis which attributes grammatical functions to individual words is known as parsing. This is done by splitting character strings into distinct units (or ‘tokens’) and then modelling the sentence structure as a hierarchical parse tree. Parsing software tends to be language-dependent.

In machine translation, hierarchical structures are used to map the representation of the text in the source language to the target language representation. In text retrieval, formal representation of syntactic structures allows us to look not only for keywords but also for the answers to textual questions.

If a sentence is grammatically correct but features instances of unknown words, it may still be possible to draw some meaning in it. A famous example is Lewis Carroll’s poem Jabberwocky, which begins:

Twas brillig, and the slithy toves
Did gyre and gimble in the wabe.
All mimsy were the borogoves,
And the manx rats outgrabe.254

Carroll’s verse appeals primarily to the senses, with onomatopoeic coinages of nouns and verbs side by side with standard conjunctions and determiners.255 Other sentences may be linguistically correct but without ascribable meaning, such as Chomsky’s famous example, “Colorless green ideas sleep furiously.”

Semantics

Semantics is the study of meaning.256 Natural languages differ from computer languages in that a single word is able (indeed likely) to have several meanings. The specific meaning of an instance of a word is derived from its context. These matters are covered by lexical semantics, which also deals with the study of relations between words, such as antonymy, homonymy, synonymy, and polysemy.

This type of knowledge is important in NLP for applications involving the understanding of natural language. It is also essential for text searching and retrieval since information on specific topics could be covered in documents where, for example, antonyms of the search term are used. Semantics is also crucial in branches of computer science such as knowledge representation. The Semantic Web concept also heavily depends on semantic meaning of documents on the Web.257

254: Lewis Carroll (1832–1898), Through the Looking-Glass.
255: Professor Lev Shchela has suggested a Russian equivalent ❭Глухой кустарник будет жить в безвестной долине. ❭
256: The word comes from the Old Greek, παραγος – sign Σημαστης – important meaning.
Pragmatics

The pragmatic level deals with knowledge which is not directly expressed in the document text but which may be essential for deriving its meaning. This knowledge may be known or unknown to the user. In many cases this has to do with classification: for example, a search for ‘birds in Europe’ should return results describing birds in Poland, Iceland and Portugal, since all of these countries are in Europe. This will be hugely important for text retrieval applications when it develops further.

Discourse

Discourse is the study of the different types of text structure. Discursive knowledge is crucial since texts such as encyclopaedia entries, technical documentation and business letters tend to have clearly defined structures, allowing the order of elements appearing within them to be formalised. This sort of knowledge is useful in the generation of texts of a specific type and for retrieval of documents from the same group – yet another area in which XML is of key importance.

Endnote

As we can see, there are a variety of models for presenting knowledge at different levels and granularities and many different algorithms or approaches to processing linguistic data. There are essentially two types of tasks being solved: analysis (of grammatical structure; of meaning – applied in text retrieval and machine translation) or synthesis (as applied in natural language generation – written and spoken). These approaches can also be distinguished according to the use of textual analysis, or mark-up. In the latter case, meaning is not extracted from analysis of the text but rather depends on the depth of the mark-up work. Another classification criterion is the distinction between written and spoken text. Most applications are directed towards one of these types, but there are mixed solutions where a text is initially generated in written form before text-to-speech technologies are applied to read it aloud.

The methods applied vary according to the specific aims of each NLP venture. Some come from linguistics and deal with the suggestion and use of formal language models of language applied over different linguistic levels. Other methods come from the field of statistics and are mainly applied to corpora materials. General computer science methods have also been applied in this field in order to offer better techniques and methods for search. Considering the huge amount of data which have to be processed, it is important for optimised methods for fast access and reference to be put in place.

Automatic voice and speech recognition

Definition

Automatic voice recognition (also known as speaker verification) is a form of biometric identification which involves the automated identification of a specific individual’s voice by checking his or her “voiceprint” against a previously recorded voiceprint database.
Natural Language Processing

involves a simpler process than speech recognition since there is no need to identify the content of the sound sequence, only the aural and vocal characteristics of the voice. During the process, the sound signal is digitized and then compared to previously recorded samples stored in a database. The result is simply a "yes" or "no" statement depending on whether the speaker is matched with the recorded voice.

Voice recognition is often used in call centers to replace such procedures as entering a PIN or password via the touchtone keys on the telephone. It can also be used alongside automatic mark-up tools to recognize a particular speaker's voice in conversation processing.\(^{209}\)

Automatic speech recognition is the branch of computer science dealing with systems that can recognize spoken text. The same term can be used more specifically to refer to the process of analysing digital audio signals to determine sounds and words uttered by a speaker. The terms speech recognition and voice recognition are often used interchangeably, however it is more correct to associate voice recognition with the identification of a particular speaker and speech recognition with the identification of words independent of their speaker. Of course, some tasks require both functions to be performed.

How does it work?

There are four main steps in the recognition process: input signal capturing; preliminary processing, recognising and communicating. For the first phase, the sound waves (usually generated by a microphone) are in a form that the computer cannot understand so the sound card must convert the analogue waveforms into digital audio sequences ("sound digitisation.")

At the preliminary processing stage, important features are extracted from the digital signal. It is parsed into segments which are then compared against a language-specific database of known phonemes. At the word level, phonetic sequences are compared with a known vocabulary or dictionary of words. Part of the database will consist of preliminary recorded sound patterns while the remainder is built with the assistance of the user who "teaches" the software by repeating keywords.\(^{210}\) The most common methodological approach used is the Hidden Markov Model.\(^{211}\) This statistical method recognizes speech by calculating the probabilities of phonemes appearing after a specific sound sequence of chosen length; a search procedure called a N-gram search is used to determine the string of phonemes with the highest probability.\(^{211}\) Different types of searches are used in the algorithm to increase its speed. One possibility is the use of lattice, arrays that record the beginning of each word and multiple endings reducing search times significantly.

In the final phase, the recognized words are passed to an external application, such as a word processor or database or (in the case of voice command recognition) to the command interpreter of the computer. According to a Forrester Research report, the current accuracy rate of speech recognition software is estimated at around 90%, approximately one error per sentence.\(^{212}\)

\(^{208}\) In the future, further make-up could potentially be added to indicate features such as emotion, entertain, or anger, although this would be very advanced.

\(^{209}\) Some contemporary systems recognize specific dialects.

\(^{210}\) This model is also used for other recognition tasks, such as optical character recognition.

\(^{211}\) These methods are described in more detail in Frederik Jelinek (1998), Artificial Methods for Speech Recognition, Prentice Hall.

Types of Speech Recognition

Speech recognition systems can be classified according to four main criteria: the way that words or phrases are spoken; single versus multiple speakers; particular of hardware set-up; and the potential for interactive voice response (IVR).

There are two types of system defined by the way words or phrases are spoken: discrete systems and continuous systems. In a discrete speech recognition system – typical of older applications in the field – words are pronounced separately. In current systems, this approach is used mostly as an add-on to IVR systems (see below). In continuous speech recognition systems, words are spoken in a natural, conversational manner. This way of speaking is more natural for the user than the discrete type. Continuous systems are faster than discrete systems, and are rapidly becoming dominant.

The single versus multiple speaker criterion categorises systems according to their ability to distinguish between a single, previously identified speaker (speaker-dependent) and many speakers (speaker-independent). Most desktop-level systems must be calibrated for the user’s voice, for example, the automatic substituting applications used on live television broadcasts and voice dialling for mobile telephones.213 Speaker-independent systems tend to have smaller vocabularies than speaker-dependent systems. This trade-off is made to ensure effective operation with a larger and broader user community. Speaker-independent systems are often found in menu-based applications, where user utterances can be predicted, or even limited to a certain set. One of the advantages of using speech recognition for these applications, in preference to IVR, is that they are hands-free for the user, increasing convenience and reducing data entry times.

Speech recognition software can be installed on the client or the server side. Speaker-dependent systems are installed mainly on single-user PCs, while multi-user speaker-independent systems are more often found on server-based systems. Most PC-based systems are single-user, speaker-dependent and employ continuous-recognition techniques. These incorporate dictation-type systems or hands-free user interfaces, enabling some people to perform tasks they could not otherwise carry out. Speaker-independent, continuous-recognition systems demand greater processing power and data storage requirements than speaker-dependent systems, hence these systems are predominantly sited on server-based systems.

Interactive voice response (IVR) systems are applications where a user’s commands are recognised via a telephone line. Typical applications are in banks for accounts enquiry, airline ticket reservations, customer services and call centres. Interactive voice-response systems have restricted speech recognition capabilities since many of the system’s functions are fulfilled pressing specific buttons on a telephone keypad. IVR systems provide output voice data either by using pre-recorded utterances that can be played back on demand or through text-to-speech technology (TTS). The primary advantage of TTS over pre-recorded speech is its capability to generate speech from any textual sequence.

213 The Transcriber tool assists the manual annotation of speech signals, particularly news broadcasts, helping users to transcribe long-duration speech recordings into segments, transcribe them, and label speech turns, topic changes and acoustic conditions: http://www.ita.kyoto-u.ac.jp/Projects/Transcriber/
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Benefits of Speech Recognition

Speech recognition offers several important benefits such as: providing easier ways for data entry, improving computer access for people with disabilities, protection against repetitive stress injury (RSI), freeing the user’s hands and eyes for other tasks, and potential cost savings.

Where is Speech Recognition used?

Speech recognition systems have become more commercially viable in recent years, assisted by advances in computational power and increases in computer memory capacities. Because of their technical limitations and high cost, ASR systems had previously only been found in very specialised applications. Callers can now use voice commands to perform numerous operations in areas including social services, stock trading, banking, insurance, travel and airline booking, goods tracking, restaurant and hotel reservation, and repeat medical prescriptions. The UbiSoft video game Rainbow Six 3 was one of the first to employ Fonix speech recognition features and players enjoy the facility for issuing computer-controlled characters with commands.214

Another option is to offer voice portals which can read Web content to users and follow their verbal commands. ASR is likely to be used in the near future for e-learning applications, online gambling, domestic applications (e.g. voice commands for ovens, heating systems, etc) and in wearable computing.

Text-to-speech and speech synthesis

Definitions

Speech synthesis and computer-generated speech technologies work in the opposite direction to the speech recognition process. Rather than taking sounds and analysing them, TTS systems take text strings and pronounce them aloud. Speech synthesis involves the application of computer science to the linguistic assistance of people with disabilities. It focuses on computer-generated speech for people who are unable to speak intelligibly. Multimodal speech synthesis uses visual aids, such as talking avatars, to complement synthesised speech with non-verbal information such as nodding, winking, and smiling.215 Since a large percentage of human communication is non-verbal, this complementary visual information helps facilitate the understanding and comprehension of synthesised speech.

How does it work?

Text-to-speech systems use three different technologies: formant synthesis, diphone concatenation and unit selection. Formant synthesis works using language-specific rules that simulate the generation of human speech. The software needed for this imposes only a

215 See DigiCULT Technology Watch Report 2, pp. 67-69; for much more on the current and potential uses of avatars in the heritage sector.
very small workload on computer resources. Diphone concatenation consists of defining phonetic speech units (such as allophones, diphones, and triphones) in text strings, and reproducing them by concatenation of pre-recorded sound units contained in a database. Complicated signal processing is performed allowing modification of the duration and pitch of speech units, as well as spectral smoothing of the signal at the concatenation points in order to provide a more lifelike effect. Special attention is paid to preliminary textual analysis to suggest the intonation that should be achieved.

Unit selection employs the generation of synthesised voices using a library of pre-recorded human speech units. This modern technique is characterised by the use of algorithms which search a database for the unit that most closely matches the necessary signal parameters, avoiding intensive signal processing.

**Where it is used?**

TTS systems are used to translate written information into aural information, especially in mobile applications such as voice-enabled e-mail and unified messaging. Systems can be built on TTS-engines which can be integrated into existing applications where synthetic speech serves as the information carrier, or these can be built into newly developed products or services. This approach offers a great degree of flexibility to application developers since it provides various means to operate with considerable amounts of dynamic text. As a result, costs can be reduced and developments accelerated by avoiding the need for pre-recorded prompts. The use of such an approach is illustrated by IBM’s Embedded ViaVoice Multiplatform Edition, which integrates speech technology into mobile devices such as smart phones and personal digital assistants (PDAs), giving users voice access to information from home or work. TTS is also used to assist visually impaired users via systems that automatically read the contents of the screen, and in voice portals on the Web. Some typical application fields of TTS systems are summarised below:

- **Education and Language Learning**: TTS engines are used in “edutainment” applications in conjunction with speech recognition engines. The software helps users to learn while interacting with animation characters or avatars, controlled by spoken commands. At the same time the pronunciation of the user is compared with that of a native speaker, and corresponding feedback is issued to the user.

- **Voice portals and interactive voice response systems**: Communication providers offer various information services via TTS systems, including event scheduling (movies, theatres, sport events, etc.), location-based weather reports, product details, pricing information and product availability. The latest voice portals rely on the combined use of speech recognition, text-to-speech and VoiceXML technologies, allowing callers to navigate Web sites. Dynamic Web content is accessed by spoken commands converted into text and used to query a database in real-time. The query results are then converted into audio and relayed to the user.

- **Telecommunications**: This includes auto maintenance and information services (news, convenience facilities and traffic reports) provided automatically. The service can be combined with GPS and wireless data communication technologies in order to offer driving directions and other location-based services.}


217 See the section on Location-Based Systems, below.
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- Desktop utilities. Developments in this area come in the shape of intelligent on-screen agents which communicate with users through voice or typed commands and which perform different tasks such as searching the Web or retrieving specific information. Query results can be displayed on-screen or spoken using TTS engines.
- Banking and e-Business applications. TTS applications are often integrated into tele-banking services to provide callers with constantly changing information such as prices, stock quotes and currency exchange rates. TTS is often used in e-Business for voice enabled solutions delivered through Web, middleware or telephony, speeding up the relay of information.
- Improved assistive. Screen readers can assist blind or visually impaired computer users by reading information aloud via TTS engines. Most packages are adaptable, and can be combined with other assisting technologies such as refreshable Braille displays like the Hal Screen Reader.216

Natural Language Understanding

Speech recognition involves a computer passing recognised utterances to an application without necessarily understanding what is being said. Comprehending the correct meaning of speech is the object Natural Language Understanding (NLU). This process combines the efforts of different sciences and technologies such as statistics, linguistics, artificial intelligence and speech recognition. It offers many advantages over conventional human-computer interaction techniques. For example, the elimination of complex and hard-to-remember commands, cumbersome menu options and key-actuated processes provide users with easy and transparent access to information and services, thus increasing their satisfaction and attention to their tasks.

The Voice-enabled Web

The Voice eXtensible Markup Language (VXML)217 is the basis of the voice-enabled Web and is to speech what HTML is to visual Web displays. The two differ in their means of delivery: where HTML provides visual applications delivered to the user’s display in the form of Web pages, VXML provides audio applications delivered over the telephone. The main difference between the traditional Web and the voice-enabled Web is that VXML users access the Web by means of speech recognition and touch-toms for input, and pre-recorded audio and TTS synthesis for output. VXML applications are accessed via a voice capable device that accepts audio and keypad input and delivers audio output. Mobile and standard telephones, together with some modern PDAs, meet these criteria.

Voice portals use telephones as a means for providing access to information repositories in a way similar to Web portals acting as information hubs for Internet users. Voice portals use voice-recognition technology to offer callers continuous access to information such as weather forecasts, stock quotes, business news and traffic reports, without the need for telephone touch pads or a dedicated operator.

216 http://www.dolphinuk.co.uk/index_dcs.htm
Natural Language Processing in the Heritage Sector

Introduction

The possibilities for Natural Language Processing in the heritage sector are, presumably, limitless; if language itself is central to human communication, near-term advances in NLP should empower our interaction with computers to a startling extent. Possible applications of this technology in the heritage sector include the presentation of collections, multimedia guides, improving access, information retrieval and multimedia guides. We consider each of these below.

Presentation of collections

Speech technologies and a museum visit: This could benefit two distinct groups of users: (i) visitors navigating a (real or online) collection who wish to receive audio guidance and background information; and (ii) visually-impaired visitors. Speech technologies are often incorporated in agents serving as virtual tour guides. These can be linked with multimedia guides in order to provide a fuller visiting experience.

Multilingualism: machine translation of collections information: Apart from countries with two or more official languages, most cultural and scientific heritage Web sites are monolingual. In the rare cases where an alternative language is available, it is usually English. This denies access to a sizable proportion of potential users. Given the high volume of information contained within Web sites, human translation of the materials may not be an efficient approach; instead NLP techniques could be used to provide translations into a host of languages. Some intricacies are bound to be lost in translation but the gist of the material should come through.

Summarisation of text for quick orientation: In time, this will enable curators to store long descriptions of objects and thus deliver targeted descriptions to users, depending on factors such as age, interests, experience and the type (and size) of device they are using. This also ties in with profile-driven collection presentation, a field of work expected to become more popular over the next few years. It is a labour-saving approach which cuts the time and effort involved in producing multiple presentations of collections according to a wide range of possible user profiles. This also links with issues of e-learning and social inclusion.

Text indexing

Text indexing applications analyse texts and assign keywords to them. Their first uses were in large bibliographic systems, but they are now more often associated with tools for the annotation of Web documents. Automatic XML mark-up of files is now possible.

See DigiCUL Technology Watch Report 2, particularly the chapter on Cultural Agents and Agents (pp. 67-89), for more on virtual tour guides. http://www.digicul.info/pages/technology.php
and tools exist for identifying dates and proper names in correspondence (for example), whether these are given in formal or informal style.221

Multimedia Guides

Multimedia guides allow the presentation of a subject using different types of data: texts, still images, animation, audio, and video. This can increase the attractiveness of the presentation and allows users to study the information in their preferred style. In previous years, multimedia guides were restricted to CD-ROM distribution, but with the development of Internet technologies, multimedia guides can be easily published on the World Wide Web. For example, the Art Institute of Chicago’s Cleopatra: A Multimedia Guide to Art of the Ancient World is “an interactive journey through the collection of ancient art” featuring the ancient cultures of Egypt, Greece, and Italy on the basis of the museum’s collection. It offers the user the choice between English and Spanish for the interface language.

The NLP issues which have to be taken into account in the various types of multimedia guides generally relate to the interface language and inbuilt capabilities for automatic translation into different languages. A growing trend in multimedia guides involves the use of PDA’s if users bring their own computers to an institution, managers no longer need to worry about buying and maintaining expensive and potentially temperamental machines.222 Furthermore, if the users’ mobile computers can automatically inform a central system of the language in which they prefer to receive content, further potential difficulties are alleviated. See O’Donnell, M. (2000) ‘Museum Audio Guides which Adapt to the User and Context’ for more on the possibilities for NLP and multimedia in the museum environment.223

Access for disabled users

Augmentive and alternative communication224 and adaptive technology are two terms dealing with enabling technologies for disabled users. NLP and speech technologies in particular play a major role in helping visually impaired users communicate with computers. Hearing impaired users can communicate with computers via avatars using sign language. Special symbolic input and output for users with motor impairments can be combined with specialised devices such as special keyboards, or eye mice.225

222 http://www.artic.edu/leas/
226 See DaptCULE Technology Brief Report 1, “Human Interfaces” (pp. 117–140) for more on this area.
Multilingual interfaces

Multilingual interfaces contribute to ease of use, reduction of the learning curve in mastering computer applications and improved information access.227 Language and speech technologies play a key role here. The discussion on building multilingual applications in library automation about 10 years ago was focused on controlled multilingual vocabularies.228 Current focal points of discussion and practical work include multilingual access via the World Wide Web, translation issues and questions of trans literation and characteristics. For example, the eTent Multilingual access to European Patent databases project funded by the European Commission’s Content programme aims at providing a European wide cross lingual repository of patent information in four languages.229

Information Retrieval (and the Semantic Web)

The rapid increase in the amount of material available on the Web can only deepen the problems of locating relevant information and objects. Bearing in mind the scattered collections on specific heritage topics, information retrieval has always been a key concern for our community. Building a comprehensive virtual library of resources, which may be scattered in numerous institutions in various countries, would require an unmanageable concentration of effort and would place unmanageable demands on financial and management resources. Current Web technologies offer another solution namely the ability to search expanding and distributed virtual collections of materials, prepared and maintained by different institutions. The development of such virtual distributed collections is not necessarily an organised action but rather a consequence of separate institutions acting in the interests of the same standards and goals. It would be misleading to claim complete coverage of any subject, but if the organisations apply similar standards for encoding, quality and level of detail, the results will serve the needs of researchers and citizens alike. From this point of view, issues of standardisation and quality of information encoding become ever more crucial.

Natural Language Processing embraces and overlaps many areas of computing which are on the surface unconcerned with spoken or written language. The Semantic Web is one such area worth watching in terms of the automation and standardisation of approach. Some organisations are already working on presentation of their collections according to the principles of the Semantic Web, e.g. the excellent Finnish Museums on the Semantic Web portal.230 Institutions wishing to harness Semantic Web capabilities will be obliged to adapt existing ontologies, or to create their own in concord with others.231

229 http://www.eu-projects.coe/epoami/
230 http://www.museum.cs.helsinki.fi/
Thems in much shared ground between research into Natural Language Processing and Information Retrieval (IR). For more on this overlap please see the section on Information Retrieval, below. The potential of the Semantic Web is covered in more detail in DiG/CULT thematic issue 7—Shaping a Semantic Web for Heritage Resources, available online at http://www.digcult.info/pages/Thema.php
Case Studies

**MUSA – MULTilingual Subtitling of multimedia content**

Developments in mass media and communication, such as digital TV and DVD, seem set to overcome the physical borders of countries, leading to the creation of a globalised media audience. In such a unified framework of mass communication, subtitling will play a critical role. In many countries, subtitling is the most commonly used method for conveying foreign language content to a native audience. However, the actual task of producing subtitles is an expensive and time-consuming task, and generally carried out manually. An hour-long programme, for example, typically requires between seven and fifteen hours of human effort.

In view of the expansion of digital television and the increasing demand for manipulating audiovisual content, tool producing subtitles in a multilingual setting are set to become indispensable for the subtitling industry. Operating in this setting, MUSA aims to develop a system combining speech recognition, advanced text analysis, and machine translation to help generate multilingual subtitles automatically. The system converts audio streams into text transcriptions, condenses and/or re-phrases the content to meet the spatio-temporal constraints of the subtitling process (i.e. the amount of characters that can appear on the screen at any one time), and produces draft translations in at least two language pairs. Three European languages are currently supported: English as source and target for subtitle generation, and French and Greek as subtitle translation target languages.

The MUSA project started on 1st October 2002 with an expected duration of thirty months. The total budget is €2,589,123 of which the European Union’s Fifth Framework Programme (FP5/IST) contributed €1,554,451. The project consortium comprises the **Institute for Language and Speech Processing** (Project Coordinator, Greece), **Katholieke Universiteit Leuven** (Belgium), **Systran** (France), **Lumière Cosmos Communications** (Greece), the **Centre for Dutch Language and Speech, and the British Broadcasting Corporation**. These participants cover the whole spectrum of organisations involved in the subtitling industry, from academics to content generators and broadcasters. The user partners (Lumière and the BBC) have provided all relevant system data, feedback concerning the best practices that are followed by professional human subtitlers and the structuring of the subtitling market. Current practices

---

and standards followed by the world’s major media groups form the basis on which MUSA’s subtitling component converts program transcripts to subtitles. Standardisation is performed along several parameters: spatial, temporal and editorial. The architecture for MUSA’s multilingual subtitling production line includes the following functional modules:

1. An English automatic speech recognition (ASR) sub-system for the transcription of audio streams into text, including the distinction between speech and non-speech sounds, speaker identification, and adaptation to a given speaker’s style;
2. A subtitling sub-system, producing English subtitles from English audio transcriptions. This aims to provide maximum comprehension while complying with spatio-temporal constraints and other linguistic parameters;
3. A multilingual translation sub-system, integrating machine translation, translation memories and terminological banks, for English-Greek and English-French translations.

The component modules of the automatic speech recogniser include a pre-processing stage, the acoustic model (AM), the language model (LM), the lexicon and the search engine. The speech recogniser accepts as input a pulse-code-modulated audio file of 16-bit samples at 16 kHz, and its output is a time-tagged text containing a word-by-word transcript of the input audio, with segments of transcript corresponding to sentences. The subtitling sub-system comprises the constraint formulation and calculation module, the text condensation module and the subtitle editing module. The input to the subtitling sub-system is an English transcript with time codes, words, segments, internal punctuation and speaker turns, and the output is the corresponding subtitles in English. The translation sub-system comprises the TeAID translation memory module and the Systran machine translation engine. Input to the translation sub-system is the English subtitles from the subtitling system, giving an output of Greek or French subtitles complete with time codes. All data exchange between the system components is performed via XML files obeying predefined DTDs. The French and/or Greek subtitles are linguistically processed and converted into the STL subtitile format. The formatted subtitles can then be viewed and edited in a subtitle editor.

The main challenging issues in developing the prototype were the performance of the speech recogniser under difficult noise conditions and the performance of the translation component in unrestricted subject domains. The former was alleviated by making use of

235 http://www.ehu.cl/
the script (or transcript) of the programme when available, while automatic customisation techniques were adopted for the latter.

An initial evaluation round has been performed at both component and system levels, with evaluation tasks being performed either automatically or by human judges. The MUSA speech recognition component has been evaluated by calculating word error rate and accuracy of the audio-transcript alignment. The subtitling component has been evaluated by human judges who scored the English subtitles produced for grammatic and semantic acceptability, and automatically by comparing the generated subtitles with a set of gold subtitles based on counting by n-gram word prediction. The translation component has been evaluated by human judges, rating each translated unit according to a set of scores. Apart from the evaluation of components with high quality input data, the same component has been evaluated with data resulting from the processing performed by the previous components in the processing chain. System evaluation has been performed by professional subtitlers, who were asked to correct the automatically generated and translated subtitles and record the time required to elevate system results to accepted industrial level output. The automatically-generated subtitles and the corrected versions have been automatically compared and the edit distance calculated. Overall results have been encouraging, especially when the speech recognition component is “aware” of the script or transcript of the programme. A further round of evaluations has been scheduled for the northern winter of 2004.

Experiments with other text comprehension or simplification techniques are ongoing and the MUSA prototype continues to develop. The interaction and integration of automated solutions with the whole programme production chain is under investigation, and tighter coupling with video processing techniques is among the main goals for the future. MUSA’s work sits at the heart of contemporary NLP research, dealing as it does with issues like interfacing content modalities, speech/text/video, and so on, in a commercial and scientific context. Given culture’s strong interrelations with language and its various uses and manifestations, the MUSA team believes that its work holds considerable benefits for the cultural community as a whole.

M-PIRO – Multilingual Personalised Information Objects—

The M-PIRO project was an IST-funded initiative concerned with developing the

---

256. This case study is based on an email interview with Dr Colin Matheson and Dr Jon Oberlander of the University of Edinburgh’s Language Technology Group, and on materials available on the Web at http://www lng.ed.ac.uk/mpiros/
language engineering aspects of Personalised Information Objects (entities capable of responding to requests for information by taking into account what requestors already know, what they are most interested in, and how the related information is to be made available) in virtual and other museum settings, with particular regard to their delivery across different languages. The project ran for three years from February 2000 to February 2003, and involved six partners: project coordinators at the University of Edinburgh (Scotland), Istituto Trentino di Cultura (Italy), the National Centre for Scientific Research “Demokritos”, the National and Kapodistrian University of Athens, the Foundation of the Hellenic World (Greece), and System Simulation Ltd (England). Over 300 person-months were spent on the project, representing an average of eight full-time researchers throughout. The total budget was just over €2M, the EU contribution being €1.25M.

M-PIRO took as its starting point the position that while it was easy to provide information about digital objects by, for example, clicking on the object in a browser, this kind of interaction did not provide information tailored to the user's interests or preferences or take into account the user's prior exchanges. For that to happen, the information needed to be stored in a different, non-textual fashion and transformed on demand into a spoken or written message in the language of the user. This language generation process took into account factors such as context and the user's personal preferences, so that it looked to the user as if the object had been stored all along as a Personalised Information Object. The project's main goal was thus to develop the language engineering aspects of Personalised Information Objects, concentrating on multilingual information delivery, in English, Greek, and Italian, for virtual and other cultural settings.

Many museums already provide hand held devices which act as multilingual spoken guides to collections of museum objects. Each description in the source language can be translated into descriptions in the target languages. For audio guides, these can be used in scripts for recordings in each language. However, a further complication arises when the descriptions also have to be personalised for individuals. Potentially many versions of each description have to be written, translated and recorded. This presents a significant problem of scale, exacerbated by the fact that new objects can be added to collections at any time, requiring new multiple descriptions in multiple languages. The M-PIRO approach was to harness symbolic author- and user-modelling techniques in order to address the scaling problem without demanding that knowledge experts become language engineers.

M-PIRO partners specifically set out to take technology originally developed for English and transfer it to other European languages, while at the same time improving user modelling and author support. The mix of project partners was specified at the outset to include the appropriate complementary expertise, with speech and language tech-

257 http://www.each.gr/umc/sitio/docs/vernaus_aprios_paper.pdf
http://www.tn.gr/ http://www.ed.co.uk/
259 M-PIRO project partners the National Museum of Scotland is one institution that offers such a service.
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technology specialists in each of the three languages, museum information providers, and system integrators with direct experience of working with museums. Previous experience with museum collaborators (in particular the National Museums of Scotland), and ongoing contacts with museums standards efforts (through System Simulation Ltd) helped anchor the technology work in the real world.

The main NLP technique involved in M-PIRO is called concept-to-text. This involves turning logical representations of museum objects into natural descriptive texts. The project also dealt with speech synthesis, concentrating on the provision of natural intonation. The natural language generation system tailors the texts at various levels, including the choice of content, syntactic structure, and vocabulary, so a description intended for a child will use simpler sentence structures and words, and will not contain advanced information such as references to background academic texts. The system will also tailor the description depending on the history of a particular interaction, drawing comparisons with previously accessed objects where appropriate.

The natural language generation capability is integrated with three key technologies: authoring, personalisation, and speech synthesis. An authoring environment was developed to allow non-experts in NLP (such as museum curators) to input descriptions of the objects in a user-friendly manner. The authoring environment was tightly integrated with the NLP engine, allowing users to preview the kind of text that would be generated. The generation system was also integrated with personalised information stored externally on a separate server, allowing the system to draw on a user’s existing knowledge when ‘deciding’ what to say. In general this meant that previously accessed information would not normally be repeated, maintaining the illusion of pre-stored personalisation.

Integration with speech synthesis was another of the M-PIRO project’s central concerns. Text-to-speech systems are widely available, but all suffer from the problem of poor quality intonation. It is currently impossible to construct an automatic analysis of the syntactic, semantic, and pragmatic aspects of the input, which means that the intonation which the synthesiser uses is often badly formed. Generated texts can contain all of the required information, and the project has developed techniques for driving the synthesiser by marking the output texts with information specifically designed to produce the correct intonation. Thus, for example, when a new object is introduced, the synthesiser will add phonological stress to the relevant words, making the results more understandable.

As with many NLP development systems, the crucial development personnel consisted of overlapping talents: programmers with knowledge of NLP issues, and computational linguists with experience of software development. The main M-PIRO project effort on generation, in Edinburgh, had exactly this mix of talents. This programming effort was backed up by scientific expertise which directed the main thrust of the research and kept
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the developing system in touch with theoretical concerns in the area. The project's central NLP capability also benefited from the design of postgraduate projects on the generation of aggregation and comparisons. These are relatively complex linguistic features, and MSc projects on both topics were completed during the project's lifetime. One student was subsequently sub-contracted to integrate the new components with the existing system.

From the point of view of both the partners and the reviewers, the project was a success. The multilingual aspects of the research benefited greatly from the facts that the project was conducted at EU level and that collaboration between partners was so extensive. Principal investigators at the University of Edinburgh, Dr Colin Matheson and Dr Jon Oberlander, felt that the knowledge-based NLP approach assumed by the M-PIRO consortium was the only way to achieve the precise tailoring, according to user type and interaction context, which was the central objective. There is currently no alternative method of connecting language-neutral representations of content with multilingual text.

Three significant evaluations of the project have been carried out; two during its lifespan and one after its finish. Throughout the project, experts in the museum community checked the text quality and content for acceptability and accuracy. In the latter stages, an integrated authoring environment and text previewing capability were evaluated in a series of texts performed at the Athens University of Economics and Business. The results showed that non-NLP experts were able to create and manipulate all aspects of the system with varying degrees of success but without serious problems. The main distinction was between text which were structured using the aggregation and comparison modules and those which were not. Results showed three things: that English and Greek users believed that they remembered more of the structured texts, that they actually did remember more of the content, and that they enjoyed the structured versions better.

The M-PIRO team believes that the system represents the state of the art in a number of NLP areas. The basic language generation techniques are fairly standard, but the range of tailoring — in the language used, the selected content, the syntactic structure, and the lexical choices — is unique. The control over the international aspects of speech synthesis is another first.

While these are not ‘core’ NLP concerns themselves, they are only really possible with an underlying NL engine and represent a unique bridge between language generation and the kind of expressive language which is necessary to present cultural content in a believable manner.

The consortium plans to collaborate on future development, and a number of proposals for EU funding have been submitted. The main areas for investigation involve the inclusion of Information Extraction and scaling up the current demonstrator to handle large amounts of data. Matheson and Oberlander acknowledge that the system has a number of legacy aspects which make system maintenance and expansion by anyone
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other than the development personnel extremely difficult.\footnote{It should be stressed that the software development was for demonstration purposes only – there was no attempt to produce a "industrial strength" program is the project. However, in terms of producing a viable demonstration only, the combination of the AI programming and linguistics work is ideal.} However, it will be possible to use the existing demonstrator and technical project deliverables as the specification for a partial or complete re-write of the system and it is felt that this may be the best route forward. Currently, the demonstrator works with relatively small numbers of hand-input objects and one way to extend the range of material would be to extract the information automatically from existing databases. The consortium is therefore looking for funding to adapt existing multilingual Information Extraction techniques to create the language-neutral resources required for generation. The resulting large databases would present a challenge to some aspects of the language generation engine, and so the issue of scaling the system up represents another challenge.

Scenarios

Automatic labelling of objects by audience

A contemporary gallery wants to extend access to its collections to user groups such as young children, teenagers, and those without any prior knowledge of modern art. The curator currently finds the task of writing descriptive labels frustrating, as many subtleties of meaning she would like to include are lost in the process of making them accessible and comprehensible for all user types. The management's decision to make the collections even more accessible seems likely to lead to yet more frustration for the curator, as the labels will need to be simplified even further.

The curator has a friend in a computer science department at a local university who tells her about new developments in Natural Language Processing which allow tagged words to be altered according to a schema and, thereby, drafted to appeal to a certain readership. The curator sees in this the possibility of delivering attractive and useful information to less knowledgeable visitors without depriving the more experienced of nuanced descriptions that they are equipped to digest.

For the trial rollout, the curator begins writing full, detailed, curator-level textual descriptions of a selection of the gallery's most popular exhibits. The descriptions are written with strict attention to control vocabularies, which the curator finds to be a time-consuming task. She also finds being limited to a certain lexicon frustrating at first, and feels that the full descriptions are repetitive and very dry. However, the curator's friend reassures and reminds her that the full descriptive texts will not be seen by anyone except fellow curators: on the contrary, the texts delivered to the gallery visitors will be modified, targeted versions of the full descriptions.

After cross-checking against the control vocabularies, the curator's texts are marked-up and stored in a simple MySQL database. According to the profile of the user who is currently in front of a given painting, the full description is recalled, modified, and the appropriate version delivered to the user. For example, the curator level descriptions can be simplified and transformed into material suitable for a seven year-old child to comprehend by selecting alternative words where necessary — for example, 'data' becomes 'numbers', a concept the child is more likely to understand — and the lengths of sentences and the description as a whole are restricted appropriately.
The tailored descriptions are delivered to small monitors positioned next to the artworks. Future planned developments include the delivery of other learning materials to these small screens, linked to the targeted labels. The user profiles can also be harnessed to help with delivering the object labels in text sizes, colours and fonts that the users will be most likely to find attractive and accessible; a form of skin technology.

This development also opens up the possibility of providing automatic visit summaries using radio frequency identification (RFID) tags to track visitor movements including links between the objects viewed and resources for further study. The NLP system proves to be a very valuable addition to the gallery’s technological repertoire, allowing the curators a much-improved level of flexibility when sharing their considerable expertise across different platforms and user groups. A possible future development will be to expand the system to include text-to-speech delivery to mobile phone headsets via Bluetooth.243

Speech-to-text, with simultaneous automated mark-up, for an interactive visitor centre guestbook

The manager of a scientific heritage site is carrying out her annual informal appraisal of the visitor centre’s attractions. Leading through the visitor comments book located in the shop, she notes that many of the active and interactive displays have attracted praise and compliments. A visitors’ book, however, seems a little archaic and incongruous in comparison with the shiny technological developments that surround it.

The manager consults colleagues and contacts in the sector on how they feel the feedback process could be enlivened and made more attractive to visitors who are, perhaps, uncomfortable with the written word. One of them suggests a more interactive experience, powered by speech-to-text technologies. Using a regular PC with basic software, a unidirectional microphone and a data projector, a system is designed to bring a significant amount of flexibility and fun into the feedback process. The unidirectional microphone is necessary to prevent ambient noise from a busy, nearby shop compromising the quality of the recorded speech. A keyboard is also included which allows users to type in non-standard words, which the software then associates with the phonemes to allow automatic vocabulary ‘learning’ for future recurrences.

After in-house testing (in which the staff thoroughly enjoys participating), the system goes live. Visitors are encouraged to speak their comments into a microphone and watch as their words are converted into nicely formatted text, incorporated into Flash animations and projected onto a large screen above the centre’s entrance. A language filter is employed to prevent inappropriate language being used. This is a major advantage over the paper guestbook, which allows no automatic moderation and therefore requires frequent Tipp-Ex censorship from the manager.

The system is a hit, with feedback numbers doubling almost overnight. Visitors especially enjoy the interactive element that comes from the system’s reply to their statements. Seeing their names and comments beamed in colour all around the shop is a magical way for young children in particular to remember their day out at the centre. The Flash animations can be linked with certain themes which illustrate and add value and meaning to the exhibits on show that day. The automatic learning functionality is popular with school-age children, who seem surprised and delighted when the system recognises their slang phrases and buzzwords.

243 For a early, real-life application of similar technologies see ILEX – Intelligent Labelling Explorer, http://www.hcis.ed.ac.uk/ilex/
But the system’s users do not end with the projections above the exit door. The manager realises that the user comments could be repurposed for different features, both within the centre and on the Web site. With automatic mark-up applied to the comments at the moment of conversion from speech to text, the comments can be stored in a database and re-accessed online by the users for a given period after their visit. Particularly favourable comments can be re-purposed for publicity materials and Web testimonies. In time, the manager hopes to adapt the system to allow multilingual conversion, opening the feedback process to speakers of other major European languages.

**Summarisation of digitised newspaper articles**

Contextualisation is a currently one of the hot topics in the field of Natural Language Processing. Automated machine reading saves a great deal of time in research and can help identify useful and previously undiscovered sources for research and reference. It can also allow researchers to exclude irrelevant material quickly. In addition, distilled versions of much longer texts can be used to assist in studying the effects of textual artefacts on social and cultural history.

With all this in mind, a newspaper archive is interested in providing quick comparisons of different newspapers in times of conflict. The archivist is particularly interested in the vocabulary used by journalists of different political leanings and suspects that such a service would be of interest to other journalists, academics and Web researchers from all over the world.

In collaboration with a university computing science department, which provides the team with an able student as part of his postgraduate assessment/development, an algorithm is devised that works its way through a selected subset of the corpus, condensing each article into a single sentence or paragraph as required. The algorithm is designed to allow the user to define a set of keywords and the keyword vocabularies to be linked to the sources imported from Open Source projects.

The summaries produced by the program can be presented in different ways for quick contextualisation. In time, the summaries themselves can be condensed further to form the basis of a visualisation in the form of a chart which outlines the political positions of different newspapers over designated periods of time. The subtleties of some newspaper propagandists had previously escaped scholars. Historical and political research could also benefit from close (human) readings of material which had previously been considered fairly innocuous. This is of substantial benefit to critics presenting New Historicism and Cultural Materialist readings of literary texts. While the need to read the articles in full is by no means obviated, critics and researchers find a quick overview before starting close readings to be significantly time saving.

In time, the algorithm can be modified and expanded to cover other topic areas and vocabularies. It can be continually refined as different subject areas present different challenges. The basic framework is flexible enough to benefit researchers from a variety of disciplines and approaches. When the project team releases its work to the Open Source community it attracts a number of enthusiastic users from unexpected areas.

**Using text-to-speech to improve accessibility to learning materials for in-house handheld devices**

A natural history museum wishes to improve the accessibility of its collections for blind and partially sighted users. The museum already holds a large repertoire of learning
objects, and has gained permissions for access to external resources, including Web sites and databases maintained by friendly organisations in other countries. The curators wish to merge and/or contrast some of these external materials with their own resources to enable a more seamless learning experience. Their fear is that producing audio versions of all of the resources one-by-one would be very time-consuming, would restrict the potential re-uses of the materials and would necessitate a near-impossible level of communication and cooperation between the different institutions. The curators also fear that an unacceptable amount of time would be lost in dealing with administrative work and translating materials between languages.

One of the curators looks into text-to-speech (TTS) technologies and, after consultation with experts in the field, he concludes that this would be an option worth exploring. There are a number of TTS technologies available on the market. After determining the minimum requirements the system would have to meet, the first decision the team has to make concerns which particular technology to deploy. While the museum's technical manager is highly supportive of the project, its funding is extremely tight and every cent counts. After consulting with experienced peers and colleagues, the project leader is directed towards an Open Source TTS application that meets the project's needs.244 Although the system is less polished and sophisticated than some commercially available programs, the curator is aware that its Open Source status is likely to mean a broad and enthusiastic user/support group. Hence, he decides to go with this application.

The products of the TTS system are linked with existing learning materials using XML, allowing files to be re-purposed for a variety of different platforms. In time the system is extended to allow delivery of TTS to hand-held devices as well, with headphones supplied by the visitor information desk staff in order to prevent disturbances to visitors who prefer the more traditional museum environment. The system is a success with visitors, and opens up more of the museum's treasures than ever before to a wider section of society.

Advantages and Disadvantages

Introduction

If we accept that knowledge cannot be shared without a common language,245 every Natural Language Processing application must be fundamentally concerned with the transfer of concepts. In other words, the primary aim of NLP work should be the better understanding of cultural heritage sector materials and the delivery of content in ways that meet specific user needs as squarely as possible.

We now present a short list of the specific advantages and disadvantages, benefits and risks that the development of Natural Language Processing applications and techniques may hold for the cultural and scientific heritage sector. While a different list could be drawn up for each branch of NLP, the points below are broad, and intended to apply to the topic as a whole. The points which should be most obvious are (i) that NLP is of

244 Examples of such applications include Pro-TTS (http://free.tts.sourceforge.net/docs/index.php); Pixoo (http://www.speech.cs.cmu.edu/libr/); and PicTual (http://www.cse.cuhk.edu.hk/projects/PicTual/)
great benefit in terms of access to information, and (ii) that the variety and complexity of the approaches are likely to mean a steep and possibly intimidating learning curve.

Advantages

**Improved access to information sources** – The application of specialised information retrieval techniques leads to higher rates of recall during information searches. Indexing and summarisation methods save time and effort in searches for very specific information. The combination of these methods (in conjunction with semantic capabilities) leads to improved levels of precision and accuracy, minimised fallout and faster search times.

**Focused, attractive and convenient access** – The possibilities for reading untranslated texts in one’s own language/dialect, or hearing explanations delivered at an appropriate level of detail, are attractive for all. They save time and effort compared to reading texts in foreign languages. Additionally, one’s own language/dialect is the natural carrier for comprehension of content. This has been a major driving force in the study and improvement of human-computer interfaces and is a much friendlier means of delivery.

**Building and accessing large, linked virtual collections** – Natural Language Processing technologies facilitate the unification of scattered resources, both in geographic and in computer networking terms. The real challenges in this area are ensuring that materials collected together belong to the same class, are linked appropriately, and that the virtual collections are as complete as possible. Semantic Web technologies, in particular the use of ontologies, will play a large part in solving such issues in the near future.

**Improved access for disabled people** – Visually-impaired people benefit from the application of modern speech technologies. Hearing-impaired people can follow content delivered by an avatar through sign language, in conjunction with standard textual or multimedia material.

Disadvantages

**Lack of user confidence** – The new abundance of information sources can cause the feeling that something has been missed. Here, the quality of retrieval tools (and the linguistic knowledge incorporated in them) becomes crucial in ensuring users that search results are both accurate and exhaustive. In recent years, the importance of knowledge representation techniques has come to the forefront. This can play a significant part in providing an overview of topics and their interrelations.

**The primacy of digital materials** – NLP systems are (and seem likely to remain) restricted to materials available in digital form, thus missing printed material that is unavailable in digital format. In networked/Web-based systems, users are unable to retrieve, access, and locate non-networked resources. The growing tendency to look for information solely on the Web without recourse to more traditional sources such as libraries may result in important documents being overlooked. For organisations that grasp the importance of ‘going digital’, crucial issues are the primary entry of materials, quality standards and the choice of appropriate encoding and mark-up standards. These lead to questions of digitisation and text entry, and the quality/accuracy issues that fol-
low. Current EC priorities focus on improving access to digitised collections, not on the
digitisation process itself. While many States have made important steps towards making
their cultural and scientific heritage material available electronically, this is less true for
most accession countries. As a result, there is a real danger that their voices will not be
heard on the Web.

Issues of precision and recall — It is impossible to give precise and persistent meas-
ures of precision and recall for the Web due to its dynamic nature and the difficulties in
searching the Deep Web. However, even if we imagine a static collection of 100,000 doc-
uments with 99% search precision, presentation of a lengthy list of irrelevant or partially-
relevant results is unacceptable. Bearing in mind the fact that the average person can
retain only seven objects in short-term memory, it seems outside normal human ability
to absorb such quantities of data. 247

Variety of approaches across different sectors — General-purpose ontologies are
not suitable for specialised cultural heritage sector applications, necessitating the building
of compatible topic-specific cultural ontologies. For this reason, it is important to pro-
mote innovative best practices and standardisation, despite the rapid (and potentially dis-
parate) development of the technologies.

Potential divisions — NLP may contribute in narrowing the ‘information literacy
divide’, and to the ‘digital divide’. The differences in access levels across information
technologies, together with the effort and expertise required for the presentation of
heritage materials, contribute to deepen the digital divide. Those who become skilled
in the use of modern NLP and IR technologies will be increasingly successful in find-
ing what they seek. Educational systems will need to be adapted to nurture the most
essential skills in this respect, otherwise — even in countries where the digital divide is
not pronounced — the potential for isolation through a lack of information literacy will
grow.

Introducing the Technology

Selecting a Specification and Development Environment

The introduction of Natural Language technologies will require organisational man-
agement to produce a clear picture of the aims of the project. Issues which need to be
clarified will include the following:

1. What are the fundamental aims of the NLP? Potential uses will include: offering
resources in textual form in a single language; offering resources in multiple lan-
guages; offering tools for text/information retrieval; offering personalised documents
to a variety of user groups and improving access to the less able. The last of these
provides a further question: What will be the characteristics of the different user
groups to whom the systems will cater? Such profiles will cover level of detail of
information, appropriate sentence lengths, the use of specific terminology and levels
of interest in specific topics.
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2. What particular technology best answers these needs? If an organisation is concerned about providing better means for searching its collections, the following considerations might help:

<table>
<thead>
<tr>
<th>Type of search</th>
<th>Structured Query</th>
<th>Keyword</th>
<th>Natural Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tools</td>
<td>Formal query</td>
<td>Use of keywords; some knowledge of Boolean logic</td>
<td>Parsers</td>
</tr>
<tr>
<td>Applicability</td>
<td>Databases</td>
<td>Full text</td>
<td>Specific domains</td>
</tr>
<tr>
<td>Best for?</td>
<td>Restricted use requires special training</td>
<td>Wide use; most people understand this type of search</td>
<td>Widest use</td>
</tr>
</tbody>
</table>

3. In what form is the bulk of the information which the organisation wants to be presented?
4. What NLP tasks should be involved? Will the system deal with the generation of content, its analysis, or a combination of the two?
5. Will access be offered to documents in written form alone, or will speech technologies be incorporated? If the latter course is preferred, what hardware will be necessary and how will this interface with existing systems?
6. Is it planned to offer tools for disabled users? What tools are best suited to this task?
7. What language(s) will be most familiar to the intended audience? Will it be necessary to provide translation in other languages and, if so, how accurate/graceful must the translations be?

Technological Infrastructure Issues

Apart from technologies which involve audio processes (such as Text-to-Speech and Speech-to-Text), most current NLP technologies do not require specific hardware and will run quite happily on a standard desktop computer. Most commercial applications, such as those used for machine translation, require investment in dedicated software and maintenance. If an organisation plans to obtain commercial software products, it would be wise to conduct research into the products, standards and quality requirements, as well as contacting comparable organisations that have implemented similar solutions. It would also be worthwhile to check whether there are organisations with similar existing resources and to investigate the option of building a shared, virtual collection.

Another important question is what information the organisation already has in electronic form, and what migration tools would be necessary for its reuse. It will be important to choose appropriate standards for digitisation, text-encoding and mark-up to an appropriate level.

Staff and Policy Issues

Natural Language Processing is as human-centred a technology as there is and, as a result, staff members will be of crucial importance in the developments, uptake and acceptance of NLP technologies. This is particularly so in projects concerning the collec-
tion of materials in digital form, and efforts should be made to ensure that staff members have access to attractive, straightforward and friendly tools for data entry and editing.

The following issues should be discussed in advance:

1. Are there specific linguistic levels which need to be processed for example, is morphological analysis essential for the application? Do these require advanced skills from staff members involved in data entry and preparation? Will training be needed?
2. What will be the best and most efficient way to explain to staff and users what the system can and cannot do? How can this be made obvious within the interface?
3. How can staff and user frustration be minimized? Frustration often creeps in when a system is not intuitive and easy to learn. Should staff members and users be advised to scrutinise system results carefully, or should new software tools be developed which guarantee higher quality, potentially over a smaller subset of content objects?
INFORMATION RETRIEVAL

Executive Summary

Information Retrieval (IR) technologies have become almost ubiquitous in the presentation and use of cultural heritage content since the rise of the information network. IR is second only to email in terms of users’ online activities, encapsulating everything from a Google search to data-mining the Deep Web, from automatic summarisation to personalisation of information, and from metadata to content-based multimedia retrieval.

These technologies are intrinsic to the reliable and efficient discovery and access of cultural content, especially over networks such as the World Wide Web. IR technologies now seem inseparable from the Web, which demonstrates both their necessity and their long-term effects on the way in which we seek and use information. IR and knowledge discovery technologies have revolutionised research methods and brought about a new mode of accessing digital cultural assets.

In technical terms, IR can be challenging. While a basic string search in electronic text is relatively simple, models for improving relevance, efficiency and accuracy are constantly undergoing development. Some text retrieval model approaches include defining relevance by number of occurrences, Boolean (matching logic constructions), vector (retrieving results from two overlapping result sets) and the ‘Google-approach’ (using hyperlinks to determine relevance). IR for non-textual media (without relying on metadata, i.e. content-based) is extremely complex and not yet reliable. Techniques currently in development include image colour analysis, audio or visual ‘cues’ in digital video, and shape recognition.

Innovative IR technologies such as content-based retrieval and summarisation will facilitate ever more efficient discovery of knowledge and digital objects, freeing the user from time-consuming, repetitive and error-prone tasks. Adoption of this technology is likely to have a lasting impact on the sector and, in the future, could reduce the need to attach textual metadata to digital objects.

Distributed retrieval and data mining are already widely used in the sciences and although case-based reasoning and agent architectures are universally applicable, they remain under-utilised in the cultural heritage sector. These methodologies could be beneficial to the preservation and use of cultural content but their potentials have not yet been fully exploited by the sector. To date, the cultural heritage sector has been most concerned with issues surrounding text retrieval, metadata and, more recently, content-based media retrieval.

Newer IR technologies are being adapted to increase the value of digital cultural heritage resources by:

- Increasing the accuracy, efficiency and reliability of basic searching/retrieval tasks;
- Providing new functionality in both text and multi-
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-媒体搜索（例如，文本摘要、数字化视频的自动分割等）；
-从元数据中提取内容；
-通过自然语言查询资源；
-解锁“深网”以实现知识发现。

正如后面将要说明的，信息检索是一个大规模和普遍存在的主题，文本和检索资源的表示和检索都是已建立的领域。

有一种实质性重叠，即在“数据资产管理”（Digital Asset Management）和“文化遗产信息技术”（DigiCULT Technology Heritage）这两个领域中。

报告的第二部分包括了数据集成技术和方法，后者在某些情况下可能由于非学术需求而被推动。

为了实现这个目标，首先要确保用户可以访问到相关资源。通常，这些资源是包含于多个不同平台上和不同组织中的。因此，信息检索在任何情况下都是一个关键问题。

检索引擎已经成为了今天互联网的基石，通过搜索引擎，用户可以搜索到各种各样的信息。这些搜索引擎不断地在更新和优化，以提高检索结果的准确性和相关性。

在文化遗产领域，信息检索的应用也非常广泛。例如，在博物馆或图书馆中，信息检索技术可以帮助用户快速找到他们感兴趣的信息。通过搜索引擎，用户可以搜索到各种各样的信息。这些搜索引擎不断地在更新和优化，以提高检索结果的准确性和相关性。

在文化遗产领域，信息检索的应用也非常广泛。例如，在博物馆或图书馆中，信息检索技术可以帮助用户快速找到他们感兴趣的信息。通过搜索引擎，用户可以搜索到各种各样的信息。这些搜索引擎不断地在更新和优化，以提高检索结果的准确性和相关性。

An Introduction to Information Retrieval

Information Retrieval (IR) is a near-ubiquitous activity for any user of the Internet, electronic catalogues, databases, or computerised collections of any kind. IR technologies power every kind of automated search and, along with appropriate methods of data storage and representation, are vital to the access and discovery of information and materials. With the exception of email, which has been driven up in recent years due to spam, information retrieval is the most common network activity. All readers are likely to have used some kind of IR technology, whether searching a library catalogue, browsing an image collection, or simply “Googling” on the Web.

Information Retrieval is a relatively old technology compared with others covered in this report and it has been well explored and exploited by computer systems users and developers alike. However, IR is by no means a static field; it must constantly adapt to the changing volumes, characteristics, and accessibility of information in the Information Age. Their ubiquity can make these technologies difficult to approach since they are considered by many to be a fundamental part of computer literacy. However, IR – perhaps more than any other technology we have covered – has a vast range of inherent diversity.

248 See also the complimentary DigiCULT Thematic Issue 6: Resource Discovery Technologies for the Heritage Sector (June 2004), which concentrates on user-directed approaches to resource discovery. The position paper “Putting the Users First” by Gunther Gose, pp. 7-12, gives an overview of current and future applications from the perspective of an academic and educational user. Available online at http://www.digicult.info/papers/Themes.php
in strategies, complexity, and development, from the simplest of computerised text comparisons, to innovation in the field of content-based digital media retrieval.

IR technologies have already had a huge impact on the cultural and scientific heritage sector, enabling users to access both specific information and discrete objects from the vast amount of data presented to them. However, some IR techniques are less mature than others and innovative solutions can be combined with older technologies to create new means for information discovery, presentation and personalisation.202

**Background**

A broad subject area, there are almost as many definitions of Information Retrieval as there are information retrievers. The term itself refers generically to “actions, methods and procedures for recovering stored data to provide information on a given subject.”203 In the cultural and scientific heritage sector, IR is particularly appropriate for the recovery of relevant information or media objects from large collections, the retrieval of information across diverse methods of storage and its meaningful presentation to the user.204

Information Retrieval is inherently linked to systems of storage and representation, but these topics are too large to be covered in any detail within this chapter and are instead mentioned only where they specifically relate to the IR technology in question. This report will also avoid a discussion of IR technologies within single storage, representation and recovery systems as this has previously been covered in other DigiCULT publications.205

**History of IR**

Organising information in ways that will aid its eventual discovery is not a new technique. Well over 2000 years ago, Greek and Latin scholars included tables of contents at the beginning of their work and employed hierarchies of information such as chapters and sub-headings. Around 250 BC, the Library of Alexandria offered an early catalogue system by means of pinaxs, painted tablets or signs probably hung above the stored parchments. This systems divided works into six poetic genres and at least five sections of prose – history, rhetoric, philosophy, medicine and law – each category alphabetised by author as a further aid. Variations on this system were used in libraries until the late 1800s when the organisation and placing of books became centred on subject rather than author. In 1876, American librarian Melvil Dewey published a “classification and subject index for cataloguing and arranging the books and pamphlets of a library”, detailing a representation system to aid retrieval that is still used in libraries all over the world. It revolutionised book classification by attaching identity to the book (by means of decimal

202 DigiCULT’s complimentary publication DigiCULT Theme Issue 6: Resource Discovery Technologies for the Heritage Sector (June 2005) is freely available online from http://www.digicult.info/pages/6themes.php
203 For more examples try typing ‘Define:information retrieval’ into the Google search box.
206 A good description of the development of information retrieval over the years can be found in LEKIR, M. The Seven Ages of Information Retrieval http://leirk.com/mikek/ages/ages.html
Information Retrieval

numbering), rather than the shelf, and introducing the concept of relative rather than absolute positioning.\textsuperscript{254}

In 1943, Vannevar Bush published an article envisaging quick access to all of humanities accumulated knowledge and just short of 60 years later this dream is becoming a reality.\textsuperscript{255} The information revolution brought with it the application of computer processing power to retrieval of documents and data, with two major distinct approaches: analysis of information for retrieval (e.g. manual indexing or artificial intelligence for identification) and statistical processing (e.g. fully automated probabilistic retrieval techniques).

The 1950s saw the birth of the first information retrieval systems as we would think of them today. Early systems included the use of concordances (alphabetical listings of every word in the document), often in the form of KeyWord in Context (KWIC) indices. Specialist machinery such as Calvin N. Moores’ notched cards and the IFRLS Searching Selector began to appear, before digital systems gained popularity and rendered these specialist systems obsolete.\textsuperscript{256} By the end of the 1950s, Hans Peter Luhn had described statistical retrieval and automatic indexing and in 1960, the probabilistic model of IR, was founded.\textsuperscript{257} The concepts of precision, recall, and evaluation for improving retrieval were defined shortly afterwards. The advent of computerized databases meant that indices could become far more detailed, and this (along with the growth of computer typesetting and word processing) led to free text searching, a task far more suited to computers than to humans. Systems such as SMART and DIALOG further developed IR techniques,\textsuperscript{258} and by the late 1980s IR had been incorporated into some personal computer systems.

IR technologies were driven by changes in hardware. The steadily dropping price of storage discs facilitated time-sharing systems, leading to the information storage revolution of the 1990s. New technologies in turn prompted greater understanding of the techniques and methods of retrieval. The early 1990s saw the first large-scale information services utilizing probabilistic retrieval,\textsuperscript{259} multimedia storage in the form of databases, and, of course, the popularisation of the Internet and World Wide Web.

The Web explosion has had an immeasurable effect on both the demand for and supply of appropriate information retrieval technologies. As the amount of content available online steadily grows, so does the demand for effective information retrieval technologies. Moving on from free text searching, search engines have become virtually essential to anybody attempting to navigate the Web. Whilst the techniques first conceived in the 1950s have been refined and developed, more complex technologies (and representation standards) have evolved, often hand-in-hand with Human Language Technologies.\textsuperscript{260} In order to increase the relevance of the results set, IR systems can now contextualise a search not only on the content of one specific query and the structure of the document but also on user profiles and preferences. Intelligent agents can be used to personalise retrieval, and the fields of information extraction, summarisation, and data mining con-

\begin{itemize}
\item \textsuperscript{254} A detailed history of document retrieval within libraries can be found at http://www.999books.com/Paul/Online/P4/ConText/history.html
\item \textsuperscript{255} RUMLEY, J. (1945) “An Improved Searcher” in The Atlantic Monthly vol. 176, no. 1, July 1945, 101–108
\item \textsuperscript{256} More detail on the WRLS Searching Selector can be found at http://www/rlc.rice.edu/rls/risp/risn.htm
\item \textsuperscript{257} MARON, M.E. and J.L. KUHNS, (1963) “On retrieval, probabilistic indexing and information retrieval” Journal of the ACM, vol. 7, no. 3, 216 – 244
\item \textsuperscript{258} For more information on SMART (System for the Mechanical Analysis and Retrieval of Texts) see SALTON, G. (ed.) (1971) The SMART Retrieval System: Experiments in Automatic Document Processing Prentice Hall, Englewood Cliffs, New Jersey. DIALOG can be explored at http://www.dialog.com/
\item \textsuperscript{259} For example, Webline: http://www.webline.com
\item \textsuperscript{260} See the section on Natural Language Processing above.
\end{itemize}
time to develop. Information management systems are commonly used to facilitate searching online repositories,\(^{26}\) and the first effective content-based retrieval systems (e.g. IBM’s Query By Image Content - QBIC)\(^{26}\) have been appearing on the Web. Some technologies are already ubiquitous in the digital age, while the potential for others in the cultural and scientific heritage sector is only now being discovered. Some of these, yet still in the developmental stage, have the potential to become influential, even central to the discovery of information, as digital media and the modern Internet mature.

Principles of IR

Whilst Information Retrieval is a wide and varied subject area, most IR systems rely on a few basic principles and assumptions. To consider the principles of IR, best, it is important to define those areas and activities which are not strictly part of information retrieval, although there is necessarily an overlap.

N.B. It would be outside the scope of this Technology Watch Report to discuss the indexing, storage, or representation of information. This is a large subject area in its own right and, although it is inherently linked to the retrieval of information, we will concentrate on retrieval technologies, only making reference to issues of representation where necessary.

Browsing versus searching

The first distinction is that between browsing and searching. Both activities are user-initiated and can lead to the discovery of information, but they are approached in different ways and require different methods. When browsing, a user manually explores different areas such as directories\(^{27}\) or Web pages, navigating between them to find the information required. The user is in control of the avenues to explore but has to adapt to the structure, naming conventions and design of the directory in order to guess correctly where the necessary information is located. The discovery process is slow in comparison with an automated search. However, thematically linked resources are grouped together, enabling users to locate much potentially relevant material at the same time. Browsing also facilitates the serendipitous discovery of information as users manually explore possibilities whilst iteratively refining or widening their initial query.

Searching, on the other hand, allows a user to specify a particular information need which, after being phrased or converted into a query language, is used by the computer to search for a document or item that matches the query within a specified information set. Searching utilizes the fast processing power of the computer but it is the specifics of the query and searching algorithm that define the results, rather than the user. The goal of information retrieval, as opposed to browsing, is immediate random access to the data. Although both searching and browsing are valid means of discovering information, it is only in searching activities that technological information retrieval techniques are used.

---


\(^{27}\) It is available online at http://www.dipdigital.info/pages/twdrouch.php

\(^{28}\) http://www.gisc.iamed.es/ismc/

\(^{29}\) Examples of popular online directories are the Open Directory Project (http://dmoz.org/) and the Yahoo! Web Site Directory (http://www.yahoo.com/).
Information and data

Another important concept is that of information versus data. Although often used synonymously, these terms have different meanings. Data are raw facts and, alone, have no inherent meaning. When these data are collected, structured, analysed or interpreted, they become information. Information is data in a usable form. It is important to note that data and information can operate in different modes; linguistic, visual, and auditory data are fundamentally different and the mode affects how we receive and understand them.

Consequently, information retrieval and data retrieval are slightly different tasks with different methodology and techniques. The table below shows some of the differences in the approaches to information and data retrieval.

<table>
<thead>
<tr>
<th></th>
<th>Data Retrieval</th>
<th>Information Retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching</td>
<td>Exact Match</td>
<td>Partial or 'best' match</td>
</tr>
<tr>
<td>Model</td>
<td>Deterministic</td>
<td>Probabilistic</td>
</tr>
<tr>
<td>Query language</td>
<td>Artificial</td>
<td>Natural (or as close to natural as possible)</td>
</tr>
<tr>
<td>Query Specification</td>
<td>Complete</td>
<td>Incomplete</td>
</tr>
<tr>
<td>Items returned</td>
<td>Matching</td>
<td>Relevant</td>
</tr>
<tr>
<td>Error response</td>
<td>Sensitive</td>
<td>Inaccurate</td>
</tr>
</tbody>
</table>

Table 1: Adapted from C.J. Van Rijsbergen, Information Retrieval, p.2

The layer of interpretation required to turn data into information leads to some of the complexities demonstrated in the table: how do we achieve a 'best' match? How can we ensure a computer can 'understand' an incomplete query in a natural language? How do we define relevance? Answers to these questions will depend on the corpus (or corpora) being queried. Information retrieval strategies tend to be domain-sensitive, and the act of locating a piece of recorded music will differ greatly from finding its sheet equivalent. As we can see, IR is an art as well as a science.

Structured and unstructured information

Information and data both exist in structured (e.g. a standardised database) and unstructured formats (e.g. free text). This affects the approach to retrieval. Querying data within a database uses the system's knowledge of the structure and can be made very efficient. However, converting all information into a highly structured format is time-consuming, difficult and requires the application of standards such as mark-up languages or field definitions. String comparison techniques provide retrieval that is still possible with plain/unformatted text, and more complex retrieval methods are developing for the retrieval of other unstructured media.

Similarity as relevance

Perhaps the most fundamental concept within IR is that of similarity as relevance where a document's relevance is based on how similar it is to the query. A human being can
establish the relevance of an object to a particular query by assimilating and understanding its content and context. A computer has no inherent intelligence, therefore a model is required to define and quantify relevance. As this concept is at the heart of IR, theory and practice; much past and current research on the improvement of IR systems is concentrated on the relevance model.26

For textual IR, similarity could be defined by matching a particular word or phrase (a string comparison) to a similar use of vocabulary in the document and the query or to text with the same meaning as the query even when words used may be different (semantic similarity). In other media, components can be compared in the same manner. For example, an image can be analysed to produce a colour histogram, which can then be compared to other histograms to retrieve images with the same colour palette. As this example demonstrates, similarity as relevance, whilst an excellent basis for an Information Retrieval system, is only useful in terms of the aspect under comparison – images with a high level of colour similarity, for example, may be completely different in terms of shape, texture and subject. The goal of any IR system is to retrieve as many relevant objects as possible, whilst avoiding including non-relevant objects in the results set.

**Precision and recall**

Another major concept in IR, is that of precision and recall. "Precision" refers to the proportion of retrieved documents that are relevant to the query, while "recall" refers to the proportion of relevant documents that are retrieved. In other words, "recall" refers to how well the system finds what the user is seeking, and "precision" describes how well it excludes what the user is not seeking. Say, for example, a user searches for ‘Schoenberg’ in a corpus of 1000 documents, twenty-five of which refer to the composer. If the search returns twenty documents, and only fifteen of these are actually relevant, this means ten relevant documents were missed, giving overall recall and precision figures of 60% (15/25) and 75% (15/20) respectively.26

For several decades, precision and recall have been the primary measurements which define the accuracy of an IR system. Testing different queries indicates an inversely proportional relationship between precision and recall in current IR systems; a very specific query will lead to a high level of precision in the retrieved results, whilst it may miss some documents which would have been relevant (low recall) – the converse is true for a vague query. This inversely proportional relationship is a practical (e.g. linguistics) rather than a theoretical constraint. The perfect IR system would have 100% precision and 100% recall but, partly due to the fact that retrieval can only be as good as the formulation of the initial query, this situation has yet to be achieved in a real world, large scale application.

It may be borne in mind that relevance can only be measured effectively by the person who carried out the search. It can change over time in different situations and for different users. Furthermore, an object’s relevance cannot be defined as simply true or false. Objects may be completely, somewhat, slightly or not at all relevant. Computers cannot measure the relevance of a document to a user in a quantitative way although attempts at measuring precision and recall are being carried out as part of the US National

---

26 Of course the spelling issue of ‘Schoenberg’ vs ‘Schoenberg’ vs ‘Schoenborg’ may complicate matters here, potentially leading to lower levels of precision and recall.
Institute of Standards and Technology’s Text Retrieval series of conferences (TREC).xvii

**Exact match and best match**

As its name suggests, the ‘exact match’ retrieval model returns results which satisfy a condition as true or false. For example, users searching for “this exact phrase” need to be sure that every document or object returned matches the condition. Information retrieval using the ‘best match’ model will return results in a non-binary state. Results do not have to satisfy precisely the query given and are assigned relevance scores by the IR system before being presented to the user, usually ranked by relevance. Whereas information (as opposed to data) retrieval systems are insensitive to small errors, retrieval systems based on exact matching will not return results which contain errors, no matter how small. A mistake in either the query or the data being searched will result in the object not being returned.

While Table 1 (above) shows that exact match is used in data retrieval whilst best match is used in information retrieval, in reality the two techniques are often combined. Some studies have shown that expert users of IR systems prefer exact match to best match,xviii and that exact match can provide greater user control over what is retrieved, especially when searching very large sets.

**Where IR is Currently Used, and How**

As IR is such a large topic area, it would be impractical to provide a comprehensive view of where and how it is being used. Therefore, this report will concentrate on areas which are particularly relevant to cultural and scientific heritage: information retrieval from the Web, content-based multimedia retrieval, automatic summarisation and extraction, and multi- or trans-lingual information retrieval.

**Retrieving Information from the Web**

The World Wide Web is still the fastest growing part of the Internet. Web searching has become an activity natural to all kinds of researcher from IT specialists to schoolchildren. Presenting information online and enabling the general public to discover it became a necessary part of the development of any large institution or company after the Web explosion of the mid-to-late 1990s, and the rush to create online content (or to make existing content available online) powered the dot.com boom. Discovering content on the Web can take several different forms: using a search engine, searching an online catalogue; searching a specialised system or Digital Asset Management System,xix and browsing through categories, directories, or following hypertext links.

There are hundreds of thousands of search engines, directories and link sites. It is estimated that these sites generate around 95% of all Web traffic and over 90% of referrals to

---

a typical Web site. However, many of these search engines are restricted to one Web site (often “Powered by Google”) therefore, in practical terms, the number of significant search engines is an order of magnitude less. Indeed, the top fifteen search engines generate over 90% of all search engine traffic. At the beginning of 2003, the search engines with the largest databases were Google, AllTheWeb, and AltaVista. The search engine itself has become a competitive commodity, with many hundreds of Web pages such as Search Engine Watch and Search Engine Showdown comparing the relative merits of each. Google planned to float on the stock exchange in mid-to-late 2004.

The Online Public Access Catalog (OPAC) is a Web catalogue of a library collection that is available to the public. Many libraries now make their OPAC publicly accessible via the Web, allowing users to retrieve information about collections directly from a library’s Web site by means of relatively simple text comparison technologies. OPAC is merely one example of the thousands of online catalogues which present electronic records to enable users to discover information about tangible objects. However, as more and more collections are being digitised, and heritage institutions are increasingly cataloguing ‘born digital’ collections, a more specific type of system – a Digital Asset Management System (DAMS) – is needed to handle the representation, storage, and retrieval of these digital objects. Specialised systems of this type are numerous and varied, the precise technologies used being dependent on the needs of the collection and its users. However, at present most DAMS rely on the textual metadata attached to digital objects to retrieve them. The emphasis is on methods and means of representation rather than the retrieval algorithm itself.

Although valid and well-used means of information discovery on the Web, activities such as following the link structures of hypertext or browsing directories do not rely explicitly on IR technologies. These activities are initiated and carried out by user decisions rather than automatic retrieval algorithms and therefore will not be discussed in detail here.

The Semantic Web is the proposed successor to the World Wide Web, and will allow automated agents to garner meaning from Web resources, rather than just searching for text. In time, it is hoped that this will alter the dynamic between user and information in the IR process. It should be stressed that the Semantic Web is necessarily utopian; it is discussed in much greater depth in DigiCULT Thematic Issue 3: Towards a Semantic Web for Heritage Resources.

Content-based multimedia retrieval

Early work on image retrieval began in the late 1970s, and has been a hot topic with IR researchers ever since. Initial methods concentrated not on visual techniques, but rather on the textual annotation of images for retrieval. However, automatic creation of meaningful annotations for sets of images is not (yet) feasible, requiring non-textual media still to be manually marked up. This is an expensive and time-consuming task.

270 A quick Google search for “search engine account for” revealed many different Web sites of variable authorship; quoting slight variations on these figures.
http://www.copernic.com/
273 Available online at http://www.digicult.info/pages/Thomson.php
Since the popularisation of the Internet (and digital image and audio formats), the number of digital media objects has grown dramatically, highlighting the need for information retrieval techniques based on content rather than text mark-up. Image retrieval technologies, although still not mature, have received significantly more attention than other media, namely digital audio and video. These three areas can be complementary in terms of research and development, however current work in each medium will be considered separately.²⁷⁴

**Visual IR**

Although not particularly well known, there are existing applications which, to various levels of reliability, retrieve images from large sets based on analysis of content. IBM’s Query By Image Content (QBIC) is currently being implemented at the State Hermitage Museum in St. Petersburg, Russia, to allow content-based access to its digital collection of world famous art.²⁷⁵ Another system is Surfimage from the IMEDIA project at the Institut National de Recherche en Informatique et en Automatique in France.²⁷⁶ Surfimage extracts low and high level features from images and uses the feedback from users to help define relevance for retrieval. Blobworld considers the colour and texture of segmented image regions (blobs) and allows a lot of user control over aspects of each blob to find matches.²⁷⁷ SIMPLex (Semantics-sensitive Integrated Matching for Picture Libraries) classifies images according to semantic differences, such as indoors or outdoors, before retrieving similar images based on statistical analysis of different regions.²⁷⁸ Other European projects and experiments include Collage, SCULTPEUR, and ARTISTE.²⁷⁹

Content-based IR has many applications beyond searching digital image archives. For example, aerial and satellite photos are vital for research in earth and space sciences, as well as the military. Examples of applications in other sectors include: facial or fingerprint recognition for security purposes; biochemical research e.g. DNA matching or retrieving similar molecules for experimental drug research; medical applications, such as diagnosis by visual recognition of abnormal tissue mass; advertising and design, such as selecting images to match a particular colour scheme, or providing a content-based online shop—

²⁷⁴ A good introduction can be found in AGRRAIN, P et al Content-based Representation and Retrieval of Visual Media A State-of-the-art Review which is available online at http://www.sipirpace.com/sagivas/MITAP.pdf

²⁷⁵ To search the museum’s collection with QBIC, go to http://www.hermitagemuseum.org/cgi-bin/db/itnet/search.exe?plcbis=0&lang=English


²⁷⁷ Blobworld can be tried at http://alibi.cshb.kyoto-u.ac.jp/programs/blobworld.html

²⁷⁸ http://www.tics.ltn.unive.it/research/research/regionsearch/show.php

ping catalogue to improve sales. Possibilities for future applications are wide-ranging. Some potential applications for the cultural and scientific heritage sector are: finding similar architectural shapes, discovering media pertaining to historical events for education or broadcasting; and developing the technologies for reliably discovering images from large collections and archives.

Audio Retrieval

Content-based retrieval of audio has traditionally received less research attention than image retrieval, but as an information carrier the auditory channel cannot be ignored. While audio analysis is used in a wide range of areas from criminal forensics to musicology, content-based audio retrieval applications remain somewhat limited. One example of a working system is Soundspotter, currently used by Mitsubishi Electronic Research Laboratories to develop MediaFinder, a new interface for searching large media collections. Soundspotter uses pattern matching on audio feature vectors to identify the most similar sound files in a collection.

With the growing popularity of digital audio systems such as Apple’s iPod, the limitations of long text lists to describe collections are becoming more and more apparent. Other new interfaces for the retrieval of files from large corpora (a single iPod can hold 10,000 audio tracks comfortably, making users themselves into mobile corpora) are required to manage and access their comparatively huge amounts of data. Recognition techniques such as those utilised by Shazam, which allows users to identify songs using their mobile phones, are a first step in this direction.

Bringing it together – IR of video materials

While techniques for audio and still image retrieval are reasonably well established, combining these two for the retrieval of digital moving images is still in its infancy. Although the subject of a great deal of research in recent years, much of this research has concentrated on automatic indexing and representation strategies such as automatic metadata extraction and segmentation, stopping short of developing actual new retrieval technologies. There are, therefore, still relatively few working applications for retrieving video by content. Institutions such as IRCAM and Carnegie Mellon University, with the Informedia project, are furthering research and development in content-based retrieval of moving image materials. The CaoVideo project, begun in 1997 by IBM’s Visual Media Management Group, incorporates retrieval by content, utilising human language technologies. The Video Mail Retrieval project uses language recognition on the audio tracks of video messages, and incorporates a content-based audio and video retrieval system. VisualSeek provides colour and spatial querying similar to QBIC and adds, amongst other features, querying by motion for video clips. Although not a fully-fledged content-based video retrieval system, the European CHronicles Online (ECHO)

282 http://www.shazam.com
283 http://www.ircam.fr; http://www.informedia.cs.cmu.edu/
284 http://data1.dina.uib.no/projects/corpus.htm#. See the section on Natural Language Processing, above, for more in this area.
284 http://mi.org.cam.ac.uk/research/Projects/mt1/mt1.html
285 Although the VisualSeek Java interface is available online at http://www.cs.columbia.edu/VisualSEEK/, the system’s test data are not available.
project presents a digital audiovisual library, utilizing content-based techniques such as moving object and face recognition for retrieval. 591

**Other uses of Content-Based IR**

As well as the obvious potential application of searching large collections without the need for descriptive metadata, there are other valuable uses for content-based retrieval. These include: the fast identification of previously recorded footage in the broadcasting industry for added functionality in home entertainment; the management of art galleries and museums, e.g. for visitor tracking; and retrieving media linked to Geographic Information Systems. 592

**Extraction and Summarisation**

The growth in the number of digital document collections in recent years has already been mentioned as one of the factors driving IR development. The sheer amount of information potentially accessible is of huge importance to one particular subset of IR technologies: information extraction and summarisation. In common with other IR techniques such as searching, information extraction (IE) allows users more easily to access the objects most relevant to their needs. However, IE also provides the facility for integrating this information into an existing user environment. Extraction technologies differ from retrieval technologies: instead of indicating which objects are relevant to users, IE systems extract the relevant information from those objects, maintaining a link to the original document for reference. 593 Summarisation technologies amalgamate aspects of a document (which are identified by IE systems) in order to provide a more concise representation of its contents. An object summary can speed up the comprehension of the object for both IR systems and users themselves. An example of a basic summarisation tool is Microsoft’s ‘AutoSummarise’ feature. Taken together, these technologies are crucial to the production of high-speed, efficient IR systems for large amounts of data, and have great potential for the means of delivery of information to users.

When applied to textual media, these technologies are intrinsically linked to natural language processing, and are dependent to a large extent on the accuracy of NLP technology. Although this chapter mainly considers extraction and summarisation related to textual media, there is a great deal of overlap in the technologies of retrieval, extraction, and summarisation for multimedia objects. Automatic feature extraction from media with generally larger file sizes (images, audio, and video) allows the production of document representations which greatly speed up the retrieval process. Another means of speeding up the retrieval process is by machine learning, whereby programs use a form of artificial intelligence to analyse frequent requests, associating search terms with popular resources. This can be as simple as basic statistical analysis or can employ more complex summarisation techniques. This topic is discussed more fully in the paragraphs on content-based retrieval, below.

---


297 See the section on Location-Based Systems, above.


299 Some aspects of extraction and summarisation are discussed in the chapter on Human Language Technologies in this Technology Watch Report.
IE and summarisation are currently used in both research and commercial applications, most commonly in distilling information for intelligence agencies. But their future potential for the education, medicine, commerce and heritage sectors or in the use of any large body of text, is immediately apparent. The RC-funded HEICLE project provides a concept-based filtering and categorisation tool for financial texts (such as newspaper reports), while Dialog's NewsEdge software provides an industry news extraction and summarisation service.

On a more generic level, the PROTEUS project at New York University is developing an IE system for English, Japanese, Spanish, and Chinese texts. In addition to extraction, Teragram claims that its Summarizer software provides a summarisation solution which can condense documents to various lengths (suitable for different output devices) in all European and Asian languages. There are many other similar products offered commercially on the Web.

There are relatively few applications developed specifically for cultural and scientific heritage collections: the General Architecture for Text Engineering (GATE) has digital library applications; summarisation is discussed by the Presses Digital Library, and Infomedia has developed tools for summarising video data. While mature European applications are rare, research continues across the world, and extraction and summarisation are hot topics for text-themed conferences, such as 2004's Document Understanding Conference series.

In addition to their integration into IR systems, applications for extraction and summarisation in the heritage sector are wide-ranging. These include: clipping/highlighting of textual collections of any kind; the generation of natural languages from formal output representations; and automatic database population for analysis and research.

There is no clear boundary separating IR from extraction as the systems are so often merged. In a nutshell, IE can be thought of as 'understanding' the text, rather than just counting and manipulating words; in an ideal situation, IE could quickly deliver the most salient content of documents to the user, saving significant amounts of time.

298 For example, FASTLUIS http://www.cs.ucc.ie/~76/Terpdev/fats.html was developed in response to the needs of a government's intelligence community. Lockheed Martin http://www.lockheedmartin.com/.
299 http://www.uam.es/pagina/investigacion/npregs frais.htm
301 http://dip.cs.ucy.ac.uk/
302 http://www.tengram.com/solutions/summarinter.htm
304 http://www.informedia.cs.cmu.edu/
306 For more information, see http://www.slpr.lat.gov/projects/doc/pubs/2004papers/aft.pdf
Translingual Information Retrieval

Information Retrieval in more that one language is particularly useful in Europe where valuable cultural and scientific heritage information can be inaccessible to users who do not speak the language in which it is presented. Due to the overlap with the chapter on Natural Language Processing, above, this topic will be discussed only in as much as it relates specifically to IR.

There are several successful European projects which facilitate trans- or multi-lingual IR. One of the first systems was developed within the European Multilingual Information Retrieval (EMIR) project between 1991 and 1994 and dealt with French, German and English retrieval. This work was continued in other projects, and contributed towards the EXTRAKT linguistic engine which is itself being used to facilitate other multilingual-focused projects. Clarity, based at Sheffield University, is an EU-funded project which aims to provide cross-lingual IR for text and audio documents with minimal reliance on translation. Techniques being investigated include organisation based on concept, identification of style and summarisation. The Cross Language Evaluation Forum (CLEF) provides a means of testing IR systems for European languages; LIMBER, (Language Independent Metadata Browsing of European Resources) supports multilingual access to Web data; and PEKING (People and Knowledge Cross-lingual Information Gathering) aims to provide cross-lingual knowledge management. Balkan WinNet has developed a multi-lingual database of Balkan languages and is particularly innovative in its attempts to represent semantic relationships between words.

Natural language question answering and fuzzy searches are now possible across language barriers. A list of approaches can be found in Claire Rémy’s EUROMAP article, "Natural Language Querying."
How Information Retrieval Technologies Work

Introduction

Understanding the principles of IR, as briefly outlined above, will give readers a good initial understanding of the challenges behind effective information retrieval. Instead of considering the details of engineering an appropriate IR solution, this section will demonstrate how certain existing technologies work by using examples familiar to the heritage sector.

Information Retrieval Models

Many IR systems are designed on a generic model which abstracts the actual retrieval process: If the model is a good approximation of the real ad hoc retrieval situation, the conclusions it provides will be valuable and should lead to a clear and effective retrieval implementation.

![Information Retrieval Diagram](Image)

This diagram shows typical components involved in an information retrieval task. A user has an information need which is represented in a query language of some sort (which could include natural language). Objects can be represented by keywords, although this is not always necessary (e.g. for free text searching). In some IR systems, particularly when dealing with non-textual objects, the object representations are stored separately to increase the speed of the comparison process. Results are then returned to the user who may refine the query as a consequence. This report is not concerned with the representation and indexing portions of the diagram, but concentrates instead on the comparison algorithm—the process responsible for deciding which results are retrieved and which are excluded. This comparison process could comprise one or more different search strategies, as described below.

Components of a retrieval model depend on a typical use case scenario: the documents (at item and collection level), searching activity and the user. All these must be considered. For example, are the documents in different formats or different languages? Are they structured, unstructured or semi-structured (e.g. XML)? Are their subjects thematically linked or widely diverse? Who are the users likely to be? What is their likely search expertise? What is their range of knowledge about the documents and collection likely to be? Will they be performing in depth or trivial searches, or both?
Search Strategies

Boolean

Named after George Boole, the first professor of mathematics at University College Cork, Ireland, the term 'Boolean' refers to logical expressions, with variables which can only be true or false. Boolean “operators” such as AND, NOT and OR can be combined to produce very versatile conditions which can then be applied to a set of data. An example of a Boolean-type search is 'Samuel AND Beckett,' which will retrieve only documents containing both words, and 'theatre OR theater,' which will return documents containing either spelling.

Testing whether documents match these criteria (i.e. return a TRUE result) leads to very efficient searching. In fact, the clear, unambiguous formulation of Boolean queries has a number of advantages and works particularly well with expert searchers who know exactly what they are looking for. However, a TRUE or FALSE result by its nature produces an exact match rather than a best match from data and, therefore, has all the associated drawbacks of exact matching as described above. The Boolean strategy, whilst relatively simple to explain, can create problems for novice searchers, and the simplicity of the basic operators belies quite complex logic which can make query formulation a time-consuming and error-prone task. Boolean search systems tend to have a strong inverse correlation between precision and recall, limiting the theoretical ideal of absolute recall of completely relevant documents. The difficulty in producing an appropriately sized results set increases with the size of the collection. However, the predictable, highly controllable and efficient nature of Boolean searching means that it is still extremely popular and suited to many applications.

The most basic Boolean search does not rank documents according to relevance, but simply lists all those which satisfy the conditions of the query. However, the results of a Boolean query can be ranked and ordered by incorporating techniques such as the frequency of the query terms within a document, their relative proximity or their semantic importance. This produces a model which allows users to identify more easily the relevant documents but it is still only an exact match model. One further problem with the Boolean retrieval model is that, because the returned documents closely match expectations based on the query, it is easy for the user to overlook the fact that relevant documents may have been missed out – 100% recall is unlikely with Boolean systems.

Vector space retrieval

The vector retrieval model approaches the notion of similarity from a geometrical perspective. Its underlying assumption is that any text object (e.g. a document or a query) can be represented as a "vector", a line plotted in theoretical multi-dimensional space, where each term corresponds to one ‘direction.’ Each query and document are plotted as lines from the point of origin, and the more query terms the document satisfies the smaller the angle between document vector and query vector. Documents with lesser similarity will create a greater angle between the vectors, similarity is inversely related to the angle between them.

Vectors are linearly independent, i.e. the value along one axis does not imply any value along another axis. It is possible to include term frequency or ‘importance’ into the vec-
tor space model by altering the values along axes, but at its simplest the value is assigned to be 1 if the term is present in the document, and 0 if it is not. The following example uses three query terms (Shakespeare, theatre and Romeo) on three documents:

<table>
<thead>
<tr>
<th>Contains?</th>
<th>Doc1</th>
<th>Doc2</th>
<th>Doc3</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shakespeare</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Theatre</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Romeo</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

In three-dimensional space, the angle between the Doc2 and Query vectors is smallest, indicating the greatest level of similarity. If a document contained all three search terms it would occupy the same vector as the query, resulting in a different angle of $0^\circ = \text{an exact match}$. This model can be extended into as many dimensions as there are terms in the query, leading to a robust determination of the best match.

The process of vector space retrieval was largely developed between 1960 and 1999 at Cornell University for the SMART retrieval system and is now the most common model used in contemporary IR systems. Vector space retrieval allows users to enter free text queries with documents being ranked according to relevance. Unlike a Boolean search, this model will retrieve objects which do not match the search criteria exactly. The point at which an object is excluded for not matching closely enough will vary from system to system and relevance thresholds must, therefore, be set.

**Probabilistic retrieval**

Probabilistic IR relies on estimating probabilities for certain parameters, for example: the probability that a particular term occurs within a relevant document; the probability that the term also occurs in a non-relevant document; and the probability that the term is salient to the content of any document, regardless of relevance. These estimates are used to calculate the overall probability that a document is relevant to the query. The probabilistic model is currently less used than others, although it is claimed that it pro-
vides a more successful approach to dealing with the inherent vagueness of information retrieval.

**A note on Relevance Feedback**

Relevance feedback is not a model for information retrieval itself, but an important part of many models. Human evaluation of a results set fed back into the model addresses one of the basic problems of IR – that relevance is subjective, semantic, and task- and user-dependent. This prevents an automated process from ever being able to judge reliably whether a returned object is, in fact, relevant. As demonstrated on the generic model diagram, above, users can redefine their information needs and queries by drawing conclusions about the relevance of the results set. However, relevance feedback is formally included in many contemporary IR systems to improve the retrieval algorithm interactively. This is particularly useful in content-based retrieval systems, where relevance is often much more difficult to define than simply matching a text string. For example, when searching a set of images by content, a user may be asked to define each image as relevant or non-relevant to a query. These data are then incorporated into the IR system and considered next time a query returns those particular objects. With enough data on what other users found to be useful (or not useful), the automated process can act intelligently in selecting a results set and eventually improve both the precision and the recall of the searching algorithm.

**Document Representation**

The scope of this work is not to cover methods and standards of object representation, but since representation is important to the understanding of retrieval, a brief introduction to relevant methods is outlined below. The most familiar means of representing objects is through metadata. The highly structured nature of metadata, their limited length and small range of likely values (especially in the case of controlled vocabularies) allows retrieval models quickly and efficiently to search the content representative (i.e. descriptors) of an object rather than the content itself. However, as most readers will be aware, comprehensive metadata are the ideal rather than the norm. In terms of IR, two important principles of producing metadata are those of *exhaustivity* and *specificity*. Broadly defined, “exhaustivity” refers to the number of different topics indexed, and “specificity” is the exactness of the description of each topic. Metadata with high exhaustivity leads to high recall and low precision, whereas low exhaustivity produces a results set which is precise but has low recall. The converse is true for levels of specificity. There are other types of document representative which may be less familiar. One example is a matrix representing the frequency of different words within a text file which can be quickly checked to assign relevance based on term frequency.

---
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Summarisation tools can be used to produce shorter representatives of documents, which are searched in place of the full text. Non-textual documents have various means of representation: images can be represented by colour histograms, shape vectors, and regional divisions (either as images themselves, or as numerical data). A video stream could be represented by a single frame, or by a 'summarised' sequence of data. Audio can be analysed to produce a graph of volume or pitch levels over time. These methods are designed to reduce computational time when performing a retrieval task. Like all metadata, an object representative is only useful in so far as it accurately describes the contents of the object itself, even if this is limited to one particular type of data (e.g. colour).

Text Retrieval

As David Blair states in 'Information Retrieval and the Philosophy of Language', "the retrieval, primarily, of documents or textual material – is fundamentally a linguistic process." Most readers will be familiar with the searching and retrieval of text documents (e.g. digital files with .txt, .doc, or .html extensions) as a day-to-day task. The following paragraphs outline the major methods used by IR algorithms to improve both precision and recall in text retrieval systems.

Term frequency and weighting

A common basis for an IR model is the relevance of a document in direct proportion to the number of occurrences of the search term(s). Gauging relevance purely by frequency has its disadvantages: longer documents are likely to be judged more relevant since they contain more words overall. If two results have the same score, the shorter document is often preferred as it is more focused on the query topic. This model is therefore often extended to include document length into a similarity score.

This model can be further refined. The assumption behind term weights is that not all of the words in a document are equally indicative of its overall content and meaning. Each term is assigned a score based on its estimated importance. Documents containing words defined as important are given a higher score and are ranked as ‘better’ matches. Of course, the success of such a system depends on how importance is estimated. Term weights can be simply calculated from their frequency of occurrence in the document, and the number of documents in which they appear (i.e. their specificity to a particular document), normalised by other factors such as the length of the document. Importance can also be assigned semantically. For example, a term appearing in the title or subheadings may be given greater weighing. Finding a word using a linear search can be inefficient in large datasets, so a representative of the entire dataset is constructed in the form of a matrix which indexes words and the document(s) in which they appear. This matrix can be very large and is likely to be sparsely populated, with relatively few words occurring many times, and a lot of words only once. (In reality, even this method can become inefficient and an inverted index may have to be produced instead.) This statistical infor-

307 BLAIR, D. (2005) “Information-Retrieval and the Philosophy of Language” in Annual Review of Information Science and Technology vol. 39 pp. 5. This article demonstrates many of the IR difficulties raised by the idea of syntactic language.
Information Retrieval

Information can be used to aid the definition of importance for term weighting.  

Manipulation of query terms

Querying text will always include some aspects of natural language processing. Several techniques exist for manipulating query terms, to improve either the efficiency or the accuracy of an IR system. Assuming that a system is performing a comparison on a document representative rather than on the free text of the document itself, the rules which are applied to produce the representative must be considered when implementing the search. Defining exactly what constitutes a ‘term’ is integral to a good IR system, and the following issues are useful to consider even when searching free text:

- How to handle punctuation – e.g. does E.U. become EU?
- How to handle numbers – e.g. should digits be represented as text or vice versa?
- How to handle different cases – e.g. are capital letters ignored, even when they occur in the middle of a sentence?
- How to handle different morphological forms of the same word? ‘Stemming’ reduces all forms to the root form, for example, ‘compreses’, ‘compressing’, and ‘compression’ are all stemmed to ‘compress’. Stemming is not unproblematic; however, as searching for ‘neutralisation’ may return documents about neutrons, and some stems are not identical (e.g. absorb from absorption). A similar technique is “lemmatisation”, a process that amalgamates words into the same base form, for example, ‘am’, ‘are’, and ‘is’ are all forms of the verb ‘to be’. This process can be made more precise by reversing it, i.e. generating a list of all morphological variants of the basic forms for comparison.
- How to handle ambiguous word ‘tokens’ – e.g. should a phrase like ‘state-of-the-art’ be treated as a single term/token?

More computationally expensive options include using thesauri to handle synonyms, and automatic spelling corrections, known as fuzzy searching. This allows for alternate spellings, but can slow the query by up to a factor of one hundred. Obviously, a spelling correction when applied to a search query will not identify documents containing spelling errors unless the error has itself been corrected in the document representative. Fuzzy searches are particularly useful when searching a corpus that is likely to include errors, such as documents batch-captured using optical character recognition (OCR).

Beyond individual terms

The use of quotation marks in systems such as Google allows whole phrases to be

---


309 See VAN RIJLBERGEN (1979).

310 The problem is, of course, not limited to English. The German and French equivalents, art and the respectively, are equally irregular, with declensions bearing little resemblance to the infinitive.


312 Some contemporary models make use of fuzzy logic as well as fuzzy terms. An article praising this approach can be found at http://searchenginewatch.com/searchday/articles.php?2150571
defined as a single token. Concatenating individual terms in this manner is a useful technique, especially for extremely large datasets, but will exclude any phrase which does not provide an exact match. A more advanced technique is that of proximity searches, for example, finding documents where ‘Madonna’ occurs near to ‘Raphael.’ Proximity searches require position indexing for each term, and are consequently more computationally intensive, and reliant on appropriate document representatives. Automatic detection of document structure can facilitate ‘zoned’ IR, for example, a query could be limited to terms occurring in a certain chapter, or in the zone identified (via SGML/XML markup, for example) as the author’s name.

Web searching

IR on the Web faces a particular challenge in that the dataset is immense, ever changing, and not standardised. The fact that Web content and formatting is in a constant state of flux means (a) that IR system searches are based on incomplete information, (b) the huge amount of online information can result in an unmanageably large answer set, often with very low precision, and (c) the highly interlinked but non-standard structures of the Web can result in loss of structural meaning since a results set does not preserve hyperlink structures.31 Most significant of these problems is the high number of pages likely to be returned from a query, which presents difficulties in ranking the results for users seeking the ‘best’ Web page for their information needs. In August 2004, Google reported indexing around four billion distinct Web pages. Documents and studies from various other sources demonstrate the speed of growth and change of this information set.31

As online information is so predominantly text-based, Web IR uses the techniques developed for text retrieval: quotes, fuzzy searches, and Boolean logic. The exact approach will vary from system to system; there is no single definitive method for the retrieval of online information.

Search engines

The term ‘search engine’ can be applied to human-created directories such as the collaboratively-compiled dose: Open Directory Project, which claims to be “the largest, most comprehensive human-edited directory of the Web.”31 Nonetheless, the term is now generally understood to refer to ‘crawler’ based systems, or a combination of the two approaches. A crawler, or spider, is a program which automatically generates links by visiting a Web site, ‘reading’ it, following its links and adding the site to the search engine index. Web pages are ‘crawled’ on a regular basis, perhaps once every couple of months, so that changes can be reflected in the index. The third part of a search engine is the software which actually retrieves pages from the catalogue and ranks them according to relevance. Most search engines use quotation marks to identify a phrase and Boolean

31.3 Details on the structure of the Web and link analysis can be found in BAR-ILAN, I. (2006) “The Use of Web Search Engines in Information Science Research” in Annual Review of Information Science and Technology vol. 38. This article also presents an evaluation of search engines and methods of appropriately clustering or ranking retrieved results.
31.5 http://datasets.org/
"operators" as words or mathematical symbols, e.g. AND, +, NOT, -, OR, etc. Use of the OR operator can retrieve a great deal of non-relevant results and, therefore, most current systems use AND or NEAR (a restrictive AND which includes proximity detection) instead of OR, to improve the precision of results. Boolean queries can be "nested" using parentheses, for example: habitat AND (cat OR feline), which is equivalent to combining the results of the queries habitat AND cat, and habitat AND feline. However, novice searchers may have difficulty with this language so a more intuitive Advanced Search page is usually provided with forms for query terms and options such as "must contain all of these words" or "must contain the exact phrase." A powerful feature included in some major search engines such as AltaVista and Google is the ability to restrict a full-text search to (or exclude results from) one particular domain. Therefore the query Louvre +host:fr will retrieve all pages containing the word Louvre which are held at any French domain. This technique is extended to various other specific "zones" e.g. title, URL, and site. Some search engines also support "wildcards", a character (often an asterisk) which can represent any letter(s). Therefore, m*ose would query mose, mouse, Mose, and even Morose. Similarly, the tilde symbol (~) can often be used for synonym searching.

Of course, not all Web IR is based on searching full text. Just as digital images, audio, and video can be retrieved using their metadata, so can Web pages. HTML includes some meta tags which can hold attributes such as page titles and keywords.316 Search engines use this information to find pages, and to determine their ranking order.317

Web IR by browsing

Search engines are not the only means of information discovery on the Web. Hyperlink structures facilitate browsing for information, but while links can be arranged hierarchically to create a straightforward directory-like structure, this is not the norm. Two means of finding information on the Web via a combination of searching and browsing are authorities and hubs. Working on the assumption that creating a link to another Web page functions as an endorsement of that page, "authorities" are pages which are linked to by many others. "Hubs" are pages which provide a lot of referrals to other pages, giving out many endorsements. A well-known and respected hub is often the starting point for information discovery by browsing. The vast array of hyperlinks in the Internet are used to calculate PageRank, the global ranking systems at the center of Google’s proprietary technology, where the number of links to and from pages add to their perceived value to searchers.318

316 A table of search engines and their supported features can be found at http://searchenginewatch.com/facts/article.php/2155961
Content-based multimedia retrieval

Whilst the retrieval of text by content is relatively simple using the methods described earlier (and those in the section on Natural Language Processing, above), content-based retrieval of other media formats is more complex. Non-linguistic visual and auditory channels are entirely different from written language in terms of communicating meaning. An image can communicate different meanings both iconically (i.e. it looks like something you recognise), and symbolically (e.g. colours can create emotional effects). Audio, too, has various ways of presenting information across time: spoken language, music and noises at different speeds, volumes and pitches are understood differently. Audio-visual material combines these complications and add more, such as the ‘language of film’; camera moves, cuts, the juxtaposition of different shots and voice-overs. The diversity within these information channels is reflected in the complexity of retrieving the information.

Although a common technique of multimedia information discovery is category browsing – ‘guessing’ a category and looking at or listening to each item, hoping to find the one you want – this does not fall into the definition of a retrieval technology. Methods of content-based IR can, therefore, be split into three main areas:

- Query by concept – e.g. find media where the concept is water;
- Query by ‘sketch’ – by creating a simplified version of the information need, e.g. drawing a literal sketch for images/video, or singing a tune to retrieve recordings of that tune;
- Query by example – providing the system with something which is similar to your information need e.g. an image/photograph of a cat, in hope of retrieving more like it.320

Images

Content-based IR uses different techniques based on different aspects of the image: colour, shapes, position within the frame, textures, even text detection and recognition.321 The technique used will depend on the nature of the collection. For example, a collection of black and white photographs and a set of Mannerist paintings will require quite different approaches. Comparing different aspects of the image can affect system performance in different ways; similarity measures are often combined to determine the ranking order of results, the best match being the image with the highest cumulative similarity score across the aspects analysed. Combining various techniques and analysis of high and low dimensional visual features for the best results is a tricky balancing act, often domain specific, and dependent on the set of images being searched. There is currently no ‘best’ solution for content-based retrieval.

As with textual retrieval, object “representatives” can be used to speed up the search.

---

320 This technique is also used in Web searching; some search engines offer a “More like this” feature to help users refine their query.

321 One application of automatic text and shape detection which is particularly relevant to heritage professionals is in searching for images which contain a trademark, watermark or other mark of ownership. For more information, see EAKINS. "Trademark Image Retrieval" in LEW M. (ed.) (2001) Principles of Visual Information Retrieval London: Springer-Verlag.
alleviating the need for computationally expensive, ‘on-the-fly’ analysis. Visual contents can be extracted and represented by multi-dimensional feature vectors which are stored in a database and compared for similarity. In addition to purely visual content, images can contain semantic content which is more complex to interpret. For example, a frame of a comic strip may derive some of its meaning from its relationship to other frames.\(^\text{322}\)

**Invariance and discrimination**

In the same way that “exhaustivity” and “specificity” are important for retrieval of text, a good content descriptor should strike a balance between invariance and discrimination. “Invariance” refers to how recognisable the content descriptor is, e.g., can the system correctly identify a tree even in different lighting conditions and from different angles? However, the more invariant the descriptor, the less it is affected by external factors and therefore the less discriminative power it has. A highly invariant tree content descriptor would probably retrieve all images of trees, but might also retrieve images containing bunches of flowers, green cars and even buildings, giving high recall but low precision, whereas a highly discriminative content descriptor would only retrieve relevant images, but is almost certain to exclude many images of trees that are widely different from the comparator, giving high precision but low recall. The best point of balance is limited by current technology, but even if this limitation is ignored an ‘ideal’ content descriptor is highly dependent on both the idiosyncrasies of the collection and the needs of its users.

Content descriptors can be acquired at different structural levels. A global descriptor uses the visual features of the entire image, but by splitting the image into arbitrary regions (e.g. equal tiles) or semantically meaningful areas (e.g. faces, or ground and sky) local descriptors can be produced which more accurately represent the image content.

The most extensively used content for image retrieval is colour information. As each pixel in a digital image can be described by three values (red, green, and blue), it can be represented as a point in 3D space, known as the colour space. This allows comparisons between colour distributions in different images by, for example, the computation of a colour histogram. Histograms characterise image colour content particularly well at both global and local levels and are robust enough to handle changes in the scale, angle and rotation of the image. Another more complex technique is the production of a colour correlation, which analyses the spatial correlation of pairs of colours. As this process facilitates the detection of edges in the image, it can be used to define semantically meaningful areas within the image automatically. Research and development of systems that include retrieval by invariant colour features are under way, but care must be taken that the invariance does not reduce discriminative powers beyond a useful level.\(^\text{325}\)

Although an intuitive concept to humans, texture within images is not automatically recognised from its content and must be defined as a repeating pattern of variations in colour or intensity. Texture can be measured statistically by considering properties such as contrast between nearby pixels and the ‘randomness’ of their distributions, or “entropy”. Texture analysis can also be performed using modelling techniques where a pattern is defined based on estimated parameters resulting in the reproduction of the conjectural


\(^{325}\) For more information, see GEVENS T “Colour-Based Retrieval” in LED (2001) and Chapter 2 of Del RIMBRO (1999) _Visual Information Retrieval_ San Francisco: Morgan Kaufman Publishers
texture. Pattern recognition like this does not work well on natural textures, which tend to be more chaotic and do not conform to a particular model. The final approach is structural, where the texture is defined as a two-dimensional pattern consisting of primitive shapes arranged according to a set of placement rules.

Unlike colour and texture comparisons which rely on intensity, shape matching uses geometric visual features and remains one of the most difficult aspects of content-based image retrieval. Shapes in images can be formed by boundary detection – i.e. by means of discovering colour values that describe lines or edges in the image – or by region-based methods. Shapes are then represented as a set of features which characterise the global form of the shape and local descriptors. A good shape descriptor should be unaffected by transformations such as rotation, scaling, and movement within the image. Shape detection and retrieval is not yet reliable and requires domain-specific knowledge to produce successful results.

Analysis of visual aspects such as colour and shape within the overall structure of an image can provide useful data for content-based retrieval. For example, while sky and sea areas may have similar colour histograms, their relative positions in an image will usually determine the areas of blue most likely to be sky or sea. The relationship of different shapes can help indicate whether a particular image is relevant to a query.

Audio

Audio can include such different channels as speech, music and other sounds. It can be retrieved based on factors such as melody, volume, timbre and other acoustic features, or by semantic features such as voice recognition. As with visual information, audio is subjective and can be extremely difficult to describe in words. The same difficulties in computation time, the variety of approaches and the need of domain-specific knowledge can all be applied to the aural channels.

Content-based retrieval of audio often starts with the classification and segmentation of the data. Discrimination between music, speech and other types of sounds is generally not difficult. The detection of segments (e.g. separating speech from silence, laughter, or applause) within audio is possible with current technology. A hierarchical system for content-based retrieval allows aural data to be coarsely classified at first (e.g. as speech or music) before sub-division and statistical analysis is performed on the acoustic features.

Feature analysis is performed on one aspect of the audio data to produce feature vectors – e.g. measuring and plotting volume on a graph against time elapsed – before a comparison is performed by pattern-matching the resulting vectors. An alternative is to analyse the pitch of the sounds, producing a ‘map’ of the melody. This can then be transformed into another format. Audio analysis systems often treat an identified tune as a series of musical intervals rather than exact notes, meaning a melody can be retrieved regardless of the key and octave in which it is played, and sometimes regardless of tempo. As early as 1995, systems were able to reach high levels of accuracy in

324 For more information, see SERE, N. and M. LEW "Texture Features for Content-Based Retrieval" in LEW 2005 and Chapter 3 of DEL RIMBOS (1999).
325 For more information, see VELTCAMP, H. and M. HAGENHOFF "State of the Art in Shape Matching" in LEW (2010) and Chapters 4 and 5 of DEL RIMBOS (1999).
326 Voice recognition is discussed in more detail in the section on Natural Language Processing, above.
327 In the words of Dylan McManus, “writing about music is like dancing about architecture.”
identifying melodies and retrieving matches from small datasets. Innovative modern audio recognition and classification software uses Support Vector Machines, 'intelligent systems' which map input into a high-dimensional feature space and can be 'trained' to perform retrieval functions.

**Digital video**

Techniques developed for image and audio content-based recognition are now being applied to digital video and other moving image media formats. Each frame of a video can be treated as an image for retrieval purposes and the soundtrack treated as an audio file. However, moving image material is an extremely highly structured medium, more so than either still images or sound. The structural elements of each document can be used to both improve image and audio recognition technologies and to create new approaches to effective retrieval.

Because digital moving images consist of a series of slightly different digital images (and sounds, potentially), a vast amount of data are required and much is redundant since each image differs only slightly from its neighbours. This facet of the medium can provide valuable tools for content-based retrieval. For example, shot boundaries ('cuts') can be detected by comparing two consecutive frames. If they are very different it is likely that the shot has changed. Another useful characteristic is that a series of very similar images can be taken as a group to identify content. With a single image, random factors such as image 'noise' can disrupt the recognition of objects within the frame, whereas random factors are reduced when dealing with a large number of images depicting similar content. Not only are individual frames related, they can also be analysed alongside the soundtrack. For example, a selection of pixels might be more easily identified as a face if accompanying sounds have been classified as speech. The fact that a digital video is treated as a structured document rather than an unrelated series of images with sounds attached is highly beneficial to its retrieval by content.

As well as structure, videos have semantic channels of meaning; for example, a montage of different shots can describe or imply meaning above and beyond the content of each individual shot. Technologies for content-based video retrieval328 bring together several previously mentioned technologies: natural language technologies; image recognition for automatic production of metadata from video materials; extraction and summarisation; annotation via speech recognition, segmentation of the footage by identification of key frames, and retrieval of frames by content.329

Videos can include more complex editing techniques which complicate the process of key frame identification by detection of shot boundaries. Whilst a sharp transition is relatively easy to identify, a gradual transition such as a fade or dissolve, or spatial transitions such as wipes, present more difficulties to the detection of shot boundaries and are more error prone.

For video indexing purposes, document representatives are often produced using auto-
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http://www.cs.berkeley.edu/Info/Faculty/bethl/query-by-humming.html

329 The Informedia project is a good example of this http://www.informedia.cs.cmu.edu/

matic summarisation technology, different for this medium from that for text. Extraction and summarisation of video materials use many of the same techniques as content-based retrieval. Although it is generally agreed that high level 'aggregates' of video are almost always necessary, decisions regarding the level of granularity of segmentation will affect the accuracy of retrieval; whether a coherent 'story' can be gleaned from specific footage will depend on the method used. Different techniques include summarisation by shots, scenes (e.g. one episode/story in a news programme), camera movements, specific characteristics (e.g. the shot – reverse shot progression used widely in fiction), and segmentation by sound. As with content-based retrieval for other media, relevance feedback plays an important role in improving the search algorithms and increasing the efficiency of the system.

Extraction and Summarisation

Whereas IR tends to perform retrieval using statistical methods, treating each document as a 'bag of words,' extraction aims to use relevant media processing techniques to look inside this bag in order to capture the information held within objects. IE techniques can actually reduce the effectiveness of IR systems if they are inaccurate or inappropriate, but they perform complementary functions to retrieval and are particularly suited to question answering and summarisation tasks. IE of text relies more heavily on Human Language Technologies than IR, since not only the content but also the meanings of sentences must be accurately captured. The basic model of an extraction system is a template, a linguistic pattern which allows the system to capture 'facts' from the text. Techniques such as attribute value pairs, and noun, name, or date identification are used to break down the natural language into a form more easily understood by automatic systems. These templates are domain specific to some extent and research is ongoing into making a single system that can be widely adapted across a diverse set of material and genres. At a higher level, IE relies upon the structure and positioning of text (e.g. sentences, titles, and clauses). Semantic understanding is the subject of much contemporary research. Texts are generally processed in sequential phases from lexical and morphological processing and word identification to syntactic analysis and the ultimate extraction of relevant events and relationships. The same principles can be adapted to create IE systems for non-textual media.

There are two main approaches to building an IE system: firstly, by 'knowledge engineering' (a hand-built, domain specific system), and secondly with an automatically trainable system reliant on statistical methods and incorporating feedback from users. The two models are suited to different situations. Knowledge engineering gives excellent performance within the domain or genres for which it was designed but it relies upon the

331 Summarisation and extraction of text is discussed in more detail below. Video extraction and abstraction is one of the areas covered by the MoCA project: http://www.informatik.unimuenster.de/informatik/p4/projects/MoCA/
expertise of its creators (which may not always be available), an existing corpus, and a certain amount of fine-tuning. This type of system is extremely time-consuming to build and, therefore, expensive. The ‘intelligent machine’ approach can learn from annotations and feedback. It is therefore customisable and more portable but initially needs to be trained using a set of appropriate data that can be expensive and difficult to find.

Summarisation uses the features extracted from objects and reassembles them as a “representative” of the object as a whole. There are many parameters which define how a summarisation system works and how the information contained within each summary is presented to users. Summarisation systems may have varying levels of granularity (e.g. whole sentence, phrases, or just salient words) and can produce summaries as a fraction of the whole object while aiming to lose as little meaningful content as possible. The compression ratio is one of the most important parameters for summarisation. Summarisation systems can amalgamate the contents of several different individual objects or simply summarise one item.

Decisions on how to present the summaries themselves are also numerous. Should a summary present extracts of the source (for example, a whole sentence) or an abstracted version of the source (e.g. image feature vectors)? Should it be indicative (i.e. describing the topics addressed in the source document), informative (i.e. offering conceptual coverage), or critical (where the summary presents a ‘position’ on the source document)? The summary may be connected text or simply a fragmentary list of phrases. It can be personalised by individuals, or focused on particular groups of users. All of these differences must be reflected in the model used to analyse and transform the original text (IR technologies) and synthesise the summary.355

Multilingual Information Retrieval

Multilingual IR uses many of the same techniques discussed above. In essence, a source document is analysed to extract all instances of the query terms. These terms are then matched using multilingual lexical knowledge bases, and further refinement can fix the meaning of each term more clearly. This word-sense disambiguation bridging system allows for greater accuracy when attempting to define terms as being equivalent. Classification of text is often based on phrases rather than individual terms as this can utilise more sophisticated NLP techniques to discern meaning. Projects such as Balkam HInNeT aim to produce semantic links between words in different languages, allowing the retrieval of information from a linguistically diverse set via a single query.356

355 Details of summarisation systems, how they work, and how they can be used can be found in MANZ, I. and M. MAYBURY (eds.) (1999). Advances in Automatic Text Summarization London: MIT Press
356 See SOMERO, H. (1999)”Knowledge Extraction from Bilingual Corpora” in PASTERNA (1999). This topic is covered in more detail in the section on Natural Language Processing, above.
Information Retrieval and the Heritage Sector

Information Retrieval technologies are already particularly prevalent within the heritage sector. Every collection of materials large enough to make browsing impractical will utilise a search facility: from library catalogues, to massive image databases, to the ‘Search this site’ link in many institutional Web sites. IR technologies are an indispensable part of the dissemination of information resources by heritage institutions and projects. It is not a case of persuading these organisations to use IR, it is a given — but rather in demonstrating how the technology can best be used for the most effective and rewarding results. The following paragraphs present suggestions for situations in which IR could be used for more innovative solutions than simply by searching a collection.

One search for widely dispersed content

One of the major problems users face when seeking something specific is the risk of searching in the wrong place. A Web search partially addresses this problem with a dataset of widely diverse materials from dispersed sources. However, IR still will not retrieve results from Web pages containing content dynamically generated from information held in databases. Heritage applications in particular store a huge amount of data in the ‘deep Web,’ and mining this information is the subject of a great deal of research.337 A user looking for a particular image in a digital asset management system (DAMS) will retrieve no useful results if the image is not present, nor will there be any clue as to where else to look. This problem is beginning to be addressed with new distributed image retrieval solutions which allow users to apply their search to several different resources at the same time.338 Growing emphasis on standards means that collections are likely to become more compatible and interoperable in the future. It will become possible to connect different systems and datasets so that one search can cover numerous resources. This is a difficult problem to tackle in terms of co-ordination and funding as well as technology, but the carefully planned use of standards and DAMS will increase the possible uses to which IR systems can be put across different resources.

Time savings

A major feature of effective IR systems is their ability to save time for users. Not only can IR technologies save a great deal of browsing time, especially in the extremely large collections associated with the heritage sector, but the comprehension of a document or object can also be sped up using information extraction and summarisation techniques.

The increasing use of intelligent IR agents means that user preferences and needs can be more specifically defined, delivering more focused information to individuals. In this way, systems open up new vistas for users, particularly in providing or increasing access to otherwise ‘hidden’ artefacts, data, documents and objects.

337 The future of discovering the deep Web is the subject of Alan Wright’s article ‘In search of the deep Web’ available online at http://www.valon.com/tech/itnews/2004/03/09/deep_web/index.jsp.html
Reducing the metadata burden

A great deal of time and money is spent discussing, designing, and implementing systems for object representation in collections. This work is currently necessary in order to make the digital artefacts accessible via IR systems. While there will always be a need for certain types of metadata (e.g. for preservation, administration, and contextual or conceptual information), accurate content-based IR systems reduce the absolute need for the most difficult and error-prone aspect of metadata: actually describing the object and its contents.

Content-based IR not only reduces the laborious processes involved in creating very detailed descriptive metadata, with incalculable savings in curator time and organisation funds, it also creates a new point of access for users. A user may have a clear visual memory of an art image but no idea of its title or artist and little domain knowledge to allow a guess for keywords. The user’s only hope using metadata-based retrieval is to keep guessing keywords or hope to stumble across the image whilst browsing – infeasible with large collections and/or slow Internet access. A content-based IR system could allow retrieval based on memory of image colours, shapes, composition or textures.

Of course, there will always be a need for descriptive metadata: even the best content-based IR system cannot identify abstract concepts like love, victory or success as humans can. However, some of the burden of producing descriptions can be bypassed, errors and ambiguities caused by the idiosyncrasies of the metadata can be reduced. The linguistic representation system—inherently different from non-textual media—does not have to be the only point of access users have to collections of objects.

Accessing ‘impossible’ content

Content-based IR partially solves the problems posed by a collection without metadata and which would otherwise be impossible to access by search methods. Just as a textual query on an image will be unable to retrieve results unless information in a matching channel is provided (i.e. metadata), the same query will have no further success in retrieving materials which are written in a different language. Cross-lingual IR technologies can solve this difficulty but the source text would be presented in its original language which may be incomprehensible to users. Combined with language translation technologies and text recognition techniques, IR could in the future facilitate the retrieval of information and present it in the user’s language and in full, highlighted, summarised or quoted text based on the chosen subjects or keywords.

Scientific or philological analysis

The retrieval of complete objects and the extraction of information within objects can provide valuable data for linguistic, numerical, visual, and aural analysis. Potential heritate applications are diverse: automatic database population by identification of defined ‘fields’; studies of the language of fiction through time and across society; study of the use of colour in a particular genre of painting; examination of the use of telesocial techniques in news broadcasting; development of more realistic synthesised sounds; or analysis of astronomical data and photography.
Case Studies

MuchMore (Multilingual Concept Hierarchies for Medical Information
Organisation and Retrieval)

MuchMore provides a framework for developing new approaches to cross-lingual information retrieval (CLIR) for the medical domain via the integration and refinement of technologies. The very large ontologies of domain concepts and extensive corpora that already exist within the medical domain have influenced the project's work towards the refinement, integration and comparison of concept-based retrieval methods and corpora-based approaches. To achieve the goal of a cross-lingual information retrieval framework, MuchMore focused on the following aims:

- The effective combination of both heterogeneous resources and retrieval approaches, and their integrated use for multilingual information access and management. This includes performance evaluation based on realistic information access tasks;
- Research and development concerning the effective use of multilingual concept hierarchies, together with the automated acquisition of domain-specific linguistic resources;
- The demonstration of a cross-lingual information access prototype system, providing access to multilingual information through the combined use of corpus analysis and a domain-ontology.

Modern medicine is evidence-based and, as such, demands a constant update of information regarding new diagnostic and therapeutic methods and strategies. In this respect, MuchMore offers a solution in automatically providing relevant information, independent of language, according to a patient history.

The MuchMore consortium comprised coordinators: DFKI GmbH, Language Technology Department, Saarbrücken, Germany, specialising in linguistic/semantic annotation, sense disambiguation, and relation extraction; Eurospider Information Technology AG, Zürich, Switzerland, working on corpus-based CLIR, and performance evaluation; the Xerox Research Centre Europe (XRCE), Meylan, France, which dealt with research and development in corpus-based CLIR, and term extraction; Zlinfo (Zentrum der Medizinischen Informatik) at the Klinikum der J.W. Goethe Universität, Frankfurt, Germany, specialising in user requirements and user evaluation; the Language Technology Institute at Carnegie Mellon University, Pittsburgh, USA, experienced in corpus-based and classification-based CLIR, summarisation, and performance evaluation; and the Centre for the Study of Language and

339 This case study is based on an email interview with Dr Paul Baudis of DFKI – Language Technology, Saarbrücken, Germany. The interview took place in July 2004. http://muchmore.dfkik.de/
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Information (CSLI) at Stanford University, Stanford, USA, whose research areas include sense disambiguation, relation extraction, and corpus-based CLIR.\(^{340}\)

ZInfo, the partner with the most expertise in user-centric methods, supplied the project with insight on user requirements from the medical field. The consortium organized an international workshop with experts from medical informatics, information access and natural language processing in order to ensure that the goals of the project were considered from a wide perspective. Advice from this range of experts was useful in shaping approaches to the project's work.

To achieve a solution to information needs in this area, and to provide a multilingual information management and access system, existing methods (semantic annotation, similarity thesauri, example-based translation, pseudo-relevance feedback, document classification) and resources (UMLS (Unified Medical Language System), MeSH (Medical Subject Headings), EuroWordNet) were combined with technologies newly developed within the project. From the starting points of concept-based (e.g. semantic annotation of terms and relations, including disambiguation and filtering) and corpus-based approaches (e.g. similarity thesauri, example-based translation, pseudo-relevance feedback, and classification) and combinations of the two, the project researched and developed further solutions. The new solutions stemmed from a necessity to integrate methods for further accuracy in CLIR, as well as in extending standard user functionality. These extensions led to new options for uploading electronic patient records with automatic support in (multilingual) query construction, automatic, interactive (multi-document) summarization.

MuchMore produced a prototype for medical cross-lingual information retrieval that integrates these hybrid approaches, combining corpus-based (i.e. use of statistics and machine-learning) and concept-based (i.e. use of knowledge bases) methods, including semantic annotation and automatic thesaurus construction. The prototype uses CLIR to allow the retrieval of medical scientific abstracts in both English and German, using a patient's record as a query. A sophisticated query construction tool sits on top of a meta-search engine providing access to a merged and ranked list of relevant documents from three different search engines that implement cross-linguality in different ways.

Semantic annotation in the refined MuchMore approach is based on linguistic pre-processing (part-of-speech tagging and morphological analysis), and includes sense disambiguation to map ambiguous terms to the most appropriate concept, together with terms and relation extraction to extend existing knowledge bases where needed. Semantic annotation of UMLS terms had a positive effect on precision and recall in CLIR tasks. Sense disambiguation of the same terms had a slight effect on average precision figures, whereas semantic annotation and disambiguation of EuroWordNet terms showed no positive effects.\(^{342}\)

---

\(^{340}\) http://wiki.csli.stanford.edu/
\(^{341}\) http://www.cs.ox.ac.uk/
\(^{342}\) http://www.uk-normal.org/
The extraction of bilingual term pairs from parallel and comparable corpora provided good results. The most significant approach in term extraction from comparable corpora is in the use of existing knowledge bases, in this case UMLS and MeSH to CLIR, experiments with extracted term pairs showed an increase in both recall and precision, although precision dropped when more than five (top) translation candidates were included as term pairs.

Relation extraction remains a very difficult topic of research, reflecting the intensive involvement of domain experts in development and evaluation of relation extraction systems. In experiments on the filtering/disambiguation of extracted relations, no positive effect was found on the CLIR task. On the other hand, the extraction of new instances of existing relations showed an increase in both precision and recall.

Automatic thesaurus construction methods – including similarity thesauri and example-based translations – consistently gave good results in CLIR tasks. Nevertheless, the best results were obtained in combining these with existing (manually constructed) knowledge bases such as UMLS and MeSH. All of these technologies were integrated in the prototype.

Ongoing performance testing provided quantitative feedback on the performance of different methods and resources. The MuchMore project has been successful in showing the advantage of the combined use of knowledge-based and data-driven approaches in cross-lingual IR. The prototype system produced results with higher precision at the top-level of retrieved documents and can satisfy information needs more efficiently.

Evaluation has shown that, from the user's point of view, medical experts were interested in the different functionalities provided by the MuchMore prototype, particularly the query construction tool, meta-search engine and summarisation tool. The query construction tool provides the novel functionality of formulating a query interactively from an uploaded electronic patient record. The meta-search engine allows the user to combine different search methods without the need to know the technical details of the methods used.

The project ran from July 2000 to June 2003, with a total budget of $5.5M. Future work will be primarily concerned with dynamic approaches to the development and maintenance of knowledge resources, i.e. thesauri and ontologies. The final report of the MuchMore project was published in June 2003, and is available from the project Web site.

344 http://muchmore.dkl.de/pub/DS06.final.pdf
The Vikings Project

The Vikings Project was set up in order to develop new content-based retrieval systems for searching databases of moving image and audio material. As larger and larger amount of material is stored in archives, powerful search robots become more and more important. One problem of current retrieval technology is that audio and video material must be annotated extensively before exact matches can be hoped for. Methods must be developed to automate off-line annotation and make annotation-free online search operations effective. The purpose of the present project is to research and develop new algorithms for making these automatic annotations possible. This means that pattern recognition algorithms must be implemented which enable content-based search and analysis of stream-based material.

The project was performed by MediaTeam Oulu research group in cooperation with the Technical Development Centre of Finland, Institute of Electronics (VTT Electronics) – VTT Electronics has high-level competence in audio signal processing and video retrieval technologies. The main goals of the project were:

- To create core methods for the content-based retrieval of multimedia data. Core methods refers to the essential pattern recognition algorithms that are used for content analysis of media in order to classify and understand the content. Audio recordings are analyzed in order to, for example, recognize the period during which a desired piece of music is played, or to find the start and the end of a conversation. Speech recognition is applied to recognize key words or specific speakers in a recording. Text analysis can be applied for finding pieces of text that discuss a specific topic of interest. Video retrieval requires image analysis for identifying specified events in the scene, for example, the appearance of a specific person. The techniques and algorithms for achieving these results were the focus of the project.

- To create novel language technology by combining the disciplines of linguistics and information engineering. Speech recognition methods will be developed in which Hidden Markov Model-based phoneme recognition (a linguistic pattern identification technique) is enhanced with rule-based language models. Discourse analysis methods are developed with which it is possible to indicate the points of time where a discursant changes in a recording. This will be based on changes in signal dynamics derived from prosodic characteristics (i.e. rhythmic characteristics, or the way each phoneme is said) of different persons. Techniques of text analysis using computer linguistics are developed to aid topic-based text retrieval.

- To demonstrate the developed methods and technologies as new services on a distributed multimedia platform. The project’s aim is not only to explore existing meth-

345 This case study is based on an email interview with Vikings Project Manager Tapio Suppirnen which took place during August 2004. The Vikings Project Web site can be found at http://www.mediamem.oulu.fi/projects/vikings

ods and develop new approaches, but also to demonstrate prototypes of new service concepts. Software modules will be implemented which allow easy replacement of key algorithms so that their performance can be readily evaluated experimentally on the service platform developed by our group in earlier projects.

The major focus and goal of the project was to develop algorithms for media understanding. Video retrieval was used as a generic application including analysis of still and moving images, speech, audio, and text. To make a decision whether a video is included in the results set of a query, the contents of the video must be analysed in order to compare them with user-set search criteria. The criteria can be given, in a general case, with any combination of the properties of the above modalities. The core methods are based on pattern recognition, knowledge-based analysis and digital signal processing of multimedia data. Simple demonstrations were implemented on a multimedia platform to show each operation and to test the usability of new services.

MediaTeam Oulu's team for the Vikings Project included researchers specialising in digital signal processing, pattern recognition, knowledge-based systems and computer linguistics. The team emphasised cross-disciplinary research and included personnel from the domains of information technology, linguistics, and natural sciences. Two experienced linguists were employed, one specialising in language technology and one (post)doctoral specialist in the prosodic analysis of speech. One postdoctoral and one doctoral member of staff in applied mathematics and numerical analysis strengthened the team significantly in Digital Signal Processing (DSP)-related tasks. Five research assistants at various levels of electrical engineering studies also worked on the project, specialising in various aspects of information technology. The project lasted three years, from June 2000 until May 2003, and had an overall budget of €420,000.

Tasks were distributed to student researchers in order to define topics for MSc or PhD works. Senior team members supervised younger ones. All engineering students were capable of writing software and developing algorithms. Linguists on the other hand worked in consultations with the team about the prosodic and linguistic properties of speech. Large technical meetings were arranged as needed, generally each month. Minor technical meetings were arranged each week within teams. The project steering group met three times each year. Although topics were agreed together, the two research groups (MediaTeam and VTT) worked relatively independently; however, some of the technological solutions were integrated for demonstration purposes, thus requiring close cooperation.

Vikings resulted in a number of different solutions and applications for content-based retrieval. A database system and a browser for DVD material were implemented allowing contents of DVDs to be organised in the database such that various data (video, sound, text) can be accessed from the browser. The browser user interface supports various methods of visualising metadata contents. Topic-based text analysis was studied in detail along with their potential applications for retrieving desired video shots by linguistic
methods. Promising topical word categories were identified for different movie types and
short types. A data clustering tool was used for performing statistical analysis of topical
word clusters. Promising results were achieved in classification experiments and a proto-
type was implemented for the visual browsing of script metadata.

The prosodic features of speech were a major area of study. Algorithm implementa-
tions (both selected from scientific literature and developed in-house) were performed in
the Matlab environment resulting in the identification and computation of 30 prosodic
properties of a human voice. The study was based on three data sets which included
speech samples of several people speaking in 5 – 7 different emotional states. Statistical
data clustering was calculated by analysis of discriminant features and multi-dimensional
scaling functions. Results show that a good separation of the emotional states of a human
speaker can be achieved with statistical pattern recognition methods relying on multi-
dimensional feature spaces and linear discriminant functions. Promising results were also
achieved in the discrimination of the speakers themselves with these prosodic features.

A new sound profiling tool was developed that segments sound signals into speech,
music, and mixed parts, and displays the results graphically. Statistical classification of
sound using this method has very good performance. A simple browser was implemented
which enables users to browse an audio database and retrieve sound profiles of record-
ings. Two new speech profiling tools were developed that identify ‘turn-taking’ positions
in a discussion. This method can be used to recognise whether a recording includes dis-
cussions and to preprocess the discussion in order to analyse further the discussants’ voice.

Preliminary results were received from speaker segmentation/classification as well.

Finally, a video image analysis system was developed in cooperation with Maryland
University. This software was entered into the international VideoTREC competition
each year and was favourably placed with some useful feedback.

MediaTeam developed and implemented the database system, search engines, and
browsers, with integration decisions being made routinely in the specification and imple-
mentation phases of the project. One of the key results was the advanced browsing
method that enables effective exploration of the contents of video databases. The browser
utilises content-based features in order to offer more relevant video shots to the user. The
browser is thus a hybrid combining a query-based and browsing-based approach. We feel
that this is a very effective method of search when one is dealing with complex multi-
media databases. Other resulting products of the Vikings Project were around 40 scientific
publications, three MSc degrees and one PhD. The project steering group evaluated
the project routinely during its duration.

The project has encouraged further work in the field within MediaTeam. Currently,
another research project is developing new feature fusion methods and algorithms for
combining video, audio and text cues, a topic which is key to further success. The work
has implications beyond simply the field of Information Retrieval. New kinds of termin-


347  http://www.umd.edu/
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retrieval and infrastructure technologies will enable users of all types to make on-demand requests to media servers in order to retrieve digitised audio and video material for research. Data-mining applications could also utilise content-based IR technologies to retrieve material from extensive archives. Content-based technologies will become increasingly important with the growth in supply and demand of multimedia resources leading to an increasing development in this field.

Progetto FAD – Fondi e Archivi Digitali

Progetto FAD (Digital Archives and Collections) began as a prototype system for the study and electronic publication of digital documents (both handwritten and printed). The idea was born at the Italian Consiglio Nazionale delle Ricerche (CNR), and the FAD project developed the system, including new Information Retrieval functionality. The proposal, introduced by the Fondazione Primo Conti of Foroito, involves three cultural institutes — the Gabinetto G.P. Vieuxseux in Florence, the Instituto Papirologico Girolamo Vitelli in Florence, and the Fondazione Rosselli in Turin — as well as the Istituto di Linguistica Computazionale of the CNR in Pisa. The scientific direction of the project was managed by Professor Andrea Bozzi, research director at the ILC. After a call for bids, the software development was carried out by M.E.T.A. s.r.l., Lucca, under the supervision of chief engineer Alberto Raggioli. The project staff comprised a project manager, a technical coordinator, two senior developers and two junior developers. In designing and implementing the system, it was considered important to reconcile the largest possible dissemination with secure and robust protection of the information, two goals which are sometimes considered mutually exclusive.

FAD's primary aims and objectives were:

- To facilitate the digital conversion of different document types;
- To manage digital documents;
- To allow easy access to the documents over the Internet; and
- To convert the FAD archives automatically into a standardised format, compatible with the UNIMARC structure.

In short, the FAD system allows the searching for information from different catalogues, which have been realised with different systems. The project's functionality rollout

---

549 This case study is based on an email interview with Dr Andrea Bozzi, Senior Researcher on Computational Philology at the Consiglio Nazionale delle Ricerche, Pisa, Italy. The interview took place in June 2004. All other sources are given in footnotes. http://www/latext.org/
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was split into two phases: the local and the global. The initial, local phase provided:

- Document-image storage with standard rights and digitisation information in a homogenised electronic file, including the possibility of using a scanner for direct acquisition into the catalogue;
- Basic and advanced search options using standard metadata parameters such as author, title, or language, and with the option of customisable search criteria;
- Documents encoded in XML-TEI to increase exchange capability;
- A module to import different file formats; and
- Software which communicates updates to the users from the main server.

Following this, the main stage of the project focused on Web presence ensuring the validity and security of files and services and increasing the institution’s global visibility. Functionality included:

- Interfaces to search FAD documents, with all information concerning low resolution images, and the capability of delivering high resolution images locally within the rights restrictions of the documents;
- The functionality of integrating data from different servers and storage in a standardised way on the local file system.

Archives created by cultural institutions are imported into FAD databases which are structurally similar to those of the original systems but uniform (in the sense that the same relational database management system is used). FAD’s procedures transform data as it is imported through the interface into the standardised format. This ‘homogenised’ catalogue is made available on the Internet, and acts to protect document copyrights by preventing their download.

FAD fulfills a series of functions, including some specialist Information Retrieval tasks: processing digital images to improve text recognition (in the case of printed documents) or text reading and interpretation (in the case of manuscripts). This is achieved by filters which allow users to zoom images and enhance brightness and contrast. These image manipulation techniques improve the results of transcription done with the use of a video-writing system.

FAD also includes a transcription component, an XML graphical editor developed by the project team which is based on extensions to Microsoft’s Internet Explorer browser. This allows the automatic insertion of some tags (for example, to mark up words and punctuation), as well as enabling manual mark up by users choosing tags from a window.
in the interface and adding values to the tag attributes using TEI tags defined by the user.

The system automatically produces correspondences between the words in the digital image and the words in the transcribed text. To achieve this, image processing techniques are used to locate parts of text within the image (in particular, lines of text). These techniques include segmentation algorithms, histograms and patterns distribution, and identification by means of neural networks. Once each line of text is located, statistical techniques are used for fixing the dimension of the word-box within the line on the basis of the word length in the transcription.

In terms of Information Retrieval, FAD relies on metadata (arranged into fields such as author, title, position, and subject) and on the elaboration of text contained within the digital images. Electronic text is produced by OCR tools for printed documents and manual transcription of manuscripts. The electronic text is automatically indexed using XML to define word tokens.

IR is naturally dependent on the way the documents are represented within the system. Textual mark-up conforms to current TEI standards and, since the texts are represented in XML, the base values of the tags can be used to provide a user with information and can thereby help with creating queries. Retrieval itself is performed on the inflected form. The selection of a form on the index represents a query to a database where all the cases in that form appear. The terms, in this case, are lemmatised by hand but the Progetto FAD team has developed a very powerful lemmatisation tool for Latin texts which will be linked to FAD in the near future. The list of forms or lemmas is given and the user can choose from the list, one word at a time.

If the image has been segmented by words with a manual or automatic procedure, the system shows the area of the digital images where the selected word is situated. This is achieved by highlighting the word with a red box overlaid on the image, saving in advance the portion of text below in another image before replacing the highlighted image with the original.

In order to facilitate future use of automatic attribution of linguistic information, a function exists within FAD which allows users to insert lemmas, abbreviations and other information manually in XML format. Retrieval of information from annotations, changes, and comments which have been attached to the digital texts and images is also possible. From a philological point of view, these inserted components will create a concrete critical framework for the collection. The project team hopes that this will promote the production of other cooperative electronic editions.

There were two main considerations for the technologies chosen to index the material: Obviously, the cost was very important and, because the relational databases support a wide integration of tools and technologies for resource management, automatic acquisition and indexing of XML documents was a great bonus. Use of the database for full-text materials was crucial: FAD now includes approximately 300,000 images which can be accessed by authorised users. The documents and books are on various subjects such as literature in Italy from the late 19th Century, the artistic and literary avant-garde during the beginning of the 20th Century, anti-fascism in Italy and throughout Europe, and objects and documentation concerning archaeological excavations in the Antinoo area of Egypt. FAD has had beneficial effects in terms of improving access to the material and promoting expertise. More specifically to the IR portion of the project, the project plans

354 More information can be found from the Cultural Heritage Language Technologies Web pages http://www.chlt.org/CWLT/demonstrations.html
355 For example, the use of a morphological or syntactical analysis tool to create lemmas.
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in time to become Open Source and make the digital documents freely searchable on
the Internet. At the moment it is only possible to search the collection by metadata, but
in the future full-text searches will be possible. Transferring to Open Source technologies
will initiate a re-write of the application into a non-proprietary language and eliminating
dependence on the Windows platform components which are currently used.

Feedback following the project’s results has been positive from libraries, but less so
from archives. For the management of archival data, many aspects concerning the author-
ity files and the links between a document and all those that have a relationship
described by the archivist will still be taken into consideration. What makes FAD special
is that, in comparison with multimedia commercial CD-ROMs, every user can decide
upon his or her own personal way of interacting with the document without the need
for a fixed path.

In the future, particular attention will be paid to the introduction of specialised mod-
ules for retrieving the linguistic content for those digital documents that are available
not only in the form of images, but also texts. One example of future functionality is a
powerful morphological analyser which will automatically lemmatise linguistic forms
that are in works and documents in Italian or Latin. In this way, FAD will permit access
to all the different media contexts (e.g. books, documents, or epitaphy communications)
in which a certain word-lemma appears from any of its morphologically derived forms. This feature will increase the linguistic and lexicographic studies possible to per-
form on the texts.

Progetto FAD was financed by the Italian Ministry of Cultural Heritage and
Activities and had a total budget of €475,000. The project ran from January 2002
until June 2004 and was officially launched on May 14th 2004 at the Teatro del Rondò
di Bacco in Florence.

Scenarios

Teaching effective Information Retrieval at a community centre

The ability to discover information on the Web is an important and versatile skill that
many people take for granted. However, the vast majority of people have had no formal training in the effective use of search engines and often struggle to find the information
they require.

A community centre provides Web access to its users via three workstations, but staff
members notice a general lack of knowledge on how to search the Web. Helpers at the
centre are often asked for information on local cultural events and heritage sites, but
offers do not have the skills themselves to help users locate this information online or
answer technical queries posed by users.

The centre manager contacts a member of staff at a local university that teaches basic
IR techniques and refers her to a pair of students currently studying this area. Through
discussion with staff and helpers at the centre, the two students design a short series of
workshops on the best use of Internet search engines and other IR facilities. They
research how various search engines retrieve and rank results and the different searching
methods which they support. Many of the local cultural and scientific heritage attractions

356: http://www.bunisiculturali.it/
provide 'in-site' searches on their Web pages, powered by Google, so the students concentrate on how to maximise efficient searching in that search engine. Discussion with centre helpers confirms that browsing is a common activity therefore the students include in their workshops tips on Yahoo! Categories, and how to get the most out of them.

The students are then employed to run the guided workshops for small groups at the community centre. Centre staff participates in the workshops as well as members of the public, and the staff produces laminated 'hints and tips' worksheets to be displayed around the workstations. By collaborating with the local library, which has a Web site of its own, the community centre puts the worksheets online with clear links from the library's homepage. The workshops are well attended and the students are persuaded to return after their end of year exams to repeat the sequence, once at the community centre and once at the library. The community centre initiates regular activity in guiding users through the worksheets, and offers a Certificate of Digital Literacy to users who can demonstrate effective searching skills. The users begin bookmarking favourite Web sites and are encouraged to share them with the wider community via a feature on the library's homepage.

Music recognition with a pattern-matching algorithm

A large regional library devotes one floor to an extensive collection of sheet music and audio recordings. Most of the music is classical, but there are also extensive collections of folk music and popular songs which have now passed into the public domain. Staff is inundated with requests to find tunes and songs. More than half of staff time is spent helping users identify the names and authors of music before they can search for the items in the library's online catalogue. Identifying tunes by these means is extremely unreliable as it relies upon the knowledge (and sparrow tune) of the librarian present, resulting in some users never finding what they are looking for and leaving unsatisfied.

Commercial services which can identify melodies have become popular in recent years, and staff at the library has the idea that a similar model could be extremely useful in the identification of those pieces of music whose titles and composers are not known. After investigating possible solutions, the Head Music Librarian requests funding to provide users with a version of the commercial model, adapted to fit the library's needs, in which an audio analysis application allows melodies to be transformed into text-based notation, stored in a database and searched very quickly.

After being allocated a budget, the librarian identifies an Application Service Provider (ASP) that maintains a catalogue of music and the software required to search it. The application offered is very similar to that of the commercial company. Each tune is initially captured from an audio player device, converted to a plain text language describing the melody (irrespective of exact pitch and key) and stored within a database with metadata such as the title, author and year of publication or release. To identify a tune, the software captures a section of audio from an input device, converts it into the plain text format and runs a comparison on the catalogue.

As many of the tunes in the catalogue are contemporary, the library employs temporary staff to transform the more eclectic items in the collection (currently not included

---

357 For a real-life example see Shazam http://www.shazam.com
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in the ASP's database) into the plain text notation, using tutorials supplied by the ASP, which are then added to the database. The library also sets up a very simple database using the unique object keys returned by the ASP application to match it to the library's catalogue number for an item and the level on which it is stored.

As renting the application from the ASP is significantly cheaper than buying or developing a solution, the Head Librarian can devote more funds to increasing the ways in which the new audio database can be used. He conducts a short study of the wants and needs of people searching the music library and, with the help of the library's audiovisual technician, designs an audio suite. This consists of a small soundproof room within the music collection which houses a computer, microphone and audio players. The music recognition software is installed on the new workstation. Users can whistle, sing or hum a tune or play a track into the microphone from CD, vinyl, magnetic tape, Digital Audio Tape, or Minidisc. The software analyses the resulting sound file and converts it into text notation. Users can then search the entire database or refine their search using options such as genre, author/composer or date. When the results are returned, they are marked to show whether the music is within the public domain thereby, perhaps, giving the user more permissions. These results are automatically identified with the catalogue number so that the user can, with a single click, discover the item's metadata, permissions and whether it is held by the library.

The new music identification suite is extremely popular with library users and staff finds that it expands the role of the music library. Users not only have a much higher chance of finding the music they are looking for within the library but also begin using the application to identify music they know will not be held, such as recently published tunes and songs. After a relatively short space of time as this new function becomes better known, staff notice subtle changes in the makeup of Music Library users – and many users, attracted by the new possibilities on offer go on to discover and utilise more traditional library tasks and solutions.

Since the external database is maintained by the ASP, the librarians are not worried about it getting out of date and plan to renew their contract for the foreseeable future. The success of the system spurs the library into making plans to digitise all out of copyright audio recordings held within the collection as a precursor to providing their music recognition service over the Internet. 359

Linking film archives

Two European Digital Film Archives have been collaborating for several years as their collections are highly complementary and provide interesting comparisons to audiovisual coverage of significant historical events. Both archives hold a large number of films by (and documentaries about) one filmmaker in particular, who lived in both countries at different points in his life. They have worked together on several special exhibits in both countries, providing copies of material for museums and referring interested parties to the other archive where appropriate. Both archives enjoy these collaborations and the added interest it brings to the archival holdings. They wish to encourage a crossover of interest, not only between other institutions in their home countries, but across international borders.

After meeting at an international conference, the head archivists discuss the possibility of virtually joining their collections — allowing users to search both collections from one online interface. The archivists are very excited about this idea and consider the great advantages that interoperability between their catalogues will bring. Unfortunately, the metadata for each catalogue conforms to different models and (as well as the fact that metadata are in different languages) there are several obstacles to an easy and intuitive way of searching both catalogues.

The head archivists arrange a meeting at one of the archives and begin to identify problems and questions which need to be addressed before deciding if merging the catalogues is feasible. The archivists come up with the following list of issues:

- The catalogues consist of heterogeneous datasets — Should one or both sets be transformed? How can the metadata be transformed from one to the other without loss of data? Should both be transformed? The archivists appreciate that this would be a mammoth task given the amount of data involved.
- How can one search be effective on both schemas if the metadata are not transformed? The issue of interoperability is crucial to the success of this collaboration.
- A trans-lingual search would be relatively easy to implement by means of matched pairs of words in controlled vocabularies, but will the paired sets of words cover every eventuality? Will there be subtle differences in the ways the controlled vocabularies have been used? Are the controlled vocabularies at a similar level of granularity? This is a likely problem area.
- How can metadata crosswalks be created to solve some of these problems? Is there enough in common between the systems to make a crosswalk possible? If so, how can the similarities and equivalences be identified? How should idiosyncrasies be addressed?
- How will changes in the collections affect a common search tool? The crosswalk system must be robust enough to handle dynamic collection data.
- Will the search interface change? Should one interface be adopted over the other, or is a new interface required?

The archivists research current methods for solving some of these problems. They are happy to discover that frameworks already exist for accessing different datasets from a common interface and that diverse collections can be united with a common schema such as the UK’s Arts and Humanities Data Service’s Common Metadata Framework (CMF). They begin to identify common elements between the metadata schema in order to begin working on a crosswalk and they identify elements which are unique to each institution. By careful comparison, the archivists can best approach a technological solution which will deal with the overlap as well as the legacy data.

Both head archivists and their staff agree that, rather than producing a bespoke metadata system to deal with merely their two archives, they must focus on a solution which will ease interoperability well into the future. For this reason, they fix upon the Open Archives
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369 One example is SIRIUS’s Storage Resource Broker (SRB), client-server middleware that provides one uniform interface for connecting to heterogenous data resources over a network. SRB, in conjunction with the Metadata Catalog (MDCAT), provides a way to access datasets and resources based on attributes or logical names rather than actual names or physical locations. More information is available from http://www.sirus.co.uk/docs/srb/.

361 See http://www.dafo.ac.uk for more information.
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Initiative’s Protocol for Metadata Harvesting (OAI-PMH) as the best solution. OAI’s mission is to promote interoperability standards for the efficient dissemination of content and its technological framework and standards are not dependent on any particular type of content. The two film archives jointly fund a new staff position for a fixed term to facilitate the transfer of their schemata into a common system and begin contacting other film archives and institutions across Europe to investigate the possibility of including even more data in the unified search.

Using content-based retrieval for images of a sculpture park

A rural town runs a two-month-long arts festival every year, funded by government grants and voluntary contributions. One of the most celebrated and high profile features is the outdoor Sculpture Park where, each year, different sculptors display their work. Many of these artists are internationally renowned.

For several years now, the organizers have been asking visitors who own digital cameras to take pictures and bring them back to the box office in order to build up a collection of images of the sculptures from different viewpoints, in different weather conditions and as the natural surroundings change over the summer. The visitors’ images are downloaded onto computers and burned onto DVDs to be sold as souvenirs at the following year’s festival. The organizers would like to increase awareness of the festival and the number of visitors it attracts by adding these images as a searchable resource to the festival Web site.

Thousands of images have been recorded and stored over the past few years. Neither the public that submits the images nor the volunteer workers at the sculpture park have archival training and the metadata attached to the images is, at best, minimal. There is a high turnover of volunteers from one year to the next, making it almost impossible for new volunteers to mark up images taken at previous years’ festivals. Additionally, the voluntary workers only work during the weeks of the festival and when staff members are working they are too busy with other tasks to begin the slow process of marking up the images. As a result, the swiftly growing collection of images is never properly annotated with appropriate metadata.

One of the main organizers puts together a proposal outlining the problems to the rest of the team. She explains the concept of content-based image retrieval which, by this time, produces excellent results for collections with a relatively small number of different subjects. The organizers, keen to solve the problem, put together a funding bid, with matched funding from a regional company specialistising in IR. Image searches based on content. The organizers and the company agree that all the images will be added to a database to be searched by content.

They realize that the sculptures are unique and fairly distinctive and the approach recommended by the company is to allow users to query the collection using comparisons of colour histograms and shape analysis. The company demonstrates an existing IR solution with which users can select colours from a palette and set the proportions of each colour within the image to retrieve images containing the same colours. Users can also specify basic shapes within a frame, filled with a chosen colour which is compared with image representatives using simple shape analysis techniques. For example, if a user remembers that a sculpture was displayed on a grassy field, a green area at the bottom of the image they are searching for, they could specify a grassy frame and set the area to green. The imaging system will then search the database for any images matching these parameters.

362 For a real world example of this, try out the QBIC layout search at The State Hermitage Museum. Web site: http://www.hermitagemuseum.org/eng-bin/db2web/qbicLayout.mac/qbis?ellang=English
the frame will help to narrow down the results set. In addition to this functionality, the company can provide a "search by example" facility whereby, once an image of a particular sculpture is retrieved, more complex analysis is possible using its image content to find others like it.

The festival organisers, with a little help from their volunteers, identify a couple of examples of each sculpture and provide a little information on the year of display, the title of the piece and the sculptor. A programmer from the company designs a very simple Web interface allowing users to choose from four options: search using textual annotations, search by colour proportions, search by colour and basic shape, and search by example. The search using text metadata is performed on the greatly reduced set of images which were marked up with title, sculptor, and year. This returns two or three images, and the user can select his preferred image and run a similarity query on the entire collection. The dual approach allows users who can remember titles or sculptors to speed up the process of discovering images whilst not excluding those users who do not have textual information.

Once implemented, this resource is extremely popular and generates interest, not only from people who had already heard of the festival, but from all over the world, leading to an increased interest in the sculpture park and the rest of the festival. The innovative solution to granting increased access also impresses the governmental organisation which funds the festival and indicates possible further funding of innovative solutions in the future.

The Pros and Cons of IR Technologies

Introduction

Information Retrieval technologies have become an indispensable part of the large collections of electronic resources now available on the Web and elsewhere. In a situation where information discovery by browsing is not feasible, IR technologies are not so much a choice as a necessity. The generic advantage of IR is, of course, quick access to unsorted information. Although it is difficult to imagine any disadvantages to using a well-conceived and implemented IR system, there are risks and potential pitfalls which could inhibit the effectiveness of the technology.363

Advantages and Benefits

Immediate random access – Put simply, IR systems allow users to find information which they would not otherwise have found for a number of reasons: the set may be too large, the information may be in an unfamiliar language or lack a textual index.

Applicable to many kinds of information – Complemented by language tech-
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363 Many of these risks are related to the area of indexing and representing the information. More details on issues surrounding representation can be found in AGOSTI, M. et al. (1998) “Issues of data modelling in information retrieval” available online at http://epj.science/epjsc/articles/volumes/volume4-issue4/05/555.pdf, and in the “Digital Asset Management Systems” and “The XML Family of Technologies” chapters of previous DigitCULT Technology Roadmaps at http://www.digitcult.info/pages/technote.php.
ologies and visual and aural analysis, IR systems can retrieve information from both structured and unstructured resources.

**Access without indexing** – Although not yet fully mature nor appropriate in all circumstances, technologies now exist which can access both textual and non-textual information without the need for manual indexing.

**Subtle identification of information** – Extraction technologies complement retrieval technologies by allowing researchers to make informed decisions on the relevance of documents and objects. Although it is no substitute for human comprehension, the retrieval of information from within objects can save researchers a great deal of time.

**Minimises duplication of effort** – IR can be applied to a number of different resources, allowing users to gain results from a variety of sources from one search.

**Disadvantages and risks**

**Overwhelming scale of the task** – An IR system is most necessary and helpful for searching a very large resource. In addition to the huge amount of time and effort which can be undertaken digitising an analogue collection and/or indexing its content, the sheer scale of a large information set can cause retrieval problems.

**Different standards** – Although differing methods of indexing are not intrinsically disadvantageous for the retrieval technologies themselves, they can affect the value of retrieval systems. Very few algorithms can effectively handle information which has been marked up according to a variety of rules.

**Assumption of completeness** – It is easy to forget that the recall of an IR system rarely hits 100%. Users who have exhausted the retrieved results will not generally continue their information search within a collection. As a result, at least some potentially relevant results are missed.

**Loss of serendipitous discovery** – A common factor in information discovery is simple luck. IR systems tend to preclude the more time-consuming random ‘sifting’ through, or browsing of, resources. Innovative connections between ideas are often made by researchers browsing library shelves but this is difficult to model in the digital age.

**Dependence on the skill of the user** – Information retrieval can only ever be as good as the query provided by the user. A system can show a marked difference in efficiency between searches for skilled and novice information seekers.

**Quickly evolving field** – A state-of-the-art content-based retrieval system may be superseded by better technology in a relatively short space of time.

5. **Introducing the Technology**

**Selecting a Specification and Development Environment**

Before introducing an IR system it is important to consider various issues in order to ensure the best possible results from the finished system. Before undertaking the development or selection of an IR system, it is absolutely critical to have a thorough understanding of:

See DigitCUL Thematic Zone 6: http://www.digitcul.info/pages/Thematics.php
- The content of an information set and any idiosyncrasies it may have;
- The likely needs and requirements of users;
- Their likely skill and familiarity with IR systems;
- The intended purpose of the IR technologies within the information discovery system.

Decisions on particular retrieval technologies will rely on the style and structures of any indices or object representatives produced. It is crucial that designers and developers adopt a holistic approach. There are enough important considerations on the matter of representation of the content of a collection to fill a book: suffice to say that an institution wishing to implement an IR system must consider these areas together.

**Retrieval of the information by users**

A good working knowledge of the current state of IR technologies will be helpful to any organisation selecting an appropriate system and particularly important when considering a bespoke system. IR-Ware presents a categorised list of different IR software packages, including technologies aimed specifically at visual and audio retrieval. Some questions to consider:

- What are the basic functions which the system must perform?
- Is there an existing system which matches the needs of both the organisation and the material?
- Will the system search for discrete objects and return the entire object to the user, or will information be extracted or abstracted from within the documents?
- What are the potential file formats which the system must handle? How will each be approached?
- How large is the information set?
- Will the IR tasks be performed online? Is there a way to utilise existing online IR technologies?
- What searching strategy is most appropriate? The skills and needs of the users must be considered as well as the characteristics of the information set in order to achieve the best results.

**Technological Infrastructure Issues**

IR systems can be highly complex and may have significant technical implications both for the organisation of the material itself and the institution. It could be relatively simple to set up a single Digital Asset Management System on a collection which is already indexed. More comprehensive and versatile retrieval systems will require significant research, investment and development. It is likely that a large networked system will require dedicated hardware and a server.

---

365 A selection of white papers, trial software, and Web cam can be accessed from the Network Computing Tech Library at [http://techlibraryNETWORKCOMPUTING.com/dir/term/Information-Retrieval-Software.html](http://techlibraryNETWORKCOMPUTING.com/dir/term/Information-Retrieval-Software.html)
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The process of introducing the technology is likely to take the following form:

1. Comprehensive needs analysis to answer the preparatory questions (above);
2. Research of current technologies and study of their use in other similar organisations;
3. (Cataloguing, indexing or representing the information set if necessary);
4. Selection, adaptation or development of a system, including the acquisition of related technologies (e.g. a speech recognition system), where necessary;
5. Thorough testing with appropriate data and work loads;
6. Refinement of the retrieval algorithms;
7. Installation of hardware and software, load testing (for networked applications);
8. Deployment (preferably including features for ongoing evaluation and refinement).

Staff and Policy Issues

Collaboration between those with an in-depth knowledge of the materials and those with technical knowledge about the way in which IR works is necessary to define and select the best solution. It is likely that organisations will need to bring in external expertise from IR technology specialists. IR solutions are likely to be large and take a long time to implement, therefore it is crucial that activity is managed to ensure a consistent approach to the various aspects of the project.

Many heritage institutions will already have some sort of IR system, so a discussion of the benefits of a more innovative approach will be beneficial. Curators of digital information will generally be excited about the new modes of access and dissemination of their information made possible by the latest retrieval technologies. It is important to emphasise the timescale involved and the need for thorough testing before the system goes live.
LOCATION-BASED SYSTEMS

Executive Summary

This chapter follows on from DigitCULT’s discussion of Mobile Access to Cultural Information in Technology Watch Report 2 (p. 91–118), exploring technologies such as GPS (the Global Positioning System) and GIS (geographic information systems) in greater depth.

A GIS enables the visualization of the geographic aspects of a body of data, stored in one or more searchable databases. Input is usually provided as the form of digitized maps which the system translates into geographic data. When the system is queried, the GIS turns user input (whether in the form of a street address, a postcode, or grid co-ordinates) into an explicit map location, with which the user can interact. This process is known as geocoding.

Geographic data can be stored as vector graphics (where linear data are stored as strings of x and y co-ordinates) or as raster graphics, which express data at pixel level as a set of grid cells. The raster model is better for portraying subtle and gradual changes while vector graphics are better for linear data. Most GISs use both kinds of representation, gathered from multiple sources. They can then analyze, manipulate and present this data in a variety of ways for different purposes.

GISs are used in a wide range of sectors, from the emergency services, to environmental agencies and industries like mining, exploration, etc., indeed, wherever spatial data analysis has a part to play. The best-known examples of GISs on the Web are mapping services like Maporama, Streetmap.co.uk, and Yahoo! Maps.

The GPS consists of twenty-four satellites (owned by the US Department of Defense) that allow ground receivers to ascertain their spatial location. Each satellite continually broadcasts its changing position and time. GPS receivers triangulate their own position by taking bearings from three of the four visible satellites. The result is provided in the form of a geographic position – latitude and longitude – which can be accurate to around one metre. The fourth satellite establishes the user’s altitude. When the data are linked with dynamic mapping capabilities the location can be output visually in map form.

For some time, scientists have used GPS data to measure phenomena like the movement of polar ice sheets and the Earth’s tectonic plates. Since US President Bill Clinton withdrew GPS Selective Availability in May 2000, accurate GPS has been affordable for most people for personal use. In addition to outdoor use in pursuits such as hiking, skiing, flying, and sailing, GPS receivers can be used in cars to give drivers their current locations.

In the cultural heritage sector, location-based systems could be used very simply on institutions’ Web sites to direct visitors. More in-depth applications of the technology will include archaeology, particularly when GPS/GIS

367 http://www.netlinkedge.com/dpmap.htm
368 The EU is currently working on an alternative to GPS, known as Galileo. The first satellites for this new system are due to be launched in 2007. http://www.esperescience.co.uk/space/galileo
energy_transport/gallon/index_en.htm; The Dashworks DASHPC; 2004 DASHPC. Source is oneouch system implementing GPS for continuous in-car navigation. http://www.dashpc.com/
Location-Based Systems

are used in conjunction with virtual or augmented reality applications. The National Monuments Record of Scotland (NMRs) provides a good, large-scale example of how GIS can be used in the cultural heritage sector. The NMRs maintains a GIS database which holds site details together with location and bibliographic details. One of the original sources of information for the database was taken from the Ordnance Survey (O.S) Archaeological Division. This has since been greatly enhanced with information from the Royal Commission on the Ancient and Historical Monuments of Scotland (RCAHMS) and external survey projects. A project to incorporate all architectural records has been operating since 1996. It is anticipated that there will be about 250,000 site records in total when the architectural survey project completes and an index to over 1,000,000 collection items. In 1998, the NMRs database was launched on the Internet as Cansure (Computer Applications for National Monument Record Enquiries).

Case studies on the ODIN Mobile and CHIMER projects show how location-based systems can be fruitfully combined with mobile and static devices to provide “anytime, anywhere” access to cultural resources, and to help users interact and integrate more fully with the objects, building and people around them.

Introduction to Location-Based Systems

Background

Location-Based Systems (LBS) take a user's current position into account for the purpose of providing a service, powered by the ability to determine or discover the geographical location of a mobile device and subsequently provide services based on this information. User location information is usually expressed in X-Y-Z coordinates, produced by a Location Determination Technology (LDT).

The world’s best-known positioning system is the Global Positioning System (GPS). This consists of twenty-four satellites launched between 1978 and 1994, orbiting the Earth and allowing users with dedicated receiver to ascertain their geographic location. GPS position determination is based on measuring the distance to three of the four visible satellites thus determining the three basic coordinates of each user’s position: latitude, longitude, and altitude. Originally developed by the US Department of Defense to meet military requirements, GPS has since been adopted for civil applications, in particular travel advice. The first indoor location-based application was the Active Badge, developed by Olivetti Research Ltd between 1989 and 1992. The Active Badge’s in-built tag generates an infrared signal four times per minute. These signals are picked up by a system of sensors located around the building. A control unit, which is also part of the network, polls the beacon, processes the acquired data, and displays the results in an appropriate visual form.

PARC’s was the first location-based application to be deployed for mobile devices, designed and prototyped in 1992 by Xerox. PARC as part of its work on ubiquitous computing. The system is intended for indoor location determination and consists of palmtop

369 This definition shows that the ability to determine a geographical position is generally considered a means for providing mobile users with services. It may be preferable to use the term ‘location-based services’ instead of ‘location-based systems’, although the terms can be used interchangeably and are abbreviated as LBS. See also: http://www.gisdevelopment.net/technology/Rx/scottish03.htm
387 http://www.colorado.edu/itls/cnsc/2145/3152_Fall_2001/Papers/Watson%20Active%20Badge.pdf
371 http://snfasherand-research.net/people/schle/patlib-pv-jar/06.pdf
computers that can exchange wireless data with workstation-based applications via infrared transceivers.

The first distinctively location-based services were provided by mobile telecommunications network operators. The requirements of the US Federal Communications Commission have insisted since 2001 that network operators are able to provide a caller's location and phone number (the so-called E-911 directive) to emergency services when necessary. With recent developments in the field of communications, geospatial positioning systems and geographical information systems, location-based systems are becoming increasingly important for the mobile world. In the near future they will benefit both users and service providers almost ubiquitously.

Services and Uses

Location-tracking services

Location-tracking services usually use GPS receivers as positioning components, employing an Internet-enabled cellphone or a personal digital assistant (PDA) as communication components for visualising the tracking service. No information needs to be sent to the mobile object. Examples of location-tracking services include vehicles and goods, people (children, adults with health problems, people in hazardous environments or dangerous terrain), livestock and pets, and GeoFencing. The last of these refers to systems which generate alerts when tracked objects enter or leave a predetermined area. This can be used to monitor prisoners on parole, for example, or control the movements of livestock.

Position-aware services

Position-aware services necessitate a two-way communication between service provider and user device. Such services have a variety of current and potential uses. In traffic coordination and management, these services provide information on traffic flow, route advice, and weather conditions, as well as practical information such as toll prices for the use of motorways or bridges. In e-Commerce they provide location-aware advertising and content delivering as well as shopping assistance. In integrated tourist services, information can be provided on accommodation, transportation, cultural events, guided tours, and prices. In education, resources can be shared between users in a room, school, or even across larger distances.

The Location-Based Market

The ongoing boom in LBS implementation has attracted the interest of many new players, developing and offering new and improved location-based services. According to Ovum, the LBS market in Western Europe is expected to reach €5.37 billion by 2006, with approximately 44% of mobile users employing some kind of LBS. This is still only a

372  http://www.fcc.gov/911/enhanced/
373  See for example M-Guide, which provides location-based information services for Athens, Greece and Turku, Finland.  http://www.ovi.com/en-gb/
374  http://www.northstream.co.uk/dbPage.asp?dbID=195&colTypeID=2
small share (around 1%) of the total operators’ earning estimates for the same year.
Another survey from Datamonitor suggests that the revenues earned providing mobile
content (data sent over mobile phones to users) should reach more than €25.6 billion in
2005, compared with €1.95 billion in 2001. Datamonitor sees location-based services
generating only €2.0 billion of these revenues by 2005 due to the lack of standards in
the still-maturing technology.376

According to ABI Research (April 2004), the total revenue garnered from LBS may
exceed €2.95 billion by the end of the decade.377 The largest share of this will be from
company services such as employee and asset tracking, navigation, weather services and child
tracking among the other location-based services likely to be most readily embraced by
consumers. Strategy Analytics378 (January 2001) claims that by 2005 the market for loca-
tion-based services will reach €5.3 billion in the U.S. and €7.32 billion in Europe. A small
part of that revenue will come from tracking services while position aware services will
be predominant.
Whether LBS will reach these figures in three-time scales depends on a number of factors
such as standardisation, consumer acceptance, quality of positioning technology, level of
accuracy and security issues. Geospatial technology expert Yaser Bahr predicts that by 2006
telecommunications companies and other mobile service providers will acquire the majority
of GIS vendors and assimilate their technologies into wireless Web service infrastructures.379

Privacy issues

Information privacy means a right to fair processing, the right to private communication,
the right of authentication and the right of anonymity. There is no current legislation which
deals unambiguously with privacy issues in location services. The identification of potential
problems related to user privacy will be of vital importance for the success of LBS. Service
providers constantly strive to guarantee consumer confidence and LBS can only truly thrive
when users feel totally comfortable with location privacy guarantees. In some cases, they
may even be ready to make compromises to their personal rights if the service is judged to
be worth it.

Standardisation

Many institutions are currently working on standardising LBS, on both the network and
application sides. Key players in these efforts are the 3G Partnership Program (3GPP)
and the Location Interoperability Forum (LIF), which work on the addition of LBS capabili-
ties to future 3G networks and on the development and implementation of network- and
technology-independent solutions.380 There is no doubt that the result of these efforts will
have a huge impact on the success of LBS, affecting the choice of technology, the investment
required to start or upgrade existing services, not to mention the effects on their accessibili-
ty, ease of use, and cost. This is a similar situation to that relating to geographic data, where

376 http://news.bbc.co.uk/2/hi/business/1340932.stm
379 http://www.locationservices.com/LBSArticles/Bahr_Positioning%2D%2DTechnology%2D%2Darticle.pdf
existing formats have to be标准化 for inter-module communication in an LBS. This
encompasses standardisation of both metadata and the geographic data itself. The ISO TC
211 and the UK Office of Government Commerce (OGC) frameworks provide a solid
background for further developments in the field, based on XML and W3C recommendations. 10

Location-based systems cover a broad range of technologies and, in order to allow inter-
operability between their components, the need for standardisation is obvious. Such compo-
nents include content and applications, network equipment, communication equipment,
service provision, and end-user devices. The flawless integration of these components in reli-
able LBS will demand Open standards for data exchange and application interfaces. With
Open standards evolving in both GIS and Wireless technologies, the possibility for compara-
ble and compatible standards in Location Based services is fast becoming a reality.

How Location-Based Systems Work

Principles and Categories of Location-Based Systems

There are two main types of location-based services: location-tracking service and position-
aware service. The former rely on the tracking of mobile objects by other parties (service
providers) and are limited to tracking applications where no information is sent to the
objects. 10 The latter type relies on the device’s knowledge of its own location. 10

A typical location-based system is likely to consist of five components: (i) a positioning
device, used to measure the position co-ordinates of the mobile device; (ii) a communica-
tion component, ensuring one- or two-way communication between the mobile device and
the service provider; (iii) a geographic information component; (iv) a location management
component, usually a remote server which performs further processing of positioning and
geographic data; and (v) a service component, i.e. data provided to the mobile user or
device.

The positioning element is used to measure the position co-ordinates of the mobile
object or device. This is often a dedicated GPS receiver, but standard cellphones can be used
to good effect where high degrees of accuracy are not essential. The communication ele-
ment provides one- or two-way communication between the mobile object and the service
provider. This link is used to transmit the location co-ordinates to the service provider, and
the service to the mobile user. Cellphones combine positioning and communication capa-
bilities. All other positioning devices use separate communication components; typically net-
work-based. Location-based systems can be categorised according to the type of network
used. Cellphone networks are currently the preferred way to transmit location co-ordinates.

WLAN network-based methods transfer position co-ordinates to the service provider via an
Ethernet (802.11), Bluetooth, or WiFi (Wireless Fidelity or 802.11b) interface.

Other solutions include Internet (TCP/IP)-based deployments, and networked applications
whereby all positioning components are connected directly to a networked information
management system (IMS). Such communication tools are used by most indoor location

301 http://www.isotc211.org/  http://www.ogc-gooek/  
303 ibid.
Location-Based Systems

techniques: infrared, ultrasonic, RFID, real-time location and Ultra-Wideband (UWB) systems.

The geographic information component refers to the physical environment where the service is to be delivered. These are tools which serve and manage maps of particular areas, of streets and blocks, of natural elements (such as planets, lowlands, mountains, lakes and rivers, or simply points-of-interest such as supermarkets, entertainment areas or service stations), software tools to generate and use them, hardware to process and display them and finally the personnel to work them. GIS is a fundamental technology required by most LBS applications.

The location management component processes location coordinates in order to extract value and content from the geographic data. A Mobile Positioning Centre (MPC) may gather and manage positioning information, interfacing with applications that make use of it. It controls all procedures related to the authorisation, authentication, and billing of users, and deals with issues like privacy. The service element is the data returned to the mobile user upon request or a personalised position dependent service.

Geographic Information Systems (GIS)

What is GIS?

A geographic information system combines layers of information about a place. Essentially it is a combination of computer hardware and software linking geographic data with descriptive information. GISs do not merely mimic the concept and functions of paper maps in addition to geographic data they present layers of complementary information. The software and associated maps assist in providing the visual representation of the overall procedure contained within the information management system. But GIS is not primarily about displaying digital maps and depicting distributions of data. The essence of GIS lies in its power to analyse the data and supply additional information, making a GIS a complex computer system which stores and utilities data about objects on, above or underneath the surface of the earth, assisting in the analysis, management and visualisation of spatial and geographic data. Geographic information systems are sometimes referred to as 'smart maps' linking the functionalities of databases and maps.

The basic functions of a GIS system are:

- Geocoding, an automated process that links user data with map data, and in contrast
  - process reverse geocoding;
- Nearest neighbour search;
- Geodetic (relating to the measurement of the Earth's surface) conversion;
- Point-in-polygon operation (a GIS overlay procedure which determines whether the
  points of one dataset are contained within the polygons of another dataset).
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385: 385 http://www.gis.com/whatisgis/
386: 386 http://www.osgb.co.uk/osgbmap/gis/386
387: 387 A free introduction to GIS (including examples) can be found at the Ordnance Survey GIS File:
388: 388 http://www.ordnancesurvey.co.uk/onsite/home/novels/388
- Distance calculation,
- Multi-modal routing
  (calculation of optimized routes),
- Spatio-temporal dynamic calculations,
- Map rendering for mobile devices. 387

The main concept in the workings of GIS is that of layering. This combines mapping and data storage functions, allowing the creation, manipulation and analysis of spatial data. In order to do this, a GIS encompasses basic elements like hardware, software, rules and techniques for data management, processes for deriving information and the expertise of qualified personnel.

The geographic data component refers to the physical environment where the service is to be delivered. In simple terms, this includes maps, software tools to generate and use them, hardware to process and display them and the personnel to operate them.

Where is it used?

The Canada Geographic Information System (CGIS) is one of the earliest examples of a GIS, created in the mid-1960s to analyse Canada’s national land inventory and still in operation today. The CGIS elaborated a number of technical and conceptual issues that are relevant to contemporary systems. In 1964, Howard Fisher established the Harvard Lab for Computer Graphics and Spatial Analysis which soon became an important research centre where innovative software for spatial data handling was created. Two years later, Fisher developed SYMAP (the Synagraphic Mapping System), 388 the first real software system to facilitate computer mapmaking.

GIS systems are found in a wide range of applications, including Emergency Services (Ambulance, Fire and Police), Environmental Monitoring and Modelling, Business Site Location and Delivery Systems, Industrial Transportation and Communication, Energy — Mining and Pipelines; Healthcare; the Military; all levels of Government; and Education and Research. The British Ordnance Survey uses GIS for education, for adding real-world information to its regular maps and linking maps to other resources. 389

Domain-specific uses to which GIS can be put include administration, network solutions, ecosystem management and environmental monitoring, oil spill and contamination monitoring, site location and client distance measurement, modelling of future trends, clusters and comparison of data (indeed anywhere that spatial data analysis is needed) and combining various display methods in a single system. In all such cases, GISs are used directly. In LBIs they are more or less essential for the operation of the application but the end user need not be aware that GIS is helping provide the data.

One of the most exciting new applications for GIS is across the Internet. The possibility

388 http://www.geography.wisc.edu/wc/gis/history.html
389 See the OGIS http://www.mapinfo.co.uk for example.
of providing online services into people’s homes uncovers new opportunities to all heritage institutions involved in improving public understanding, access to and enjoyment of world culture.\textsuperscript{390}

How does it work?

A GIS stores information as a collection of thematic layers that can be linked by geographical coordinates. This simple but powerful concept has proven invaluable for solving many real-world problems. Simply put, GIS works by relating information about an object or event to a location. To do this successfully, a GIS utilizes five essential components: data, hardware, software, people, and methods. The last two of these will be covered in greater depth towards the end of this chapter, but it is worth taking a moment to outline the technical components here.

Data

In any GIS, each geographical feature is represented by geometric spatial data such as points, lines and areas, and non-spatial data such as names, statistics and classifications. There are two ways of inputting and visualizing such data: raster and vector data models. The vector model describes discrete objects in terms of points, lines and areas, and uses point, line and area data types to define the locations and boundaries of referenced features. The vector model is sometimes also referred to as an object-based model. Satellite images and aerial photos are usually stored in this format.\textsuperscript{391}

The raster model, on the other hand, partitions space into cells and records the contents of each cell. Cells are usually square, rectangular or hexagonal in shape. Raster models consist of a set of thematically specific layers, each presented as a grid array. For a particular theme of interest, each cell records a single value which may be the category within a theme, or a numerical value, e.g. temperature. Raster data models are normally used to record less precisely surveyed data.

A GIS will often combine data from multiple sources. Possible sources include digitized/scaned maps (which may be purchased, donated, downloaded, or created by professionals), databases, accurate GPS co-ordinates, remote sensing and aerial photography. The last of these involves satellite imagery and overlapping aerial photographs created by photogrammetric instruments. Satellite images and aerial photographs are typical examples of remotely-sensed data.

GIS applications are generally aimed at deriving information from the data available in the geographical database. This is done using different techniques, such as: geoprocessing, analysis of remote sensing data, and image processing techniques. Geoprocessing involves the derivation of information through the analysis of existing GIS data and includes such procedures as data conversion, geographic feature overlays, topology processing, coverage selection and analysis.\textsuperscript{392} Commonly occurring types of spatial queries are those of measurement, proximity, contiguity, containment, coincidence and least-cost paths.

\textsuperscript{390} See Peter Lohrmann, ‘GIS on the Internet: Applications, Technologies and Trends,’ for a more in-depth account of Web-delivered GIS.
\textsuperscript{391} http://www.isc.edu.uk/pubs/2002/irr_lahitanner.pdf
\textsuperscript{392} http://www.cio.org/cookbook/glossary.php
The analysis of remote sensing data allows different types of information to be derived and then combined with other spatial data within a GIS. This method is used to collect information on a subject without necessarily coming into contact with it. In the case of GIS, this means data about the earth (usually in the form of images) provided by aerial photography, satellites, airborne scanners or cameras, and radar systems. Sensors mounted on satellites or aeroplanes are used to measure the energy reflected from the earth. The data obtained can be displayed onscreen as a digital image or printed as an analogue photograph.

Developed for different purposes, GIS and remote sensing both provide information about the earth's resources. Development in computer technologies have made possible the integration of data from the two sources. Most GIS software packages permit remotely-sensed data to be imported (or at least displayed) within the software application. This allows users to overlay remote sensing data layers with other spatial data layers. Remotely-sensed images can be combined with GIS datasets to provide continuous views of particular areas, to extract GIS data layers (such as contours), and to build footprints (i.e. the total area where a specific transmission can be received).

The data processing carried out in remote sensing is a form of image processing, since remotely sensed data usually take the form of digital images. It involves a series of steps. In the pre-processing stage, images are prepared to aid computer analysis in terms of digitisation, conversion into suitable formats, reconstruction, restoration and/or correction of radiometry and geometry parameters. To transform the information, image enhancement, spatial and geometric transformation and/or data compression techniques are normally required to generate a thematic map or database. The classification stage involves the categorisation (or labelling) of image features, using techniques such as statistical analysis, pattern and feature recognition, texture analysis, segmentation and matching. Finally, the image data are output either in analogue form such as film or colour copy or in the form of a digital database which usually makes up one of the layers of geographic data in the GIS.

**Software and Hardware**

GIS data alone are useless without the functions and tools needed to store, analyse and display geographic information. Key components of GIS software include tools for entering and manipulating geographic information, a database management system (DBMS) for storing and retrieving this information, and dedicated tools for creating intelligent and queryable digital maps.

The computers and devices on which a GIS operates form its hardware component. In the past, GIS was always associated with expensive and hard-to-use UNIX workstations, but today GIS is often found on a wide range of user-friendly and affordable systems, including desktop PCs and personal notebooks. The typical GIS hardware setup consists of a computer, input devices (keyboard, mouse and scanner), output devices (monitor, printer and plotters), and storage devices (including hard drives, CD recorder and DVD RAM).

As with many types of software these days, introducing GIS to an organisation need not be expensive: The Open Source GIS project is an attempt to build a complete index of Open Source and Free Software GIS-related projects. In August 2004 it linked to over 170 packages, ranging from simple calculators for measuring the distance between two postal zipcodes regions to software for capturing and decoding information from weather satellites.

393 http://www.unesco.org/ict/pubs/source/s15.htm
394 http://www.opensourcegis.org/
Positioning technologies

Introduction

Location-based services can be grouped according to the positioning technology used to pinpoint the location of a mobile object. The fundamental element of a location-based system is its positioning component. These can be cellphones incorporating Subscriber Identity Module (SIM) cards, GPS receivers, inertial sensors (gyroscopes), transceivers and tags (ultrasonnaic, infrared, radio-frequency RFID, ultra wideband, magnetic field), or wireless LAN components such as palmtop computers, PDAs and laptops. Many of these technologies have been covered in DigiCULT work and our focus here will therefore be on those components which either have not been discussed or those for which location determination capabilities have not been important thus far.

Cellphone positioning elements

Positioning technologies based on mobile phones fall into two main categories: network-based and handset-based (or network-/handset-centric) solutions. Network-based solutions do not depend on positioning resources built into a mobile phone or its SIM card, whereas handset-based solutions do. The term ‘network-based’ refers to a series of terrestrial base stations accumulating positioning information and sending data to a centralized server which then computes locations. This differs from the handset-based method where the handset performs the calculation itself.

Network-based positioning technologies

COO (Cell Of Origin) Technology

Cell of Origin (COO) is a mobile positioning technique for finding a caller’s cell location. COO is the only positioning technique that is widely used in wireless networks and is suitable both for the emergency services and commercial use. To determine a position, the location of the base station is ascertained from the cellular transmitter and assumed to be the location of the caller. This technique is not precise. Depending on the number of stations in the area, the accuracy of positioning can be as close as one hundred meters in a city area, perhaps, or in the order of several kilometers where base stations are located more sparsely. When greater precision is required, the COO technique is often used in combination with other location technology. An example of this is the Enhanced Cell-ID network technology which combines standard COO techniques with other technologies, thus increasing the level of accuracy over basic Cell ID (typically between 75 and 500 meters). In GSM networks, COO can be combined with a Timing Advance (TA) technique (where handset range from the base station is measured) and/or Received Signal Level technique.

395. See for example DigiCULT Technology Watch Report 2, "Smart Labels and Smart Tags" (pp. 65-93) and DigiCULT Technology Watch Report 22, "Mobile Access to Cultural Information" (pp. 91-118).

396. This technique is also known as Cell Global Identity (CGI). A cell is the basic geographical coverage element of a cellular phone system.
(where average signal strength is measured). In UMTS’s Wideband Code Division Multiple Access (W-CDMA) cellular networks, COO can be combined with Round-Trip-Time technique (the W-CDMA version of Timing Advance) to improve accuracy. Despite COO’s lack of precision, it offers certain clear advantages—quick location determination (usually in the region of a couple of seconds), and easy deployment since no equipment or network upgrades are required.

**TDOA (Time Difference Of Arrival) Technology**

Another simple network-based method, TDOA uses the time differences for a signal to travel between the mobile device and three different base stations as an indirect way of location identification. Location measurement units mounted on each station compare the time differences, and taking into account the known propagation speed of the signal they calculate the distances to the mobile device, thus defining its exact position. To achieve accurate positioning, the clocks at the base stations must be precisely synchronised, usually done by GPS or atomic clock. This technology is sometimes referred as Uplink Time Difference of Arrival, where uplink means a radio communication from a mobile terminal to a base station.  

Characteristic features of this technology include the ability to determine locations accurately (typically 50m or better) in outdoor and indoor areas alike. As with COO, TDOA does not require upgrading of basic hardware or of the network. Along with Advanced Observed Time Difference (AO-OTD) (see below) and the Assisted Global Positioning System (A-GPS), TDOA is one of three high-accuracy wireless location standards adopted by the 3GPP (Third-Generation Partnership Project).

**TOA (Time Of Arrival) Technology**

TOA is similar to TDOA but uses the absolute time of arrival of the signal at a certain base station rather than the difference between signal propagation times from the mobile terminal to base stations. Since signals travel with a known speed, the linear distance between a mobile device and base station can be calculated from the time of arrival using location measurement units (LMLU) installed at each base transceiver station. As with TDOA, synchronisation of the base stations is important to ensure accuracy in the location determination. This technology is sometimes referred as Uplink Time of Arrival. The cost of implementing this technique is high due to the large number of LMLUs required, and is not proportional to the improvement in performance.

**AGA (Angle Of Arrival) Technology**

This technique requires a complex antenna set at each base station, operating together to
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397 http://www.cs.bilkent.edu/~eych/c429/1.03/glossary.html
398 Enhanced Observed Time Difference: This method is based on measurements in the Mobile Station (MS) of the time difference of arrival of bursts from nearby pairs of base stations. It is employed to calculate the position of the MS and may be used for Location Service. [Source: http://www.empirical.com/companies/Mobile_Tech/-/-/-/Enhanced_Observed_Time_Difference.html]
399 Assisted Global Positioning System: a technique enabling mobile and cellular networks to establish accurate positioning information. The system utilizes both the GPS and the terrestrial cellular network and is one of the Location Service methodologies. [Source: http://www.empirical.com/companies/Mobile_Tech/-/-/-/Assisted_Global_Positioning_System.html]
400 http://www.3gpp.org/ See also http://www.wirelessnet.com/news/2005/125/3g/09.html
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determine the incident angle of an arriving signal. LMLUs at different stations process this information in order to pinpoint the caller's location. AOA systems are designed to compensate for multipath signals, since these may compromise the location determination. The process of installing and aligning antenna arrays can be complex and costly. Hybrid methods have been developed which use the best of both AOA and TOA to provide improved positioning.

Radio Propagation Techniques (RF Fingerprinting)

This technique uses a predetermined mapping of radio frequency (RF) characteristics to provide an estimate of a mobile device's position. It is based on the comparison of the signal signature with a database that stores a physical model of the RF coverage area. LMLUs correlate known RF characteristics (multipath signal attenuation, propagation and signal loss) with real-time information acquired through the mobile phone. This technique provides extremely accurate location tracking results (typically within a few meters) and rapid deployment at reduced expense. It is suitable for both urban and suburban areas and is particularly well suited for indoor deployments. RF Fingerprinting works with both 2G and 3G handsets, providing a solution for existing and future users as well as a potential complement to GPS-based applications.

Handset-based positioning technologies

SIM Toolkit

The SIM Toolkit allows communication between a SIM card and a location server application, either of which may contain additional algorithms to support mobile positioning. This is a good technique for obtaining position information while the mobile device is in an idle state. Positioning information may be as imprecise as that achieved through the COO method although additional procedures such as timing advance (TA) or network measurement report (NMR) can be applied to improve accuracy.

CGI + TA (Cell Global Identity) + Time Advance

This positioning technology relies on two parameters: Cell Global Identity (CGI) and Timing Advance (TA). TA is a technique which allows time frames from each mobile to be synchronised when received at a base station. It relates to a network-determined time difference of the actual arrival of a signal from a mobile phone and the allocated time. TA is measured when a communication is to be established between a handset and a particular cell. Simply stated, mobile phones must transmit their data some time ahead (according to TA) to keep in sync with the cell base station. Thus the TA parameter is used to estimate the distance between them. The precision of a combined CGI+TA system is reasonable, usually offering an error margin of less than 10m.

CGI + NMR (Cell Global Identity + Network Measurement Report)

This technique relies on standard measures of the field level performed by the handset, given that the SIM card is accordingly modified. The NMR method is based on signal
power measurements (RF-patterns) which are part of the signalling for handover purposes.

A database holds these entries which describe a particular position. When the position of a mobile terminal is to be determined, snapshots of the RF-patterns are taken and compared to the database values.

**E-OTD (Enhanced Observed Time Difference) Technology**

The enhanced Observed Time Difference (E-OTD) technique relies on signal measurements performed both by the mobile terminal and by a fixed receiver (LMS) at a known position. When a signal from at least three base transceiver stations (BTS) is received by an E-OTD enabled handset and the measurement unit, the time differences of arrival of the signal are calculated using standard techniques in which the points of intersection of hyperbolic position lines estimate the position of the mobile terminal.

This technique requires upgrades in the handset. While similar to network-based solutions using TDOA, mobile terminals in an E-OTD system support position determination in a network where BTS are asynchronous. E-OTD technology offers positioning accuracy between 50 and 125 meters, but has a slower speed of response and requires software-modified handsets.

**A-FLT (Advanced Forward Link Trilateration)**

This method of location is unique to CDMA (code-division multiple access) networks, since they are inherently synchronous. It relies on measuring the phase delay between signals sent to a pair of BTS and comparing this data with the values obtained from another pair. Similar to the TDOA method of determining location, data from three base stations can be used to ascertain the location of a handset.

**GPS – The Global Positioning System**

Largely considered to be the most accurate long-range location-based technology (and certainly the best-known), GPS uses satellites to fix the position of a mobile unit equipped with special hardware and software for receiving their signals.**40** GPS devices comprise a receiver and a navigation computer. They accept signals from the satellites and use them to calculate the distance between the satellites and the receiver. Based on this information, the computer can subsequently determine the position (and, over time, the velocity) of the receiver.

There is more than one type of GPS system. Differential GPS (DGPS) is a positioning procedure that uses two receivers, a user at an unknown location, and a base station at a known, fixed location. The base station computes corrections based on the differences between actual and observed ranges to the satellites being tracked. It can be used indoors or outdoors with high accuracy, but at a much greater cost. DGPS requires the use of satellites and radio beacons known as pendants. Assisted GPS (A-GPS) systems are used to overcome
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**40** http://time.few.at/homepage/content/4/innovcat/WhitePaper_Network_measurement_based_handset_location.pdf

**41** GPS is covered in far greater depth in APT/CLEF Technology White Paper 2, in particular the chapter on Mobile Access to Cultural Information Resources (pp 91-119). A good pictorial introduction to GPS is available on the Garmin Web site, at http://www.garmin.com/aboutGPS/
the delay problems which can occur when locating a mobile unit. This technique relies on transmitting data about the mobile object through a network of base stations to accelerate the process of location determination, reducing it to only a few seconds. A-GPS is accurate to around ten metres, but systems can be expensive for the end-user since they require a GPS-equipped handset. The GPS handset also has to be in sight of three or more satellites, making its use difficult in built-up areas and indoors.

**Acceleration based positioning technologies**

**Inertial Navigation System**

Inertial navigation systems (INSs) estimate positions using accelerometers, devices which measure the acceleration of an object. Accelerometers use two successive integrations in order to define the position of a moving object. Each integration step produces an output drift and, if the second is performed without preliminary drift compensation, the end result can contain a substantial error. In order to avoid this, the system is reset after the first integration phase while keeping the processing result. This technology is expected to become the preferred technology to be used in WorldBand. Unlike DGPS, which involves expensive infrastructure (including satellites and radio beacon pseudolites), acceleration-based technologies represent a completely closed system that is small, lightweight, low powered and very accurate, allowing sub-centimetre position determination.

**Ultrasonic location systems**

These systems typically use the measured propagation delay (or time-of-flight) of signals between ultrasonic transmitters and receivers to determine a physical distance. A number of measured delays are taken between fixed transmitter or receiver units and the mobile device. The location of the device can be found by means of computational algorithms based on the principles of multilateration; the determination of a position using the time difference of arrival of a signal at a set of sensors.

Ultrasonic transmitters and receivers can be mounted at fixed locations, affixed to mobile objects or even worn by human users. Ultrasonic systems are characterised by their high accuracy (to centimetre level). Unfortunately, their implementation requires a complex infrastructure placing them beyond the budgets and technical capabilities of many users.

**Ultra-Wideband (UWB) Technology**

UWB is a wireless technology for transmitting digital data over a wide range of frequency bands with very low power. It is capable of sending out data at very high rates, and can carry signals through walls and other obstacles. The distance a signal can propagate is in direct proportion to its power. Instead of the traditional sine-shape waves, ultra wideband
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405 Positions are estimated by integrating twice the acceleration value.
406 For more on WorldBand see Digi/CSET Technology Watch Report 2, online at http://www.digicult.info/pages/technote.php
uses digital pulses which are less susceptible to interference. UWB devices can be used for wireless connection, for acquiring images of objects buried underground or hidden behind surfaces (known as Ground Penetrating Radar), as well as for precise measurement of distances or locations.

**Magnetic field-based systems**

Magnetic field-based systems use transmitter-generated DC magnetic fields to track the position and orientation of sensor. Sensors can be worn by people or affixed to moving objects and the acquired data sent through the air to the base station for further processing. Magnetic field-based systems (sometimes called magnetic trackers) comprise a base station, a transceiver, and a dedicated receiver. Transceivers generate low frequency DC magnetic fields while receivers (sensors) are miniature antennas where currents are induced. These currents, when sensed by the transceiver, are related to the position of the receiver and mobile object respectively. Data are sent to the base station for further processing.

Magnetic field-based systems are moderately priced and provide a good operating range without line of sight issues. Disadvantages relate to noise (requiring appropriate filters), distortion of the magnetic field by metals or conductive materials (requiring non-linear calibration), or interference from nearby magnetic-sensitive devices (such as monitors). Ascension Technology claims that their Motion Star wireless tracker can define positions with accuracy of 1mm and 100% precision. Their wireless suit includes twenty battery-powered sensors affixed to the human body and updated one hundred times per second. The position is defined in the 3m range of the system, accurate to around 2mm.

**Location-Based Systems and the Heritage Sector**

**Introduction**

There are a number of examples of successful application of GIS and other location-based systems in different cultural heritage institutions. The GIS Laboratory at Springfield’s Illinois State Museum uses GIS to create and maintain a database of over 40,000 archaeological sites in the state. GIS also is being used in the creation of several of its new exhibits in the coming year. The Laboratory’s Web site includes a GIS animations gallery.

The Science Museum of Minnesota in St Paul is currently working on a series of
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409. http://www.museum.state.il.us/research/GISlab/
GIS-based projects for public display and ongoing class work. A kiosk on the museum’s exhibit floor features interactive maps of the St Croix River valley A Map Lab was specially established in 1997 to implement GIS technology in the museum. GIS is used in an online presentation called Crown Place, which shows famous geographic objects with abundant map information and providing interactive answers to questions such as “Where is A?”, “How far is B from C?”, and so on. The Technical Assistance Program for Watershed project is dedicated to the use of geographic information systems and hydrological modelling technology for the advancement of watershed research and management.

The Denver Museum of Nature and Science in Colorado receives mapping and research support from its GIS Laboratory which supports research in zoology field research, palaeontology faunal studies and anthropological excavation findings. Geographic information systems employ homemade software which links map objects – including fossil sites, river systems, and surface geology areas – to a database of information about each object.

The Berkeley Natural History Museum has implemented BioGrazer, a program which accepts textual spatial references and automatically returns point locations, and which is specifically designed to handle data linked to natural history collections. Geocoded specimen metadata are used to create GIS point distribution maps. Some 3.4% of the museum’s twelve million specimens can be displayed on a Web site map, including specimens from the Museum of Vertebrate Zoology and the University of California Museum of Paleontology.

The Roman-Germanic Museum in Köln, Germany, has deployed a layered digital atlas with GIS functionality for archaeological excavations and research into the city’s urban development. The software employed – SICAD – Spatiale Dialog – provides detailed information on the city’s historical heritage.

London’s Tate Modern uses a multimedia guide based on Wi-Fi-enabled iPads from Hewlett-Packard to deliver audio, video, text and graphics content depending on the visitor’s location. The system, which won an award for technical innovation in Interactive Entertainment from the British Academy of Film and Television Arts (BAFTA), uses wireless location sensing technology from PanGeo Networks.

The Mathers Museum of World Cultures uses WorldBoard, a new information and communication technology currently being researched and developed by a group of museum professionals. Fundamentally, WorldBoard is an enhancement of the Web enabling anyone to virtually attach information to any location or object in the environment. By using a WorldBoard-enabled device, museum visitors can access and select from a wide range of content files (text, sound or graphically) correlated to a specific exhibit case or artefact. MUSEpad is a first-generation WorldBoard-enabled device.

Penn State University Libraries provide GIS assistance for patron projects and when customized maps are required. They offer a large map and atlas library (400,000 maps and 4,000 atlases, both thematic and historical), digital cartographic material including raster images and

407 http://www.mmm.org
408 http://www.gisexample.com/
410 http://www.mmhs.org/mains/ru
411 http://bhm.nationalmuseum.org; http://www.biogranzer.org
412 http://www.map.hindukush.edu/; http://www.map.hindukush.edu/
413 http://www.museumkoffa.de/nordrhein-germanisches-museum/
414 http://www.tate.org.uk/modern
415 http://www.pangeo-networks.com/
417 For more on MUSEpad see the case study in DigCULT Technology Brief Report 2, pp. 102–103.
418 http://www.liberaux.vsu.edu/maps/
vector images, interactive atlases, collections of geographic data and images, nautical and aeronautical navigational charts. The Montana State Library is home to the Natural Resource Information System (NRIS), established in 1985 to make information on the state’s natural resources readily accessible to government agencies, business and industry, and private citizens. NRIS provides expertise that helps people find, understand, and use natural resource-related information.

All of these implementations of LIS and GIS in the heritage sector demonstrate the serious potential these still emerging technologies hold for cultural institutions. For each of them, the use of GIS technology also has major organisational implications. Basic concerns involve the capture, management, and processing of data in the actual site and on the desktop. This explains why the promotion of location-based technologies can be a long and involved process but one which has provided a clear understanding of the application areas and the benefits alike.

There are many other possible applications of GIS and LIS technologies in the heritage sector, including:

- Direction of visitors using GIS as an information source on institutional Web sites;
- Administration and planning of museums and libraries, including assistance in service area mapping. GIS can be used to match services to visitor needs and interests by displaying demographic and statistical information together with location and service areas;
- The creation and maintenance of archaeological sites databases using GIS tools;
- New ways of displaying exhibits with GIS tools;
- As a research tool for, for example, palaeontology, anthropology and archaeology excavation findings;
- Museum collection management: These can be administered more efficiently thanks to the compatibility of GIS with standard relational database tools;
- As an education tool. This need not be overly complex and is certainly not limited to higher education. A group of young teenagers at Jenifer Junior High School in Lewiston, Idaho have worked on GIS mapping of their local cemetery in an effort "to visualise a possible pattern for the reburial of graves that were exhumed during 1889-1890 when the cemetery was moved to its present location." 421

419 http://www.mtu.edu/gis/default.htm
420 For an example of an innovative new application, see "3D-ArcGIS: Archiving Cultural Heritage in a 3D Multimedia Space" in DigCULTify, Issue 6, December 2003, pp.6.
421 See for example the Electronic Cultural Atlas Initiative’s TimMap project, which combines GIS and visualisation techniques to filter and deliver potentially huge volumes of humanities data. See the section on Visualisation of Data, below, for a case study on this tool. URL: http://www.timemap.net/
422 http://www.k12.id.us/braining/"MeCite".htm
Location-Based Systems

For the cultural heritage sector, location-based systems are found increasingly in museums, galleries and general exhibits for a variety of purposes, such as:

- Enhancing visitor experience using dynamic location-based content;
- Providing access to specific content in relevant rooms, galleries or exhibits;
- Improving visitor services by providing information on nearby facilities such as restaurants and gift shops;
- Providing tour management information. For larger groups this may mean improved security thanks to location tracking capabilities. For planners, visitor traffic analysis can be conducted in order to determine the most frequented galleries and general usage patterns;
- Helping users accessing relevant content from the Web during museum tours;
- Improving accessibility for visitors with disabilities or other access issues.

Case Studies

**CHIMER – Children’s Heritage Interactive Models for Evolving Repositories**

CHIMER is an EU part-funded project aiming “to capitalise on the natural enthusiasm and interest of children in developing new approaches to the use of evolving technologies for documenting items of cultural interest in their local communities.” Under the supervision and guidance of teachers and heritage experts, children from different parts of Europe can use CHIMER’s systems to build digital maps which combine GPS coordinates with the innovative use of new mobile technologies and digital cameras, linking photographs with their own comments and thoughts on what they encounter in the field. In this way, children collaborate to build a virtual Digital Heritage Archive of their own towns and communities which should enhance interest in these regions for children and adults alike, and for future users.

CHIMER’s work involves collaboration between technical experts, museological researchers and schoolteachers. The information provided by museum experts and teachers is complemented by children’s own interpretation of the materials. Young people often have an easier relationship with new technologies than their elders and the project supports children’s natural creativity and curiosity by encouraging the exploration of new tools for digital content creation. The methodology used by the project encourages children to learn how to obtain and pass on information, as well as how to format it in ways that will be both usable and appealing to others.

The CHIMER consortium consists of fourteen participating organisations, with responsibilities ranging from content provision to application development, testing and evaluation. The partners are: scientific and administrative coordinator Stichting Bedrijfsregio Kop van Noord-Holland and Groene Poobler in the Netherlands; technical coordinator

---

425 This case study is based on material available from the CHIMER Web site, and elsewhere on the Web. All reference are given in the footnotes.
426 http://www.chimer.org/index.asp
CIBERESPACIO SL, CRA Nosa Sra do Faro, and mudinema, Spain; Zentrum für Graphische Datenverarbeitung e.V., Freidrich Franciscunum Gymnasium Bad Doberan and the Fraunhofer Institute for Computer Graphics, in Germany; the Institute for Advanced Management Systems Research at Åbo Akademi University, Finland; the State Research Institute of Applied Mathematics and Informatics and Vilnius Minties Secondary School, in Lithuania; Chanovice Elementary School, Okresni muzeum v Klatovech, and CROSS-CZECH, from the Czech Republic.

The project has three main location-based information service deliverables: an E-map, a mobile-guide, and an electronic guide. The E-map is based on a vector map in digital format. It is used by children, teachers and museum staff to select places of interest for inclusion in the project using geographical data collected from a GPS device. At the same time, children track and record waypoints along the route between places of interest. These data are then downloaded and merged with the vector map of the selected territory allowing them to be retrieved by mobile users. The M-guide (mobile guide) is CHIMER’s Application Programmer Interface (API), a multilingual multimedia tool manipulating the content stored in the Digital Heritage Archive and linked to the E-map. It is essentially a wireless, personal multimedia system for accessing geographical heritage information services. The E-guide (electronic guide) provides a similar function to the M-guide for static Web users linked to the Digital Heritage Archive and E-map.

The systems combine numerous location-based technologies (GPS, GPRS (General Packet Radio Service), WiFi, and GIS) via the Internet. The aim is to develop interfacing and user access tools specifically for evolving third generation (3G) networked multimedia technology to retrieve local heritage resources. CHIMER is therefore able to provide roving users with dynamic maps via the Web, GPRS/3G or WiFi, providing information about current surrounding and making suggestions on nearby attractions, facilities and places of interest. Children can also use mobile phone camera facilities to take a picture of a building, for example, and send it via the Multimedia Messaging Service (MMS) to a local information service which then uses the attached GPS coordinates to provide information about the building and routes to similar places of interest in the vicinity.

Children and teachers can query the digital archive via CHIMER’s three Web applications: the E-map, E-guide, and M-guide. Each of these can be accessed using standard HTML Web browser or via mobile applications using a specially designed XML/Wireless Markup Language (WML) protocol. This protocol can easily be extended to handle the implementation of new features. In deployment, WiFi hotspots have been set up in the CRA Nosa Sra do Faro School, Spain, and at

426 http://www.cultura-inn.org/un aseg_chimera/
Location-Based Systems

Stichting Bedrijfregio Kop van Noord-Holland, the Netherlands. A GIS platform has also been developed which serves multimedia information (still images, audios, video, vector maps, routes for GPS or Arc Pad Pocket PC, shape files, and satellite imagery) to a range of hand-held devices. Indeed, the portability of information across different platforms is one of CHIMER’s key goals and the system is compatible with any Pocket PC, Tablet PC, or next generation Ericsson/Samsung/Nokia 60 series of Java-based mobile phones.

In short, CHIMER focuses on cultural tourism as a sustainable development with cultural heritage materials as an intrinsic base. The project hopes to suggest a model which may be “replicated in other networks, not only in the area of culture but also, for example, for public sector information, health, tourism, based on the use of digital cartography linked to multimedia data.”

Work began on the project in March 2002, and was expected to be complete in late 2004. The total project budget is €2.14 million, of which €1.37 million came from the EU.

ODIN Mobile

The rise of the cellular market in Europe has lead to a demand for ‘value-added’ services to be delivered through digital wireless devices such as mobile phones, PDAs and other handhelds, and laptops. New map-based Web services providing interactive, personalised information have already proved popular in European rural areas. 

The ODIN Mobile project aimed to develop innovative paradigms for the design of open, distributed, and networked tools to boost the integration of an entire new class of just-in-time (at the point of need), interactive, value-added, map-based and personalised services for the mobile user. It paid special attention to the promotion of the natural and cultural assets of rural areas.

The project ran from April 2000 until September 2002, and sought to satisfy the emerging requirements of an increasingly mobile set of information users and their new demands on integrated and tailored information services. Subtitled ‘Geographic Distributed Information Tools and Services for the Mobile Information Society’ the project was split into two parts: a toolkit for visualisation and use of services, and a list of services linked to specific locations or zones.

Project goals included:

- Defining a global system architecture for the delivering platform and services that comply with Open Distributed Processing guidelines;
- Contributing to work in defining standards on spatial data interoperability;
- Implementing an integrated ODIN toolkit for accessing spatial and non-spatial information using XML and Jini, and delivering it to hand-held devices;
- Specifying, developing, and validating intelligent services (e.g. for administration, business, environment, transport, weather, culture and leisure) for mobile business or private users, aiming to raise the quality of life and business activities of rural areas in particular.

ODIN project partners were: Arpat, Sovrintendenza Belle Azi, Telecom Italia Mobile, and T&I (Italy); Autodesk (Germany); The Egnatia Epirus Foundation.

428 http://ibs.cordia.be/gp/cgi-bin/Action?&ACTION=1&CALLER=PROJ_INTEG_PML_EP_RCCN_A=61828
430 For example, the TITAN project (TRANSMODEL-based Integration of Transport Applications and Norms) is funded under the EU Fourth Framework Programme. For more on TITAN, see http://www.transmodel.org/en/promt.html
Emphasis Systems, and Epirns Regional Government (Greece); EIAT Ireland, Eircell, and The National Microelectronics Applications Centre (MAC) (Ireland); Omicron Technologies (UK); Fylkesmannen i Sogn og Fjordane (FSCG), Fjordane Municipality, Telenor, and the Western Norway Research Institute (Norway). The collaboration between these institutions is one of the project’s major strengths. The complementary expertise and experience of medium-sized IST system integrator, large telecommunications operators and digital information development has been beneficial in enabling the delivery of spatially enabled tools and services to users. The fact that the project partners included national and regional administrative bodies with an interest in utilising the finished platform and services was also helpful. The locations covered by the systems reflect the origins of its partners and each service is adapted to local areas to meet project goals fully.

Approaches to the work were based on the following principles:

- To define tools, functionalities and information services, input is needed from existing service providers;
- Tools and services must conform to existing and upcoming standards;
- ODIN partners have already gained expertise from research and the development of commercial products. Project work can use existing knowledge to develop the field further;
- Ongoing evaluation and assessment activities are vital in order to assess the progress of the project. This includes a demonstration process to refine and assess the project results, acting as a field trial for real-life situations and uses.

The project was divided into five stages:

(I) **User Requirement and Global Design Phase**, where market research was performed, user requirements collected and the system’s global design considered;

(II) **Design and Implementation of the ODIN ToolSet** using the iterative development cycle. The ToolSet comprised an Information Connector tool that gathers data, an Information Manager tool which acts as an information hub and the Information Visualiser tool (based on extensions of the Autodesk MapGuide® tool suitable for mobile devices) which provides the front-end delivery service for all data and information handled by the Information Manager;

(III) **Design and Implementation of the ODIN Services**, comprising validation of the toolset, and the production of relevant services;

(IV) **Demonstration**, a valuable tool for testing and refining the tools and services already implemented, and

(V) **Evaluation** by self-assessment. An formal review of the project took place during the 30th month, and a full-product demonstration took place in April 2002.

ODIN uses various processes such as wireless connection technologies, Global System for Mobile Communications (GSM; cellular phone technology), General Packet Radio Service (GPRS) XML, GIS, GPS, and Microsoft’s .NET. Although services are designed for delivery on mobile devices, all are available through a user’s desktop PC. Users create a profile, allowing them to access services when they visit particular regions. The services are delivered

http://www.epcon.gvt/autono/ogp2a/ogp2a.htm; http://www.emphasis-systems.gr;

432 http://usa.autodesk.com/ids/well/index.html?id=123112&did=2995478
according to the location of the user (detected automatically by cellular telecommunication technologies or entered manually by the user), and are tailored to individual preferences.

ODIN Mobile’s total budget was €560,849, €350,959 of which came from the EU. The success of ODIN has led to further work in a second project, BaldR (Bringing Accessible Location-Based services to Regions). Institutions involved in BaldR were the Western Norway Research Institute and Asplan Viak Internet A/S (Norway), Muninn (Faroe Islands), and Icelandic Farm Holidays. BaldR's main aim is to verify the usability of mobile location based services in rural areas, specifically exploring the potential of this technology in the tourism sector.

Atlante Italiano

The Atlante Italiano (Italian Atlas) project was launched in 2001 by the Direction General for Soil Preservation. It was created to provide online access to the cartography of the whole Italian national territory via a portal for viewing Italian maps organized under different perspectives, e.g. environmental risks as flooding, earthquakes, and so on.455 The system was developed under contract from the Ministero dell’Ambiente e della Tutela del Territorio (Ministry for the Environment and Preservation of the Territory).456 The Ministry’s primary purpose is to preserve the soil in a country where hydrogeological damage, earthquakes and other natural disasters pose a significant risk for the national territory. For all these tasks – including guidance, control and funding – precise and up-to-date knowledge of the territory has always been crucial, and cartography is one of the main instruments for reaching this goal.

The archive, which is complete for the entire country, comprises topographic maps and aerial images conforming to the Universal Transverse Mercator (WGS 84) global grid reference system.457 The online portal allows access to topographic maps at a low scale (in the order of 1:1,000,000, 1:250,000, or 1:100,000), medium scale (1:25,000), and high-resolution aerial images (1 pixel per meter), both in black-and-white and in colour. It is also possible to access basic layers or thematic layers containing the information currently available at a national level, facilitated by the related administrations. These include hydrogeological risk maps, protected areas such as national and regional parks, soil utilisation and ecopedological maps.

While the idea for the Atlante Italiano portal originated within the Ministry, the challenge of the project goes far beyond what could be done using in-house expertise. The system was consequently developed by a group of specialists in collaboration with outside institutes and private companies. This means that the Atlante Italiano system cannot be maintained without the support of external consultants, but at the same time it alleviates the need for the Ministry to maintain a staff of professionals with very specific competences. The partnership which developed around the project is the result of linking a network of existing institutions, where funding and specific operational goals play a strong role.

The location-based technologies involved in the project include satellite imaging, stan-

453 http://www.asplanviak.no/
455 This case study is based on interviews between representatives of Ministero dell’Ambiente e della Tutela del Territorio and Pari Business of DigitULSI; The interviews took place in September 2004. Acknowledgements to the Ministry for the Environment and Preservation of the Territory - Direction General for Soil Preservation for all information and support.
456 http://www.minambiente.it/
457 http://www.italianland.it/ Site/Home.aspx
458 WGS_84 refers to the 1984 version of the World Geodetic System, a standard global reference frame.
dard GIS, Web GIS, and digital imaging. The system supporting the portal is based on a Microsoft SQL Server database, a digital collection of vectorial and raster (ECW) images, an ESRI ArcIMS image server, and application software also developed by ESRI. Today's market offers a wider range of potential technologies than those employed, but at the time of the project implementation the choices were very limited; a technology solution was necessary to make georeferencing cartography available online in both raster and vectorial formats. The cartographic themes were managed and developed by the technical staff of the Ministry ESRI Italia and Planetek and developed the standard software used to develop these cartographic functions. The main features of the systems were high reliability, modular architecture, and horizontal and vertical scalability.

The system is still fairly new and the hardware and software are up-to-date, so no work is currently needed to update or preserve it. One problem which may occur in the future concerns migration. The system is huge, containing a massive amount of data, in the region of 3 Terabytes, and growing further in the future. It is possible that an emulation strategy will be the best eventual solution to this problem, emulating only the application software and keeping the original bit stream intact.

The Web portal was launched in 2002, and those responsible for the project are quite satisfied with its success; it is accessed by an average of 15,000 users per day. By 2006 most public cartography producers and services will be involved in portal activities, and a systematic work to announce and disseminate the project to the users will begin. The cartographic portal is also a starting point to catalyst resources that are available elsewhere. The project deals with a huge amount of resources, in other words all the cartographic assets and all the professional knowledge available in national and regional administration. Government legislation gives the Atlante Italiano an important role in the context of the production of cartographic information. Atlante Italiano is also part of the European project INSPIRE, which promotes the linking and upgrading of cartographic resources.

Atlante Italiano is closely related to the Risk Map project, carried out by the Istituto Centrale per il Restauro (Central Institute for Restoration) since the early 1990s with the aim of providing the authorities in charge of safeguarding the national territory and the central administration with a technological instrument supporting scientific and administrative work. This activity aims to prevent damage to monuments and buildings from earthquakes, floods and volcanic, as well as safeguarding the cultural collections that are hosted inside. Integration between the cartographic assets and GIS resources developed by Risk Map and Atlante Italiano would be highly desirable. Another possibility could be the integration of Atlante Italiano with projects which hope to link all cultural heritage and activities on location-based systems, at the same time supporting the tourist sector, which is very important in Italy. The digital assets developed in digital libraries or archives to provide a virtual access to historical cartography would benefit from a link with the contemporary cartographic services accessible in the Atlante Italiano. It is felt that the possibility of using geographic coordinates may be more helpful.

438 http://www.geometry.it/
439 http://www.esri.com/software/arcgis/arcims/
440 http://www.planetek.it/
441 http://www.ics.beniculturali.it/niches/rischio09a.html
442 Development of an official portal to promote tourism and culture in Italy was officially announced by Lucio Sacco, Minister for Innovation and Technologies, in Rome in March 2003.
and faster for retrieval than the alternative geographic names index or thesaurus.\footnote{\textsuperscript{443} Examples include the Geoseth system in the Marciana Library in Venice\newline \url{http://geosetb.senatus-icbn.it/geoseth/}, and the Image system at the State Archives of Rome\newline \url{http://www.arsen.archi.basilica-english.it/}.} 

The project had a total budget of around €40 million, including the funds needed to purchase cartography produced by private enterprises, resources from official boards like the IGM and Geographic Military Institute were supplied free of charge. The work involved about thirty persons, almost all of whom were private consultants and contractors. Work to increase the amount of resources available through the portal remains ongoing, with the eventual goal of allowing user access to digital cartography wherever it is produced and available on the Web, expanding the existing technology and access procedures.

**Scenarios**

**GIS Tracking of Social Development over a Period of Years**

In May 2004, ten new countries entered the European Union. This was the first time that such a large number of states had joined simultaneously. The event created excitement among academics with sociological, anthropological and economic backgrounds who saw this as an excellent opportunity to gather data for future scholarship. The academics determined that while all countries experience continual change it was likely to occur faster and with more noticeable results in these new states. As a wide variety of information was of interest, GIS seemed an ideal way of storing the data in an organized and coherent manner. The academics, aware that the project would benefit from time and the gradual increase of data, decided to base their system on the widely used open source GRASS package, hoping the open-software and format paradigm would assist long term access to the data stored within.

Collection of information was initiated and continues to be accepted from a variety of sources. As regions undergo significant structural and economic improvements, authorities hire contractors to undertake studies investigating the connectivity of adjacent townships, the reservation of land for public services and the location of existing historical places which must be reserved. They attempt to project the sustainability of the increasing populations on local resources such as water and gas distribution networks. Existing sources such as local academic and government institutions are found to contain large quantities of re-usable data. The storage of information as a layered database allows queries on subsets of data to be selected and executed at a later point in time, enabling the academics to store as much information as possible. Simultaneous to the collection of environmental information, sociological and economic information is collected in GIS-compliant form. This data covers topics such as population densities, salary variations and employment rates and is inserted as coordinates sets attributed to certain regions. The data stored in the GIS originates from trusted sources, guaranteeing a high level of accuracy. Along with a high level of accuracy; it is essential for the data to conform to a single scale of dimension. On several occasions, data translation into a standard coordinate system is required.

The resultant GIS is highly scalable, enhancing the possibility of distribution to a variety of geographic locations. After a period of time, the member states continue to flourish and remains a significant interest to the founding countries of the EU.
A small consortium of cultural heritage institutions decides to create an exhibition highlighting the exciting changes the new member states have undergone. The consortium requests, and is granted permission to use the collected GIS data and spend some time developing and configuring an existing open-source visualisation utility to work with the GIS acting as a novel feature to tie sections of the exhibition together. In turn, the academics make subtle developments to the open-source utility allowing comparisons of visualisations of regions, highlighting previously unnoticed relationships between areas. While it takes some time for the benefits of the work to become visible, all of the participants are pleased with the continuing development and expansion of the project.

**GIS and Archaeology**

The Limes, the fortified Roman frontier line, is the biggest archaeological object in Central Europe. The Limes were constructed over a period of 100 years and, rather than maintaining consistency in construction, contained many local variations depending on the topography, province, date of construction, and seriousness of the threat from the Germanic side. The structure was designed to mark the Roman frontier and prevent unrecognized entry from Roman territory. The design was used as a basis for later Roman frontiers, such as Hadrian's Wall crossing northern England, and the Antonine Wall crossing the central belt of Scotland.

Around twenty forts and several hundred watchtowers protected the 160km final Upper Germanic line. Forming a near perfectly straight line, there are still many theories about how construction occurred without consideration of the topography of the landscape. A team of archaeologists would like to create an exhibition demonstrating the elegance of the design of the Limes as a whole, the placing of the individual structures built into and placed alongside the Limes and the planning that must have occurred in order to achieve their construction and maintenance.

The team decides that the commercial ArcGIS package will be used to store data on the scheme upon which the Limes were built and begin their implementation of the system. The base layer is to detail the geographical topography of the region and suitable maps are collected from local cultural heritage institutions. Using data from a variety of surveys, the archaeologists detail the locations of the lines and add annotations detailing how they were built, rebuilt, fortified and moved over time. Members of the team are selected to introduce additional resources on Hadrian's and the Antonine Wall, creating a shared memory of the Roman Empire in Germany, Scotland and England. Having created the geographic database to store the information, the team develops a Web-based delivery and management service to enable geographically distributed users to access the system.

An ambitious idea is suggested by one of the members of the team and is very popular with the group. He would like to visualise the views that could be obtained from lookout posts, showing how the fields of view overlapped at many of the watchtowers to create a continuous view over the landscape ... an environment through which it was difficult to enter undetected and which allowed messages to be rapidly transmitted in response to enemy attacks. To generate complex visualisations such as this, information stored must be recorded to the same scale and accuracy. This issue is known as data smoothing.

Depending on the method of collection, maps have different accuracies. Upon investiga-

443  http://homes.t-online.de/home/bertil.harput/timing.htm
tion, the team discovered that the archaeological information collected is acceptably accurate, however the geographical maps are not detailed to a suitable degree. After a further search of the original cultural heritage institutions, a satisfactory map is discovered and the team begins building the overhead visualisation. The initial progress into this work is promising, and the team is excited at the potential extensions to this work. Some members of the team dedicate a small amount of time researching the possibility of extending the overhead view of lines of sight into a Virtual Reality visualisation of the scene. This will allow users to absorb the scene from a set of alternate viewpoint points simulating the original environment.

GIS Layering and Landscape Changes

The archaeological remains of the Minoan palace of Phaistos overlook the Mesara plain on the island of Crete. Earthquakes caused the destruction of the site on several occasions but each time immediate rebuilding followed. The positioning of Crete between Europe and Africa, combined with a mountain range most prominent in the West, results in an unusual climate with a wide variety of indigenous flora and fauna. A local archaeological heritage society wishes to document the ways in which the palace’s environment was crucial to its development, maintenance and eventual downfall. It is decided that the site will host a display detailing the history of development and environment for the region.

A member of the board suggests using a Geographical Information System to collect the information. He comments on the ability of GIS to store multiple layers of information clearly and concisely, allowing alternate layers to be selected at the point of delivery. The board likes this idea, suggesting it may enable visitors to detect subtle relationships and patterns that would otherwise be difficult to explain. The board creates a task force to investigate the use of a GIS to represent the information.

The task force looks at GIS alternatives. The budget allocated to the project is limited, in part due to the trial-like nature of the project. After some consideration, the team select GRASS to store the information. An appropriate coordinate system is selected to ensure information from different sources will match up. Following this, the task force begins to compile a variety of information. A topographical vector map of the region generated by GIS is obtained from the local university’s geography department. In conjunction with archaeologists, GIS surveys of the palaces are collected from local libraries showing to a high level of accuracy where improvements were made and existing structures re-used after earthquakes. Wind patterns are collected from existing meteorological databases and data are entered detailing how the site of the palace is protected from the northerly winds that predominate each winter. The local environmental agency provides mapping information on the range of the fertile lands that surround the site along with data on the water sources. The irrigation and sewage system for the palace was impressive. It was operating in the time and region where the principles of hydraulics were discovered.

Data on this is collected from archaeological sources. As each of the datasets contains vector-based information, the conversion of this information into a visualisation is relatively simple. The resultant system provides an initial focal point upon arrival at the site and serves as an introduction to the features of particular interest. Visitors enjoy using the service and the board decide to install it at several other local palace sites.

GIS systems often contain information that is useful for multiple purposes. The local natural history board hopes to provide information about the exquisite variety of flora and fauna on the island and a member suggests collaborating with the archaeologists and gaining access to existing data. He hopes to manipulate the existing data and combine it with addi-
tional information relating to the habitats and environmental conditions of the island. The suggestion is met warmly and after an initial proposal, both groups feel that this may be a rewarding partnership. They look forward to the future.

**GPS as an Aid to Visitor Studies**

The manager of a built heritage centre is concerned with the erosion and damage that is being caused by increasing numbers of visitors. The manager wishes to determine which areas of the site receive heavy visitor traffic and hence which paths must be more carefully monitored. It is hoped that this study will allow an analysis of the visitor flows, while simultaneously providing reusable data to help in gaining a better understanding of the situation and means of dealing with it.

Radio frequency identification (RFID) is unsuitable for this task due to its low accuracy, the number of transceivers required and their visual conspicuousness. As an alternative, portable GPS receivers are suggested. To improve the accuracy of a GPS system, a static receiver can be used as a local control point for calibrating the mobile devices. This technique, called differential GPS, is suitable where close tracking of visitors is required.

The control point is to be located in the administration office of the centre. It is decided that a GPS receiver will be given out to each group of visitors. Before a device is handed over it is checked. This requires connecting the device to the main system via USB, deleting existing information and reinitialising the device, allocating a temporary but unique identifier. The portable device used by the heritage centre shares some functionality with a PDA. It contains a very simple questionnaire that users are asked to fill out, requesting the age and number of visitors in the group along with a query about the weather conditions.

Location information is transmitted from GPS satellites approximately every thirty seconds; this enables frequent tracking of visitors to be maintained. With differential GPS, the system is accurate to between one and five meters. For the purposes required, this accuracy is adequate. Additionally, the high frequency of data will allow the manager to see not only where the visitors are going, but also how long they are spending at each area. Assuming visitors to the heritage centre spend an average three hours at the site, approximately 360 coordinates are recorded per visitor. This is enough information adequately to track visitors and should not flood the system.

The GPS device does not require any input from the user to collect the spatial information. Upon returning to the exit, the GPS devices are handed back to the front desk and the information is uploaded into a centralised GIS database using the USB connections of the device. While most of the required functionality is provided by the GPS and GIS software, some additional scripts are required to streamline the process. The primary problem is relating the information collected about the visitors to the geospatial information recorded. The GIS systems in use are configured with an SQL database at the back end. When the manager asks the IT team to study the problem, the staff adds an additional table relating the customer information to the coordinates obtained. A Perl script is added to the GIS utility, depositing the additional information in the required location. A visualisation package is then used by the manager to study the flow of visitors to the centre.

---

Advantages and Disadvantages

Introduction

Still very much an emerging technology for most institutions, GIS and other location-based services raise a number of issues. The introduction of these technologies can be expensive; the learning curves may be steep and the technology is likely to place high demands on storage space and other computer resources. On the other hand, location-based systems are attractive and powerful with a true potential to revolutionise the way we look at the world and solve the world’s problems. The technology is here to stay and, as costs continue to fall, the question for many cultural institutions is not whether they will offer GIS-based services but when and how.

Advantages

Presentation – Making information more accessible and easy to understand is a fundamental aim of heritage institutions and GIS can help organise and present information in ways that ensure better understanding of places, processes, and events. GIS and technologies like virtual and augmented reality can be used together in museums to provide information about items that are not on display due to space constraints or preservation issues.

Visualisation – Cultural institutions can use GIS as a gateway to information that has in the past been difficult to portray or convey. Maps, atlases, digital aerial photographs and satellite images provide an opportunity for the interpretation of collections to be enhanced significantly and, with other specialized tools, the exploration of collections. GIS can also be used to highlight previously unrecognized spatial relations or distributions.

Accessibility – GIS is well suited for providing access to institutional content via distributed networks like the Internet. This may take the shape of an introductory presentation for potential visitors or as means of access for people who cannot visit the institution.

Integration – Institutions that already use a collections management system can integrate a GIS with the existing system, joining the contents of both systems together and teasing out new interpretations of data.

Disadvantages

Costs – GIS and other location-based systems can be expensive and require a good deal of maintenance and attention. This may place them outside the reach of more modestly sized cultural institutions. Additionally, it may be a significant amount of time before an organisation realises an acceptable return on investment from the system.

Expertise – Staff training costs are likely to be high. The software can be difficult to master, so dedicated staff may be required to administer the system.

Content issues – Up-to-date digital spatial information is likely to be under copyright and licensing of content may be required to populate a GIS. Producing content is a detailed job and cannot be taken lightly.

Lack of standardisation – GIS uses a number of different datasets and development of industry standards will be crucial before meaningful results can be obtained.
Introducing the Technology

Selecting a Specification and Development Environment

Before introducing GIS or other location-based services into an organisation, decision makers must have a clear idea about the project's aims and the development steps that it will involve. A number of questions, given below, must be answered. Choices and answers should take into account prior analysis of user needs and capabilities:

- Does the organisation have a clear vision on the conceptual transformations that may result from the introduction of the technology?
- What will be the scope of new services offered?
- Where will the services be located and how will they interface with existing systems?
- For GIS implementation, how will the geo-referenced data be acquired, stored and maintained? To what extent will data be purchased or depend on donations, barter arrangements and other such schemes?
- Will collaboration be necessary and, if so, how will collaboration strategies be realised? With which type of organisations/institutions should partnerships be established?
- What kind of data will be of interest from the GIS, and what formats will be required? This must take into consideration the formats with which users are familiar and comfortable.
- What are the implications of copyright and licensing restrictions for the implementation, and how will these be handled?
- What will be the level of assistance provided by the staff? What training will be required?

Technological Infrastructure Issues

Introducing location-based technologies will require significant amounts of dedicated hardware and software, as well as specialist expertise. The following stages are typical for the development and rollout of location-based systems:

1. Preliminary research, including a survey of other comparable institutions with relevant experience;
2. Formal definition of goals and requirements;
3. Choice between various alternatives, e.g. specific positioning technology versus a dedicated GIS application;
4. Practical work on installations of hardware and software;
5. Staff training;
6. Testing;
7. System deployment;
8. Monitoring of system efficacy and value, and technical maintenance, over time.

Location information can be processed by specialised network architecture. A Mobile Positioning Centre (MPC) can be used to gather and manage positioning information and
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to interface with applications that make use of it. A Gateway Mobile Location Centre (GMLC) controls all procedures related to the authorisation, authentication and billing of users. It also can deal with issues such as privacy. Both types of centre typically use GIS data to control the location aspects of the network and to supply services.

The architecture adopted by most network providers is based upon GMLCs. The location centre separates the location determination technique from the application where the location information will be put. Since many applications operate well with COO-based positioning data, operation can set up advanced location technology progressively, thereby negating the need to wait for the new services.

Staff and Policy Issues

Many location-based deployments will require dedicated in-house technical expertise. This will mean either hiring specialists to operate the system or training existing staff. New staff duties will include collection development, data acquisition, service management, resource provision and partnership establishment. In more complex cases it may be advisable to contract specialist GIS consultants.

GIS technology is intrinsically complex, and learning involves a steep curve. It is essential that training and staff development is included within the GIS implementation program. The best time for this is prior to rollout. There are an increasing amount of dedicated resources available to assist in this. GIS is well described in literature and there are numerous tutorials on the Web. Free software is available to assist in initial staff learning.
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Executive Summary

Visualisation is the process of representing abstract information in the form of images that can assist in the understanding and analysis of the data. The best visualisations convey large amounts of information in a smaller space than can be managed in text. Maps, for example, fulfil such a function, as do workflow diagrams. David Staley’s recent book, *Computers, Visualization, and History: How new technology will transform our understanding of the past* (M.E. Sharpe, 2003) provides a wealth of examples of the current and potential uses of visual forms in the heritage and education sectors.

Visualisation systems allow people to observe large amounts of complex data, rapidly to find the information they want, to navigate and interact with data more easily, to identify patterns and trends, and to get a better understanding of the information. An immediate difficulty is that of interpretation: it takes less work to make text definitive than to make it ambiguous whereas images are more likely to be subject to wider interpretations and disagreement.

Dynamic objects refer to any objects which change over time. Such four-dimensional objects have attendant issues including the tracking and archiving of changes. We must be able to refer to past and future states of the system (time viewing), to change the structure and behaviour of an object or system (evolution), and to model semantic relations between objects at different stages and in conjunction with their associated metadata. These semantic relationships can be represented using visual ontologies, allowing users to explore the links between concepts in intuitively navigable ways.¹⁰¹ Topi maps meet a similar function, providing a means for visualising knowledge interchange between systems and disciplines.¹⁰²

Dynamic visualisation is often used for quick analysis of fluctuating stock market data. This can assist in fostering new ways of thinking, knowledge acquisition and decision-making. Dynamic visualisations capture attention and provide a more tangible and visceral experience. Dynamic visualisations may open visitors’ eyes to, for example, changes and shifts in populations. This may be of particular interest to the museum sector although the need for constantly shifting information is less pressing. But to what uses could this be put by the heritage community, i.e. what moves so quickly in our sector? One potential answer is visitors to cultural institutions. Dynamic visualisation could be used in conjunction with RFID to model the flows of visitors around a museum, for example, and how this alters according to the time of year, the artefacts on show and even the signage within the building.

¹⁰¹ *Semagis*. Freecode is one platform which combines semantic representations with visualisation techniques. [http://www.semagis.com/solutions.html](http://www.semagis.com/solutions.html)

¹⁰² See [http://www.topimaps.com](http://www.topimaps.com) and [http://www.topimaps.org](http://www.topimaps.org) for much more on topic maps. *Osttopia* is a Finno topic map navigator, which showcases their potential. [http://www.ostopia.net/ostimago/ostimago/index.jsp](http://www.ostopia.net/ostimago/ostimago/index.jsp)
This topic area overlaps with many others. To provide one example, virtual reality (VR) modelling for design is already in place and this approach (often combined with tactile interfaces) looks set to dominate in the future. For an illustrative example of the overlap between visualisation, geographic information systems and virtual reality, see Zach, C. et al. ‘Modeling and Visualizing the Cultural Heritage Data Set of Graz.’

The case studies featured in this report range from the innovative historical visualisations of Vicioli to Stephen Malinowski’s spellbinding work with the Music Animation Machine.

**Introduction to Visualisation**

**Background**

In general, to visualise means to form a mental image of something not currently visible or apparent or to create an abstraction or metaphor as an aid to comprehension. Data visualisation is the act of presenting precise information in a graphical form in order to facilitate its understanding.

We can distinguish between numerous different kinds of visualisation. Information visualisation is the general term, describing the entire subject. Almost anything that is suitably structured can be considered as information. Visualisation tools offer methods for finding answers to specific queries and for uncovering hidden meanings or relationships within an information set, thus making apparent what was previously hidden. The term ‘information visualisation’ is generally used for the representation of non-numerical data.

Scientific visualisation is concerned primarily with the exploration of data related to science and engineering and the representation of 3D processes. The emphasis here is on realistic depiction of volumes, surfaces and light sources. It shares common ground with topics like virtual reality.

Data visualisation is a generic term primarily covering representations of numerical data. It has two main branches: statistical graphics and thematic cartography. Both deal with the visualisation of quantitative data but meet different aims. Statistical graphics refers to any field where a range of graphical methods can be used for the purposes of statistical analysis. Cartography, on the other hand, deals with representations of spatial domains.

Visualisations can be either static or dynamic. The former tend to be pictorial and are useful as learning aids and aids-to-memory. The latter can be used to track fluctuating information, thereby assisting humans in their understanding of dynamic information.

---

451 Professor Andrew Hanson of Indiana University, USA, is involved in research into scientific visualisation, in particular virtual astronomy: http://www.cs.indiana.edu/~Thalheim/
Methods of Visualisation: History

The graphic representation of quantitative information has a long history. Its origins are closely related to those of thematic cartography, statistical graphics and data visualisation. Thematic maps differ from standard reference maps in that they are used to display the spatial distribution of one or more geographic attributes on variables rather than the location of spatial phenomena. The process has been strongly influenced by the development of statistics in the 19th century as well as technological progress in the 20th and 21st centuries.

The earliest examples of data visualisation can be found in the making of maps and diagrams for navigation and exploration, notably the celebrated planetary movement diagram of 950 AD by Johann Gutenberg's invention of the printing press in 1453 opened up huge possibilities for the visual presentation of text and graphics.

By the 16th century, methods and instruments for accurate observation and measurement of physical phenomena had been developed, including the use of rectangular coordinates, trigonometric tables, the camera obscura and pendulum properties. The following century saw the birth of probability theory (Blaise Pascal, Christian Huygens), the appearance of new disciplines such as analytic geometry (Pierre Fermat, René Descartes) and the theory of errors in measurements, all of which formed the basis for the development of novel visualisation techniques. The same epoch saw the rise of demographic statistics and its application to problems associated with political and social sciences. The regular collection of empirical data regarding human populations began in the 19th and 19th centuries and the importance of these data for governmental and societal planning began to be recognised.

This 'golden era' in the development of statistics was accompanied by a rise in visual thinking: diagrams were used to illustrate mathematical quantities; nomograms were developed to aid calculations and many new graphic forms were invented to make the properties of empirical numbers, such as their trends and distributions, more easily communicable and available for visual inspection.

The first maps were hand-drawn. Later they were etched on copper plates and

---

453 A nomogram is a graphical representation of numerical relations.
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coloured manually. Later still, lithography, photo-processing and dedicated computer software were used but visualisation-makers have always had to overcome the limitations of the available technology. Recent advances in statistical computation and graphic display have provided tools for data visualisation that would have been unimaginable fifty years ago. Concurrent advances in human-computer interaction have resulted in completely new forms for the dynamic investigation of graphic information with increasingly flexible control for the user. There have been considerable advances in information visualisation in general, particularly for the computer-assisted display of graphs, networks, hierarchies, databases and text, where the handling of large-scale datasets continues to pose challenges.454

Where and How Data Visualisation is Currently Used

Contemporary developments in computer processor technology have led to a vast increase in the amounts of data that are generated and processed. Data visualisation, as a logical outcome, has developed as a key technology for accessing, exploring and analysing these enormous new datasets. Visualisations have practical applications in almost every field of endeavour, including medicine, meteorology, economics, engineering and the military.455

Some typical applications of data visualisation are outlined below:

Financial Data and Business Intelligence

The uses of data visualisation techniques in the finance sector are widespread and it is perhaps in this area that visualisation has its most obvious and measurable benefits. Portfolio management, with the rapid fluctuation of stock and share prices, is a common example of dynamic visualisation at work. Most readers will be familiar with the variable graphs and charts used to track the progress of financial markets over the course of a day, a week, or a decade. The ability to review, contextualise and evaluate financial parameters quickly is another advantage provided by visualisation, improving the quality and speed of decision-making.

Business Intelligence (BI) provides organisations with a means of improving business activities and decisions, facilitating contacts with their customers and adapting to changing market conditions. BI uses a number of technologies and methods for the collection and analysis of data including data processing, data warehousing, data mining and harvesting, database query and reporting, analysis of shared multidimensional information, and data visualisation.456 Visualisation software tools improve and speed up decision-making by reducing the chance of error. They may also assist in identifying trends, problems and

454 See the Human Computer Interaction Lab at the University of Maryland, USA, for more on the visualisation of very large datasets: http://www.cs.umd.edu/hcil/bluruntime/

455 Visualisation applications are often combined with GIS and virtual reality in military planning and intelligence, operation rehearsals and battle simulations.

456 Database entity-relationship (E-R) diagrams are a good example of practical visualisation for design.
tendencies faster, generating improved returns on investments (ROI).

Conventional visualisation techniques return static images to user queries but contemporary methods communicate directly with databases to represent information with interactive 3D images that may reveal hidden patterns and trends in real time.¹⁰

Scorecards and dashboards are often used to interpret data in a general business context.¹⁰

These are simple desktop or Web applications providing a defined set of key metrics to obtain a quick evaluation of a project or process status.¹⁰

**Geographic Information Systems (GIS)**

An easy way to evaluate certain information is to visualise it on a map. GIS technology makes available intelligent digital maps that process information in a much friendlier and more effective way. This is a good example of how geography can be applied to extract information and make decisions.¹¹ Relating locations and information is a process that can be used for a range of purposes in all sectors, from business to government planning, the military, the community and the education sector. The European Space Agency’s Env1View gateway has been introduced to facilitate the visualisation of satellite information, allowing users to access complex geophysical data in their preferred mode.¹¹

Choosing a particular place, planning a marketing initiative, selecting a neighbourhood, allocating assets, exploring archaeological movements or responding to emergencies — each of these problems is related to geography and each can be assisted by the visual presentation of data in a clear and comprehensible context.

**Project Planning**

Data visualisation techniques are widely used for management of projects. There are a lot of commercial software applications which monitor the duration of various project events, their relationship and interdependencies. Different graphic diagrams are available in order to illustrate various project characteristics, inconsistencies and delays.

Visualisation can also assist in security issues. In his paper ‘The Spinning Cube of Potential Dools’, Stephen Lau shows how three-dimensional visualisation can be used to track malicious or suspicious Internet traffic in much the same way as air-traffic controllers track aircraft.¹²

**Medicine**

Data visualisation tools are used widely in medicine. Treatment planning systems combine the actual physical data from a patient with computer-generated graphics replicating their anatomy. Data visualisation techniques assist with telemedicine whereby examinations and consultations are remotely performed, cutting costs and bringing expertise into

---

¹⁰ See [http://www캐필리스알토드.com](http://www.capsilloxalito.com) for examples of 4D dynamic data visualisation for the finance sector.

¹¹ A dashboard is a graphical user interface (GUI), often resembling the dashboard of a car. Those can convey information from multiple sources in a single interface.

¹² See the section on Location-Based Systems, above, for more on GIS and its applications.


¹⁵ See the sections on Location-Based Systems, above, for more on GIS and its applications.
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distant or isolated areas. This includes telesurgery by which surgeons can perform operations on patients remotely. Similarly, in human and veterinary medicine visualisation tools are used by students to practice techniques without risk to patients.

Future Trends

The ever-growing variety of visualisation applications highlights the range of ways this technology can help us access and process information more effectively. But this does not mean that all these applications will soon be in common use. Many visualisation techniques are created with a specific purpose in mind and, as such, are optimised to operate with particular types of data. To make them work with other data types would require significant modification. Other applications use complex databases that can be expensive and time-consuming to create and maintain. For this reason, the fruits of visualisation cannot simply be listed in terms of the applications it makes possible.

A number of advanced scientific projects have evolved into commercially available products. This trend can be illustrated, for example, by the availability of numerous software visualisation products for the Visible Human Project that aims to create complete 3D representations of male and female human bodies. These include the NPAC/OLDA Visible Human Viewer – a Java applet tool, which allows users to select and view 2D slices of bodies. This work incorporates research on dynamic query visualisation carried out by the University of Maryland that developed Spotfire software to provide business decision-makers with interactive visual analytics. Xerox has created a dedicated company called Insight in order to market products such as SmartDiscover, 1:z:Server, and Insight Software Development Kits. Similarly, Lucent Technologies has founded subsidiary companies Visual Insights and Advisors Solutions in order to sell software products arising from its system of visualising software code.

The increasing number of commercial visualisation applications indicates that there is a potential market for systems that incorporate visualisation. As an illustration of this process, we now present a few examples where the full potential of advanced visualisation techniques can be seen.

- **Balanced Scorecards** are management techniques based on measurement, visualisation and analysis of specific processes which provide decision-makers with business intelligence (BI) capabilities, i.e. with means to examine the outcomes of these processes and to take consequential measures.

- **Digital Dashboards** are graphic representations containing sets of indicators providing access to key business information. Many vendors offer such advanced interfaces, including McCreacken Design, Infomersion, Corda, Principa, Visual Mining, Compaq and IBM. Microsoft offers a customised Office-based solution.

465 See the section on Telemedicine, Haptics and Robotics, above, for more on teledomains.
467 Spoffire became a company in its own right in 1996 http://www.spoffire.com/about/spotfireproductsasp
468 http://www.nlm.nih.gov/visi
as a complement to the Shared Point Portal.\(^{470}\)

- The Enterprise Information Portal is a customised and personalized Web-based interface for corporate intranets, which allows access to a variety of internal and external e-Business and e-Commerce applications, databases, software tools, and services.\(^{471}\)

- Lookmarks are thumbnails of existing Web pages that can be visually arranged within a 2.5D space, just as papers can be placed on a desk.\(^{472}\) The system can be implemented in Java and Java3D. It provides users an opportunity to structure and manage separate Web pages within a multidimensional space.

How Visualisation Works

Visualisation Techniques

A number of simple visualisation techniques will already be familiar to the majority of this report’s readers, especially those familiar with spreadsheet packages. Examples include graphs, charts, plots, maps, and still and moving images.

Graphs display the relationships between variables graphically and are cast along axes usually labelled x, y, and z. They are especially useful in showing the broader trends in data.\(^ {473}\) Charts provide a variety of ways of displaying information graphically. Pie charts and bar charts are the most common examples.\(^ {474}\)

Maps are abstract representations of the physical features of, say, a portion of the Earth’s surface generally displayed graphically on a planar surface. Maps display signs and symbols as well as spatial relationships among the features. Typically, they emphasise, gen-

---

472 A list of corresponding software products and providers can be found at:
http://www.capgemini.com/enterprise-information-pride-solutions
474 See the Appendix, below, for a longer list of chart types.
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Visualisation Tools

Basic data visualisation tools are widespread nowadays. Popular software applications such as Word, Excel, Quattro Pro, and PowerPoint require only basic data visualisation skills for the user to obtain impressive results. For more sophisticated users, specialist tools provide a variety of methods for studying data and presenting the results in a readily understandable way. These tools and their uses depend strongly on the application field. In archaeology, for example, the most common visualisation tools are ArcView, Excel, and Quattro Pro. In economics, a number of visualisation tools are used for visualisation data in a variety of graphs including Excel, Minitab, and LIMDEP. A wider range of visualisation tools are used in geography: the most popular being a range of GIS software rarely used in other subject areas, e.g. MapInfo, ArcView, ArcInfo, IDRISI for sociology and social policy; visualisation tools such as PowerPoint and Harvard Graphics are used to present statistical data through the use of simple graphs. In the social statistics, Minitab tends to be the visualisation tool of choice.

The most widely used visualisation tools are summarised in the table below:

<table>
<thead>
<tr>
<th>Application area</th>
<th>Software tool</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Microsoft Excel, Quattro Pro</td>
</tr>
<tr>
<td></td>
<td>Microsoft PowerPoint, TurboDraw, Keynote</td>
</tr>
<tr>
<td>Presentations software</td>
<td>J3DStudio Max, Artworks, AutoCAD, Class Works, Corel</td>
</tr>
<tr>
<td></td>
<td>Draw, D-prime Beta, Freelance, GLIM, GSharp, Harvard</td>
</tr>
<tr>
<td></td>
<td>Graphics, Common Lisp, Microsoft Drawings, Popcorn,</td>
</tr>
<tr>
<td></td>
<td>Surface; Toho123, Toolbook</td>
</tr>
<tr>
<td>Graphic packages</td>
<td>ExpertStat, LIMDEP, Matlab, Microsft, Minitab, SAS,</td>
</tr>
<tr>
<td></td>
<td>Seicon, SigmaStat, SPSS, SPSS, Statview; XLISP-STAT</td>
</tr>
<tr>
<td>Statistical software</td>
<td>Adobe Illustrator, Adobe Photoshop, AAS, Corel Xara,</td>
</tr>
<tr>
<td></td>
<td>Ghostview, Image Prep, ImageTool, 3View Pro, Micrographs,</td>
</tr>
<tr>
<td></td>
<td>Paintshop Pro</td>
</tr>
<tr>
<td>Image processing</td>
<td>ARWin, ARIVIEW, CIUSE (Cartographic Data Visualiser),</td>
</tr>
<tr>
<td></td>
<td>ERDAS Imaging, GIMMS, IDRISI, MapInfo, MapMaker</td>
</tr>
<tr>
<td>GIS software</td>
<td>Numerous standard software tools (included in all operating</td>
</tr>
<tr>
<td></td>
<td>systems) for displaying static images (GIS, animated</td>
</tr>
<tr>
<td></td>
<td>maps, and JPEGs), video (AVI and MPEG formats), and other</td>
</tr>
<tr>
<td></td>
<td>technologies such as Java, VRML</td>
</tr>
</tbody>
</table>

475 http://www.ucg.co.uk/arc/gis/glossary.htm
476 http://www.cpsi.princeton.edu/cgi-bin/sobren
**Thinkmap Inc.** a leading visualisation technology company, recently launched a new release of its flagship technology, also called Thinkmap. The Thinkmap SDK (v.2.5) provides visualisation solutions for standard applications. It works with various data sources (XML, SQL, and Flat File Data) and can present numerous views of the same data simultaneously, incorporating multiple data sources into one visual interface. Several pre-configured visualisations are available and a library of interface elements is provided to assist developers and Web administrators. Thinkmap tools enable users to create customised applications with their own data and to integrate them with corresponding enterprise applications.

KartOO is a meta-search engine with visual display interfaces. When a search procedure is performed, the program launches the query to a set of search engines, collects and compiles the results and represents them as a set of interactive maps using a proprietary algorithm and FlashPlayer. An HTML version with results in the form of classic lists is also available.

**The Four Stages of Visualisation**

There are four primary stages to creating visualisations: (I) data input; (II) data filtering; (III) data mapping; and (IV) data rendering. The data input phase concerns the collection and storage of data and is performed independently of any visualisation technique. Data acquisition can be performed by means of standard input devices (keyboard, mouse, light pen or joystick) by importing data from existing sources (scanners, cameras, video equipment) or peripheral devices (magnetic tapes, hard disk drives, CDs), by acquiring data from standard measurement devices or dedicated experimental installations, or simply by simulating them numerically using appropriate software packages.

Filtering is the technique by which an application will display only those data that meet particular criteria. This form of pre-processing convert data into comprehensive form and ensures that display algorithms work satisfactorily, allowing users to produce different views of the data without actually affecting the raw information. Filtering techniques can significantly increase the effectiveness of data entry screens. Identifying specific patterns in input data can considerably reduce the amount of work required to locate a given piece of information.

Typical filtering procedures include:
- format conversion (adapting data format for further visualisation stages);
- elimination of incorrect, invalid or unknown data;
- substitution of values thus reducing the complexity or the number of possible values by means of such techniques as smoothing (where excessive data values are not taken into consideration);
- clamping (where data values are limited to a certain range of values);
- interpolation (where the unknown data values are estimated based on known surrounding values); and
- rounding, clustering and magnitude calculation/normalisation (where data are scaled to a particular value).

All filtering procedures are performed by dedicated software packages.

478 http://www.thinkmap.com/
479 http://www.kartoos.com/
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The data mapping stage involves the transformation of data into different representative forms. This is the stage at which data values and attributes are matched to graphic entities and attributes using specific software programs. Popular applications include:

- ArcFlow, a complete desktop GIS solution and one of the leading packages for the mapping and analysis of all types of spatial data;
- MapInfo Professional, a set of packages, including MapX that embeds mapping functionality into new or existing applications, and MapXtreme Java, a Java-based Internet mapping server for broad deployment of mapping applications;407
- The Mapland spreadsheet mapping software;407
- ExpertGPS from OziExplorer mapping software for Garmin, Magellan, and Lowrance GPS users;407
- Golden Software’s Strater, Surfer, Grapher, MapViewer and Didger, which comprise a whole set of advanced mapping and graphing solutions.407

Data rendering is the final stage in the process, involving the calculation of image details and their display, sometimes requiring dedicated display hardware and software. Hardware devices typically used for data rendering are graphics accelerators and video boards which can capture video data from cameras, process it, add visual effects and reformulate it into a video stream. There are a number of commercially available software packages for data rendering, including:

- 3D, an open GL-based rendering technology that enables users working in a standard Web browser to process and add images and textures to photographic images;407
- AussRender, a photorealistic rendering add-on for AutoCAD;409
- Adobe Photoshop, Illustrator, and Web tools such as Atmosphere for creating realistic and immersive environments online;408
- Eovia’s Gamma Studio, a graphics application for Macintosh and Windows that handles 3D modelling, animation, rendering and special effects;408
- formZ, a 3D solid modelling, visualisation and rendering software;408
- Alias’ ImageStudio rendering software, which transforms 3D models into visuals;408
- LightWork Design supply rendering, simulation and visualisation software, including LightWorks, a rendering tool for producing photorealistic 3D images and animations, the LightWorks Real-time Plus add-on for interactive rendering, and LightWorks Sketch, a rendering product that provides the ability to instantly create non-photorealistic, impressionistic and stylised design renderings;408
- Okino Computer Graphics, whose applications include the NetGraf Rendering System (photorealistic rendering software), the PlyFusion 3D model translation software and NetGraf Developer’s 3D Toolkit, 3D photorealistic component libraries for software developers.408

Sources:

401 http://www.xan.com/
402 http://www.mapinfo.com/
403 http://www.software.com/
404 http://www.golden.com/
405 http://www.ozistracker.com
406 http://www.xan.com/developer
407 http://www.adobe.com/products
408 http://www.alias.com
409 http://www.formac.com
410 http://www.okino.com
411 http://www.okino.com
- Digital Immersion Software: Presenter 3D which provides photorealistic rendering, animation, presentation and publishing tools for visual product communication;\(^5\)
- TrueSpace from CADopia which allows users to create 3D models, photorealistic renderings and key frame animations;\(^6\)
- ZBrush from Pixologic Inc renders 3D geometry, materials and textures in real-time without the need for graphic accelerators.\(^7\)

**Visualisation Applications**

The development of data visualisations has produced a variety of applications which can be classified according to different criteria including the type and range of user tasks required (i.e. whether this must be interactive or simply illustrative), the type of data being visualised and the attributes to be used to represent the data (e.g. colour, size, shape, proximity, and motion).

In interactive systems, visualisation is sometimes used to reveal the characteristics of a dataset. Users do not usually have a full understanding of the data and they use the visualisation to investigate different characteristics. In such cases, speed and simplicity are fundamental requirements for the process though more complicated visualisation options may be necessary for complex data.\(^8\) A common practice in using visualisation for data exploration is to acquire a qualitative overview to reveal patterns, trends and relationships. This overview may then be used to conduct more focused exploration for quantitative analysis. Exploratory data visualisation can be especially helpful for discovering errors or inconsistencies in a dataset.

Once a clear understanding of the data has been gained, visualisation can be used as a presentational tool. An old maxim says that a picture is worth a thousand words, but it is also true that a badly designed presentation may take a thousand words to explain. This is why a successful visual representation of complex data needs to be effective, accurate, efficient and aesthetic. Information must be presented in a clear, unambiguous form easily interpretable by the anticipated users. Proportions should be consistent so that the visualisation does not give a misleading impression of the underlying data. It is also important to exclude irrelevant details that may cause more confusion than enlightenment.

Aesthetics calls for visualisations that do not disturb viewers’ senses, i.e. graphics with appropriate colours, neat lines, and a fine sense of proportion.\(^9\) Depending on the perception attribute (such as colour, size, shape, proximity, and motion) used to represent data, applications can be further classified as follows:\(^9\)

---

\(^5\) [http://www.presenter3d.com](http://www.presenter3d.com)


\(^7\) [http://www.pixologic.com](http://www.pixologic.com)

\(^8\) Very complex data (and data relations) can lead to very complex visualizations. See Britzmann, J. M. Piear and A. Rauselien (2003) ‘Towards a Roadmap of Complexity Research Using a Bibliometric/Visualisation Tool’ for some literature-based examples.

\(^9\) It is important to take potential access issues in to account, such as colour blindness. Many guidelines exist to assist designers in this task. For example, [http://builder.com.com/5109-6374_14-5112495.html](http://builder.com.com/5109-6374_14-5112495.html)

\(^9\) Of course, part of the power of visualisation arises from the combination of these techniques.
Spatial attributes

A visualisation’s spatial attributes represent the most basic way of carrying information. Data are often spatially located. Three-dimensional representations are almost always flattened to two-dimensions for display on standard computer screens and printed media. This means that additional perceptual characteristics must be used to convey depth information. For static images, these will include lighting, perspective, and occlusion — a visual obstruction whereby an opaque surface prevents another surface from being seen. For moving images, the ability to change the viewpoint of the projected image (known as panning) is a powerful perceptual cue that provides a stronger sense of depth.

Elements that can be plotted spatially are points, lines, surfaces and volumetric data, each of which has standard techniques for visualisation. In 2D, point data has a unique position with respect to the axes but in 3D-representations additional information is required to give a sense of depth. In a static image, this information can be supplied by placing the point on a surface or by using drop lines (also known as stem plots). Drop lines can also be used when plotting lines although, in the case of 3D representations, it is advisable to give the models a definite physical form. The use of dashed lines considerably increases the complexity of the visualisation. It is recommended that the number of lines on a plot be kept to a minimum and multiple plots are used especially when parameters with different physical units are on display. In this way the use of legends can be avoided. They are usually provided in visualisation packages but barely add to overall clarity.

Displaying surface data is more demanding since they have as many dimensions as the display surface. Techniques used include elevated surfaces or contour plots with or without depth cues for lighting and/or transparency. Volumetric data can cause even more problems for plotting on two-dimensional displays. The basic techniques for visualising such data are reducing the spatial dimensions by working with two-dimensional slices through the data, plotting isosurfaces, and volumetric rendering.499

Colour attributes

Colour is one of the most widely used perceptual attributes for visualisation. Properties such as hue or saturation are used for this purpose. Visualisations almost always use colour as a singular perceptual dimension since it is extremely difficult to separate multiple pieces of information that are encoded into colour. The use of colour normally requires a legend providing quantitative information.

499 Interior are surfaces within a volume that have the same parameter value. Volumetric rendering output a 2D dataset on a standard plane.
Glyphs

Glyphs are discrete objects whose properties can be used as visualisation attributes. Such objects can include lines/arrows giving the direction and magnitude of vector quantities, small broken ellipses, and flow lines. As with colour, legends are normally used to give a quantitative understanding of glyph values.

Time

Time can be used as a visualisation dimension by changing the parameters of the visualisation at each time step or enabling the user to vary the time point interactively. Such animations can be particularly effective where time is a key data characteristic and is an intrinsic factor in dynamic visualisations.

Visualisation and Data Types

Another basic method for classifying visualisation applications is by data type. This classification recognises seven data types: one-dimensional, two-dimensional, three-dimensional, multi-dimensional, temporal, hierarchical, and network.

One-dimensional data

One-dimensional data comprise simple, linear information such as texts or lists. The usefulness of visualising such data will depend on two key factors: the size of the dataset and the tasks required of it. The most general form of one-dimensional data is a text document. Although rare, there are cases when the user may wish to take advantage of the possibilities offered by computers in visualising the relationships between various parts of a document. Visual filters such as highlighting, zooms and changes in colour can be used to reveal patterns and structures. Other potentially useful features comprise discrete displays of footnotes and fast navigation within a large amount of text. All these applications show that even for simple, one-dimensional data, visualisation can facilitate the manipulation of information.

510 This is especially true in biotechnology, where the relationships between parts of a document may be both multi-dimensional and (thanks to XML) multidisciplinary.
Two-dimensional data

Two-dimensional data are used to represent the position of an item in space. Measured on x- and y-axes, width and height characterize the size of an item. Two-dimensional data visualization is commonly found in GIS deployments. Large commercial GIS systems have long been used for planning, management, weather forecasting, and mapping. Simple GIS applications are a familiar sight on the Web: customised maps display the location and features of a particular set of geographical coordinates in response to user queries.502

The traditional geographic map is an excellent example of how large amounts of data can be displayed visually and efficiently. During a cholera epidemic in London in 1854, Dr John Snow plotted the location of deaths on a map, which revealed a concentration of victims near a particular water pump. The water pump was found to be contaminated and removed from service, preventing further infection.503 Today, statistical information is often plotted on maps and is used in geography, planning and many other disciplines.

Three-dimensional data

Two-dimensional data become three-dimensional by adding volume properties. Many applications in scientific visualisation are three-dimensional since a primary purpose of scientific visualisation is to represent real, three-dimensional objects. These computer models have provided scientists with a means of performing manipulations and tests in order to forecast how objects are likely to behave, tests which may be too expensive, too dangerous or too difficult to carry out on real objects.504

3D visualisation has been applied to a wide variety of areas, especially architectural, archaeological and medical applications. Virtual reality technologies and digital imaging are used to create systems that represent three-dimensional data realistically. These systems provide a means to examine and explore 3D objects and spaces in ways more convenient and efficient than may be possible in reality. 3D models and animations are now used to complement (and even replace) the maps, photographs and charts conventionally used to communicate this kind of information.

Multi-dimensional data

Multi-dimensional data describes an item with more than three attributes, each of which is given more or less equal prominence in the visualised context. Multi-dimensional visualisations are commonly achieved by mapping differ-

502 Data visualisation is a very good way of imparting information regarding climate conditions – the Geophysical Fluid Dynamics Laboratory has an excellent Web page featuring demonstrations of such work: http://www.gfdl.noaa.gov/products/uc/gallery/
504 See the American Museum of Natural History for examples including visualisations of the respective skull sizes of male and female baboons http://research.amnh.org/mtl/ac/gallery/gallitoa.html
ent types of quantitative data to visually distinguishable attributes. Existing techniques produce results that are adequate for specific data analysis but generic use tends to produce less satisfactory results across a broader general scale.

**Temporal data**

The graphical display of data over time is one of the most widespread and powerful techniques of visualising information and has been practiced for more than two centuries. In recent years, the timeline has been applied as a basis for presenting data in commercial software applications such as Microsoft’s Project. This allows project managers to observe the date and duration of events and their relationship to each other, highlighting events that depend on one another. The timelines in multimedia authoring programs (such as Macromedia’s Director and Flash, and Adobe’s Premiere) provide a way for users to synchronise events. While text-based interfaces can also be used for such tasks, the visualisation provided by a timeline is a more intuitive way of working and provides an overall view of events that would be difficult to communicate through text alone. When temporal data are less abstract it can be represented in more direct ways, for instance via three-dimensional simulations.

**Hierarchical data**

Hierarchical (or tree) structures are common in all types of information organisation. Business organisations, computer data storage systems and genealogical trees are all examples of hierarchical data organised in a tree structure. Visualisations of these structures are equally widespread. The Windows Explorer interface displays the directory structure of a computer visually, enabling users to more quickly understand how data are organised than likely with old-fashioned text-based command-line interfaces and simplifying navigation to a particular folder or file. Tables of contents and site maps are often found on Web sites to assist users navigating them. In large hierarchical structures, some styles of tree-view used by file management programs may be unable to represent entire structures in a single view. When nodes are collapsed to overcome this, they may become invisible. Otherwise, the user can be reduced to scrolling several computer screens to view all of the information. One way of solving this problem is to represent large hierarchies in three-dimensional space. This has the additional advantage of modelling multivalent dependencies and relationships, as with network data, below.

---

506 http://office.microsoft.com/project/
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Two good examples of this technique are the Visual Thesaurus and the Global Network of Dreams (GNOED). The Visual Thesaurus is a learning tool where words are displayed in a 3D space similar to the way we think of and associate words and their meanings. GNOED is a search engine dedicated mostly to music, books and movies and search results are displayed in a 3D space. This has the additional advantage of being able to model multivalent dependencies and relationships, as with network data, below.

Network data

Network data usually have relationships (or links) to a number of other items. Since the attributes and relationships between items can be very complex, network data are very difficult to convey with methods other than visualisation. Attempting to understand Internet traffic patterns, for example, with their peaks and valleys of usage and alternate paths between nodes would be more difficult using only tables and statistics. The task is made much simpler by visual representations of these complex data.

Graphic network maps have been used for many years in enterprise-level commercial network management products. Network managers use these graphic interfaces to monitor an enterprise’s computer network and access software functions to troubleshoot network problems. Network visualisations can also be used for types of network data unrelated to computer networks such as the interconnected components of (object-oriented) software code.

Visualisation and the Heritage Sector

Introduction

Possible applications of data visualisation in the heritage sector fit into two groups: improvements in information presentation and user analysis. In the first case, data visualisation can make different viewpoints on collections clearer to users, particularly the distribution of objects in various groups and the presentation over time of the dynamics of collection items. These processes can be deployed using interactive kiosks and displays as an integral part of an institution’s in-house visual presentation. Alternatively, Web-ready visualisation techniques such as Flash and Shockwave can increase the virtual outreach of the site. Virtual collections can be compiled with the help of virtual reality (VR) and the three technologies, VR,
visualization and GIS, can be combined in impressive multimedia presentations.109

For reference works, ThinkMap Inc’s Visual Thesaurus presents an innovative, animated interface for exploring the connections and relationships between words.110 Similarly, GIS-aided visualises metadata submitted by Web-visitors, showing similarities between musical groups, allowing users to gauge the likelihood of enjoying the work of certain bands.111 Similarly, WhichBook.net lets users choose the kinds of books they want using categories on a sliding scale.112 For example, a query with the sliders set towards funny, amusing, and short returns poetry by Paul Muldoon and fiction by Will Self together with more famous parallels for contextualisation. Inverting the sliders returns Joanna Trollope and Alasdair Gray.

For the collection and analysis of user data, visualisation tools can assist management study and present key factors about collections and user interests. In addition, special techniques can be applied for visually-impaired users. For information retrieval, data visualisation can help users contextualise the frequently large search results returned by search engines. KartOO groups query results on a map with links to related sites.113 Mootoor provides a similar service, clustering search results by meaning.114

The Texas Memorial Museum115 in Austin, Texas uses VRCO Full Circle, Museum Edition, a visualisation system comprising immersive 3D display and dedicated software which allow models and information from various sources to be virtually exhibited.116 This ability to present museum materials in new ways that provide both entertainment and education will be of great interest for heritage institutions as they compete with other leisure time activities for the attentions and imaginations of their audiences.

The world’s great museums are using self-service technologies in order to improve public access to their exhibits. Rotterdam’s Museum Boijmans Van Beuningen uses gestures to interact with a Data Wall, a giant interactive display providing access to all 117,000 pieces in the museum’s collection ranging from prehistoric archaeology to modern art.117 The New York Museum of Modern Art is deploying public access kiosks, LCD screens and PDAs in its newly constructed building.118

Since 1999, the Museum of Anthropology at the University of Denver has used GIS technology for resource management.119 Museum collections can be managed efficiently this way, the GIS working with standard relational database tools offering visualisation and spatial analysis processes that support fundamental museum research and education tasks. GIS is an important research tool used by archaeologists for preparing documentation and inventories of sites and excavations, by naturalists to examine flora and fauna, by scientists to model the results of climate

---

109 Two systems which use VR: visualisation to benefit the cultural heritage sector in different ways are described in “Interfaces for digital libraries at CNAM (1993-2003)” in DigCitEJ (Issue 8, August 2004), pp. 26 and “Creating a Virtual Heritage Learning Package” in DigCitEJ (Issue 6, December 2005), pp. 34 http://www.digilab.info/papers/necolletor.php
110 http://www.thinkmap.com/visualthesaurus.jp
111 http://www思潮.com/ Another site, musipluton provides a different interface for the same purpose, and links albums cover and song titles to each artist, together with their estimated depth of influence: http://www.musipluton.com/
112 http://www.thinkbook.net/index.jsp
113 http://www.narrows.com/
114 http://www.mootoor.com/
115 http://www.um.museum.edu/index.html
117 www.boijmans.nl
118 http://www.museum.org/
119 http://www.edu/anthro/museum.htm
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changes on global weather patterns and by earth scientists to illustrate field data.

Case Studies

VICODI – Visual Contextualization of Digital Content

Visual information retrieval systems play an increasingly significant role in the ways we access, analyze, and understand information. However, most such systems do not provide a combination of visual representation with contextualisation of the retrieved information. By definition, data taken out of context are pieces of information. Information structured in context with other words and ideas becomes knowledge. This progression was at the heart of the VICODI project, the main objective of which was the development of a methodology and tools for comprehensive structuring and graphic visualisation of context to facilitate creation of new knowledge.

The project was a collaborative endeavour between seven partners from six European countries: Financial Coordinator Systran S.A., France, Scientific Coordinator RIDemo, Latvia, and partners Salzburg Research Forschungsgesellschaft m.b.H, Austria, Forschungszentrum Informatik an der Universität Karlsruhe, Germany; Národní knihovna České republiky (the Czech National Library), the School of Historical Studies, University of Newcastle upon Tyne, and the School of History, University of East Anglia (UEA), both England. The project ran for a period of twenty-four months, from September 2002 to August 2004, and had a budget of €1,666,169, of which €97,182 came from the EU.

One of the project’s main goals was the semi-automatic creation of contextual semantic metadata for digital resources. The context was visualised through hitorical maps and colour coded links, thus improving user understanding of resources. For their showcase domain MCOH planners used European history from 500CE to the present. A Web portal (www.euronistory.com) was developed which puts into practice the idea of contextualising historical resources like articles and images, and visualising their context. Context sensitivity is defined over topics, locations and time, and resources are retrieved via a context sensitive search engine which operates on multilingual input and a language-neutral ontology. Results are displayed through a graphic contextualisation interface based on Scalable Vector Graphics (SVG). 520

520 http://www.eari.com/industries/archaeology/index.html
521 This case study was based on an email interview with VICODI’s Richard Dowway, Jan Oosthoek and Ediris Sene, conducted during September 2004. http://www.vicodi.org
522 http://www.systransoft.com; http://www.salzburgresearch.at;
http://www.acea.ac.uk/sns/
523 http://www.w3.org/Graphics/SVG/
Most Internet graphics are in bitmap formats such as GIF, PNG or JPEG. Bitmap visualisations contain information on every pixel needed to display an image, making them large in size and consequently slower to download. Prior attempts to deliver high-quality, vector-based visualisations of dynamic data to the Web have had limited success, usually due to technical restrictions. However, the recent arrival of XML-based SVG now allows interface designers to concentrate more on content delivery and user interactions.

The two main benefits that SVG images offer over conventional bitmaps are smaller file sizes and independent scalability, crucial within the Internet environment where download times must be minimised and where viewing platforms can differ dramatically. It is expected that most browsers will support SVG in the near future and, when this happens, the market for SVG visualisation is likely to increase rapidly. The visual SVG components of VICODI’s user interface were largely developed by RIDemo, with an independent SVG designer contracted on a temporary basis to help prepare the historical maps in coordination with a historian. Development of both the user interface and the SVG maps proved to be very time-consuming. All in all, it took two programmers the best part of two years to achieve. The SVG-based visualisation technique strives to work towards universal usability, supporting users with high- and low-spec setups equally. While long download times are a typical problem for most interactive geo-referenced visualisation solutions delivering vector-format maps, the SVG-based interface simplifies the visualisation task and cuts download times substantially.

The project has been successful in demonstrating the practicality and usefulness of a Semantic Web portal based on a newly-created historical ontology. Visualisation allows users to see at a glance the relevant location and period (important in the case of a history portal), and the colour-coded/graded hyperlinks potentially provide an intuitive guide to additional resources.

The VICODI Contextualisation Environment addresses the management of search and retrieval as well as the management of information presentation, by (i) creating a cumulative and open knowledge space that can be enhanced by its users, and (ii) providing an innovative user interface employing SVG for presentation of historical information contextualised for location, time and subject. VICODI addresses two key technical aspects for next generation Semantic Web interfaces: (i) the need to provide contextualisation services for large knowledge spaces, and (ii) the development of more appropriate user interfaces for the visualisation of richly structured, contextualised content.

For evaluation, the VICODI system was made available on the Internet and a representative target audience of twenty-two professional historians, students and librarians was invited to test...
the prototype. The evaluators’ initial response showed that the visual aspect greatly aids data presentation and that the maps provide a positive reinforcement tool for teaching purposes. It was said that the combination of maps and chronology offered a new way of searching that was potentially useful for pedagogical purposes. Most testers found that the highlighted contextual links encouraged students to explore wider contexts and use more primary materials that helped show how primary sources relate to each other. This was regarded as the most significant feature of the portal. Some testers lamented the lack of detailed zoonable maps that would allow searches to be limited to national levels.

General evaluator opinion was that the Web portal contained a number of individual good ideas but that the integration of elements was not as smooth as it could be. The map search was generally seen as a useful tool but the search facilities were considered cumbersome and complex and the integration of contextualised texts was thought to be poor.

With the benefit of hindsight, VICODI’s developers feel that the combination of maps and colour-coded hyperlinks as a means of visual contextualisation was perhaps too ambitious for a single project. While the project successfully showed that the system could work, the visualisation and contextualisation elements might have benefited from being developed in isolation and integrated once the independent systems worked better. Visualisation through hyperlinks proved possible but was server-intensive and slowed the system down.

The VICODI Web portal remains open to users although the developers stress that it is a prototype and not a fully-fledged working product. In order to turn the current version into a more usable product, the design needs further development and refinement. In conclusion, VICODI has shown how a Semantic Web site based on a history ontology can function and contextualise search results with the help of visualisation techniques like maps and colour-coded hyperlinks. It demonstrates proof of principle by showing a working visual contextualisation Web application based on a history knowledge system. It enables Web users to visualise retrieved information, providing them with innovative tools for performing dynamic queries. Simplified input and rapid visual display of results enable more users to benefit from World Wide Web information, regardless of domain. The combination of maps, documents, images and, potentially, video provide a base for other cultural heritage projects to build on.

The Electronic Cultural Atlas Initiative

The Electronic Cultural Atlas Initiative (ECAI) was established at the University of California, Berkeley in 1997, with a mission to improve international humanities scholarship through collaborative use of the digital environment, sharing data and placing particular emphasis on notions of time and location. In the words of ECAI directors, Professor Michael Buckland and Professor Lewis Lancaster, the initiative aims to facilitate and encourage communication and information sharing between academic researchers, specifically those interested in the humanities and social sciences, and “the relationships between place, time, and topic in the study of culture and history.”

524 The system has since been developed to work with the Blackboard Learning system, http://www.blackboard.com/
525 http://www.ehahistory.net
526 This case study was based on information on the ECAI Web site: http://www.ecai.org, and on email correspondence between Professor Michael Buckland of the University of California, Berkeley and Martin Donnelly of DigiCULT. Secondary sources are given in footnotes.
The initiative’s linchpin is a clearinghouse of shared datasets, a database system accessible through a map-based interface providing dynamic visualisations of geo-temporally encoded data.529 The metadata scheme is based on the Dublin Core Metadata Initiative (DCMI), with additional elements introduced to deal with spatial and temporal information. These make it possible to locate datasets in a variety of ways: visually, through a map-based interface or timeline; or textually by keyword or topic. A key advantage of the visual interface is the improved process for finding datasets in a variety of languages thereby encouraging and fostering improved international collaboration.

In the absence of existing software that meets its aims, ECAI supported the development of the TimeMap application by two members of the Archeological Computing Laboratory at the University of Sydney, Australia. TimeMap has two main components: a toolkit for creating projects and cataloguing datasets, TMWin, and the time/place visualisation tool, TMMat. TimeMap also provides a means of accessing remote datasets and mapping them to a consistent GIS format on local drives for further analysis with other compatible software packages. The software tools enable metadata editing, data upload and the creation of new user interfaces. When used in conjunction, TimeMap and the ECAI Metadata Clearinghouse allow users to find and download datasets that have been contributed by other researchers and then overlay them to create dynamic maps which can be visualised in different ways. In common with GIS systems, layers can be activated and deactivated. Then, dedicated time-bars allow the comparison of datasets from different periods. Users can make the most of GIS-style functions in creating their own base maps, potentially producing data with latitude and longitude attributes or using place names to identify locations. Problems arise when place names differ between languages (e.g. Rome, Roma) and when different scripts are used to create the datasets. In order to enable the display and comparison of datasets, records representing objects or events must first be identified in terms of time and location. This process, known as geo-referencing, overcomes one of the main problems when using Library of Congress Subject Headings: their indeterminacy. If a researcher is interested in a specific geographical region rather than a political unit, it can be difficult to restrict searches to a narrow area. Political areas also change over time, developments that LoCCHI has difficulty in reflecting. Gazetteers – tools for disambiguating place names with the same name – are crucial to the ECAI’s work in this area and the TimeMap software demands the explicit linkage of place names with geographical coordinates. Similarly, time period datasets are an exciting development which may soon allow the use of timelines to track place name and boundary changes over periods of years, helping to contextualise changes more quickly than would be possible using flat, textual data.530

The ECAI project ‘Going Places in the Catalog: Improved Geographical Access’ explores the potential benefits of matching online catalogues with gazetteers, timelines and maps.530 Clicking on pre-determined areas or drawing new boundaries allows users to define their own areas of interest. The coordinates of these areas can then be used to query a gazetteer thereby identifying without ambiguity the place names situated in or around the area. These names can subsequently be used as queries for a text-based catalogue search returning only those records relating explicitly to the specific geographical area of interest.


530 http://www.ecai.org/2002/
A number of prototypes have been built to test and demonstrate ECAI's systems. Map-based approaches involve the harvesting of information for subsequent geo-referencing, with latitudinal and longitudinal coordinates added to make place references explicit. The end product is a map-visualisation in two layers: one for place names (achieved using gazetteers) and one for geographical coordinates. These are overlaid to show the relationship and differences between geographical and geopolitical areas signified by dots. Clicking on a dot or place name calls up catalogue or bibliographical records pertaining to that area. Clicking on a city's dot or name retrieves its bibliographical records and reports which may be opened in full text, if required. These prototypes also incorporate adjustable timelines, allowing users the option of searching by time as well as by place, adding an extra dimension to the search and browsing capabilities.

The directors claim that linking online catalogues with online gazetteers could transform geographical searching. Search results could be visualised, and new kinds of queries supported with map displays. Geographical and time information can potentially be considered a *lingua franca* transcending language differences and allowing searches to extend beyond traditional linguistic boundaries or limitations. The ECAI Digital Atlas is a global collection of hundreds of networked digital humanities projects linked by the clearinghouse and visualised through a GIS viewer. In addition to the creation and streamlining of humanities and social science content, the integration of GIS technology with the power of data visualisation and the convenience of shared, distributed content is innovative and welcome.

Results have been encouraging. In its first seven years, ECAI has secured the participation and informal affiliation of more than three hundred projects comprising several hundred scholars worldwide and representing a broad range of disciplines. In common with many other initiatives, the TimeMap software is in the process of being transferred from the exclusive property of a single institution, the University of Sydney, to an Open Source license, improving accessibility and opening up the initiative still further to the scholarly community.

**The Music Animation Machine**

The Music Animation Machine (MAM) was born of frustration with difficulties encountered by inexperienced musicians trying to follow the separate instrumental parts of a musical piece simultaneously while trying to develop a cohesive sense of it in its entirety. The project aims to develop visualisations of music that make obvious to non-musicians those aspects of musical structure that are understood by composers and theorists.

While its development spans many years from the 1970s to the present day, the project is small scale with most of the work done by solo developer Stephen Malinowski on a hobby basis. In Malinowski's own words, the idea for the Music Animation Machine “started with a hallucination... the flag of an eighth note extending like a ballet dancer's arm; pairs of notes moving in parallel thirds and sixths like pairs of dancers stepping hand-in-hand.”

---

532 This case study is based on an email interview with Stephen Malinowski, creator of the Music Animation Machine. The interview took place during August 2016.

After viewing condensed scores, Malinowski developed a paper bar graph scroll, with the durations of notes indicated by the length of the bars and individual instrument parts given in different colours. In 1981, he began work on an animated version. The first digital incarnation of the Music Animation Machine was implemented on an Atari 800.

According to Malinowski, “[t]he animation was jerky and it sounded like a 1980s video game, but it worked.” The musical data were tedious to convert, with a two-minute piece taking around a week to input. The development of MIDI as the standard for the exchange of music data allowed the next version of the software to receive its input directly from a MIDI keyboard. In 1986, the software was redeveloped for the IBM PC.

Malinowski was encouraged by visualisation expert Edward Tufte to produce videotapes as learning and demonstrations tools. The project continued to develop throughout the 1990s with additional functionality such as visualisation of tonality, harmonics, intervals, timbre and the interaction between different instruments. Several questions were considered: what was the developer interested in at the time? Would this approach be effective? What was it feasible to implement, given limited time, financial resources and skills?

After various improvements, the decision was made to demonstrate the MAM by recording animations onto commercial videotapes. Yearly sales peaked in the mid-90s at around $1,000 (£8,980). The examples on the First Demonstration Reel (1990) covered a wide selection of musical styles and were intended to demonstrate the range of musical features the MAM was capable of showing. It is available free to qualified education institutions and libraries. Details for acquiring the tapes are available on the project Web site. In terms of the visualisation, Malinowski says:

Once the Music Animation Machine was operational, it was obvious how much was missing from it: you couldn’t tell anything about timbre, very little about harmony, not much about rhythm... So I started trying to figure out how to enhance the display. The first thing I experimented with was tonality, as based on the “perfect fifth”. The idea was that the colors in the artist’s “color wheel” could be applied to notes in a way that showed what was going on in the harmony.

---

533 Malinowski “Tufte contacted me in the winter of 1989 and encouraged me to release samples commercially; the first of these (First Demonstration Reel) was sold in the Spring of 1990. The development of alternative forms of visualisation ran in parallel with this (and continues to the present). One of the alternative techniques (the use of color to show harmony) made it into the 1996 Second Demonstration Reel, several others are on the History video (which, however, is not available commercially).” See also http://www.cabournathouse.com/tufte/
534 These experiments are described in more detail on the History of the Music Animation Machine Web site at http://www.well.com/user/imaudio/stanifer.html
535 http://www.well.com/user/imaudio/video.html
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In order to help users distinguish between instruments, Malinowski used different shapes to represent different parts, e.g. the flute part is an ellipse, the clarinet a rhombus, and the bassoon a star-shape. Further experimentation with shape included presenting currently sounding notes as solid, vivid sounds in the centre of the display and recently heard notes as hollow shapes that gradually fell and faded away. Further experiments with visualisation of tonality and harmony yielded mixed results. Other experiments in the potential for stimulating deaf infants and encouraging their speech via visual stimuli have been carried out in conjunction with Wills Pitkin of Utah State University.\footnote{http://www.well.com/~aat/utah.htm20.html}

While there has been no formal evaluation of the Music Animation Machine, the project has enjoyed success in different ways. The original scrolling bar-graph score has been used successfully in educational contexts. The demonstration videotapes have been used in music history, theory and appreciation classes from elementary school to college levels, and have been found to be an effective tool in teaching about musical structure. It is hoped that music teaching tools such as the MAM that make musical structure (usually understood only intuitively by most people) more obvious will have an important impact on music education in the future. In 2000, the MAM began to be broadcast on cable television channel Classic Arts Showcase, which has resulted in it being seen on television by millions of viewers each year.\footnote{http://classicartsshowcase.org/ Articles and reviews are available at http://www.well.com/~aat/utahh/reviews.htm}

Scenarios

GPS, Visualisation, Visitor Studies – Part 2

In the last scenario of the Location-Based Systems section (above), the manager of a built heritage centre is concerned with the erosion and damage caused by increasing numbers of visitors. Each visitor is supplied with a GPS receiver which monitors and stores the position of each user at regular intervals. Data from the receivers are fed into a database when the GPS receivers are returned to the desk at the end of each visit.

Once an appropriate amount of information has been gathered, the positioning data are fed into a visualisation algorithm which dynamically maps the movement of visitors around the site. Visitor flows are depicted in different colours according to the number of visitors onsite at a given time, the climate conditions and time of year (which may affect erosion levels), and the length of time elapsed since the pathways were last changed. The system also flags up potential overcrowding danger spots where the management may wish to erect signs or protective fences.

This new project leads to the collection of a very large amount of positioning data which necessitates a robust data management strategy for the IT team. Backup is performed routinely and the database tables are mirrored on another computer; a fall-back plan should anything untoward happen to the live tables. While the backroom staff is working out how to cope with the huge amount of data, individuals begin discussing other potential uses for the data. Our bright spark suggests an interactive visualisation for visitors’ use and the team sets to work designing such a system. The system allows visitors to track their own movements around the site from the comfort of a post-visit sofa in
the visitor centre. The paths traced by the visitors can then be linked to images of exhibits and positions of other visitors, enabling them to see how their paths diverged and re-converged over the course of the day and how long they spent at each exhibit. The data collected can be reused (and re-visualised) for purposes including marketing and exhibition planning, publicity materials and sponsorship/funding applications.

**Dynamic video objects in a sports museum**

The curator of a sports museum is looking for ways to provide visitors with a greater sense of involvement with the exhibits. Visitor figures are fairly steady but the curator feels that greater connections could be made in the museum through the participatory nature of sport and learning about historical sporting figures and events. The approach the museum has traditionally followed presents artefacts such as jerseys, match balls and souvenir programmes in a straightforward, no-frills manner with video footage of great sporting moments. Interactive programmes have recently been introduced which allow visitors to explore multimedia presentations of famous events. While these have proven initially popular, informal observation and evaluation show that they foster a more solitary visit experience and do not encourage discussion and interaction between visitors. However, visitor interaction has blossomed unexpectedly around the video displays where groups gather to discuss and debate their favourite tactics and plays.

The curator begins looking for a way to merge the discursive nature of the video displays with the engaging nature of the standalone interactive cabinets. Returning from a conference, a colleague mentions a project presentation she saw there which used dynamic on-screen video objects which followed a selected figure through subsequent frames of the film. The curator sees an opportunity here and immediately gets in contact with the academic team responsible, enquiring about the availability of the software they used and whether it might be modified for a sports environment. To the curator’s delight, the academics reveal that the project is Open Source, meaning the code can therefore be downloaded, modified and redistributed freely.

After downloading and studying the source code, the museum’s IT department alters it to suit the museum’s needs and applies a new interface simple enough for inexperienced museum visitors to use. After adding extra functionality, including adding external links to existing materials, the developers embed the updated code into the existing interactive system and test it with an invited audience of frequent visitors.

With the new system, visitors are able to stand at linked terminals and discuss video footage of great tactics/plays in real time. The operators have greater control over the video playback mode, the ability to slow down, pause and rewind the action, and to select key players to watch over successive scenes. The archive footage can also be spliced up using an intuitive control wheel in order to demonstrate patterns (such as racing lines in cycling and motor sports) more clearly, with the dynamic markers leaving persistent traces behind them like trails of car headlights in a long-exposure photograph.

The system undergoes further development by another museum. More layers can overlap and the dynamic markers themselves are made more attractive and involving.

A breakthrough development comes from the sport of ice hockey where the league

---

managers, in conjunction with a major television network, agree to mark helmets and packs with reflective material thus allowing player positions to be ingested directly into a visualisation program for commentary purposes. The system can also be used as a more accurate judge of whether or not the pack crossed in a close line call, allowing more precision than the traditional video footage.

**Documentation of actor performances in a play**

An academic is interested in exploring the differences in dramatic performances that may be forced upon touring productions by theatrical venues. His theory is that the physical features of a theatre have a greater effect on the success of performances than most scholars suspect. Ideally what the academic wants is a system which allows direct comparison of performances in a visual fashion with tools to match the movements of actors from scene to scene and marked-up scripts and performance notes available during the computer-assisted study of contrasting shows.

Employing a young tech-savvy graduate on a fixed-term basis and bringing two postgraduate theatre studies students on board as part of their ongoing assessment, the scholar films every performance of a touring company's latest play using three cameras in fixed positions. After the tour, he uses film analysis techniques on the digital videos to store the movements of actors on stage and is able to overlay and manipulate stalls from two or more performances in order to compare their differences.

Having compared the results for a dozen performances/theatres, our academic's findings back up his initial ideas regarding the effects that different stages may have on a performance and also, in particular, the dramatic dynamic between the players. Although there are many other factors that will influence the effectiveness of a performance (such as audience size, familiarity with the script, actor confidence, and so on), he finds that a small stage may lead to a more intimate and powerful show while a large one may lead to bombast and a certain loss of subtlety.

Crucially, the software is designed to facilitate the simple and user-friendly repurposing of mark-up for disciplines other than dramatic acting such as television broadcasts, choreography and sporting events. The mark-ups produced can be cross-referenced with external resources, including stage directions and theatre dimensions, maps and texts, thus providing visual depictions of a variety of performance environments across a great range of purposes.

At the project's end, the postgraduate students continue refining the techniques they have developed and, with help from a forward-looking funding agency; they each begin exciting doctoral research into the uses of new technology for the computer-assisted analysis of theatrical and other performances. The system can also be used to help actors and directors prepare for forthcoming tours where the characteristics and effects of the different stages are already known.

**A world-map of cultural institutions**

A researcher in a European cultural heritage project is preparing to attend a symposium in Madrid which will involve his first visit to the Spanish capital. The researcher has a few spare hours before his return flight and he is delighted to learn by chance that the famous Prado Museum is home to Diego Vélázquez's Las Meninas, a painting of which he is more than fond.

On the flight home, it strikes our researcher that there is no single resource on the
Internet where the user can key in the name of an artwork and be told a definitive location. Spotting a gap in the market, he gets to work consulting colleagues on the logistics of putting together such a resource. After setting up a discursive, interactive Wiki Web site, interest in the project grows with support pledged from many corners of the heritage world. In the interests of fostering greater awareness of collections and initiatives, an official consortium is put together with the aim of producing, in the first instance, an interactive visual map of cultural and scientific heritage institutions across Europe and eventually expanding it to cover the world.

From suggestions filed to the Wiki, the visualisation team is familiar with interfaces such as GNOD and Music Plasma, both of which represent innovative relationships between musicians and genres. Taking a lead from these unique visual interfaces, the team creates a relational database of cultural institutions and collections which can be represented interactively and dynamically on the Web. The system represents organisations with icons, their sizes determined by factors such as annual budgets and visitor figures – both real and online. Larger institutions are represented by larger icons. Thematic links (shown as coloured bands of varying thickness) can be drawn between institutions according to carefully managed metadata. Using data collected from existing initiatives the team members begin to plot relationships between institutions on a country-by-country basis, focusing on attributes such as content types, special collections and mission statements.

Problems crop up when it is pointed out that many artworks have both official and unofficial names: Velázquez’s masterpiece, for example, was formally known as *The Family of Philip IV* in English, *La Familia de Felipe IV* in Spanish, and so on. This necessitates the integration of natural language tools to permit a certain degree of latitude in searching the resource and a robust cataloguing strategy.

The European pilot version is a hit with ordinary users and heritage professionals and funding is soon secured to expand the database beyond Europe and in more depth than just the most attractive and popular artworks. The project thus becomes a valuable worldwide resource, accessible by all via the Internet and customisable using skin technology to allow users to choose means of display most suited to their abilities, interests and tastes.

4. Advantages and Disadvantages

Introduction

In common with most types of software, visualisation tools have become increasingly sophisticated in recent years: it is now technically feasible to present information in richer and more complex graphical forms than ever before. Most desktop computers are sufficiently powerful to display impressive graphics and run all but the most complex software presenting information with clarity.

539 See for example those listed at http://icon.museum/museums.html
and impact. Perhaps the main issue with visualisation technology is the question of complexity. Some information structures are simply too complex to be adequately represented using traditional means and require selective handling to present them in the best ways. One benefit of advanced data visualisation techniques over traditional approaches is the ability to ‘drill down’ into and manipulate the data while at the same time preserving the context of an entire domain. The lack of experienced technologists, combining technical and communication skills with common sense and a good eye, is another problem. Without these qualities it is difficult to envisage the creation of effective, accurate, efficient and aesthetic visualisations by and for the heritage community.

Advantages

“A good image is worth a thousand words” – This widely accepted idea is based on the fact that humans analyse visual information better than written text. One could add here that images may overcome language barriers, allowing the information to be understood faster.

Improved understanding of the general picture – Visualisation of data can present users with an easy means of quick contextualisation, highlighting general tendencies in a field where the number of objects in the collections (real or virtual) is often measured in thousands. Of course, the understanding of graphs does require a certain type of user literacy; inexperienced users are likely to understand simple graphs but, perhaps, not the more sophisticated types.

Improved possibilities for data analysis and study – Collection managers and curators can use data visualisation to analyse and study their collections and visitors. Comparison between collections and institutions becomes a possibility where multiple collections use similar data analysis methods and information and trends can conceivably be shared between linked organisations.

New points of view – Data visualisation methods can lead to new knowledge and new interpretations about information. Hidden or obscure patterns may emerge and new connections may be drawn from what was previously considered disparate data.540

Disadvantages

“A bad image takes a thousand words to explain” – Where a good image can save time and effort, a bad image can be confusing or misleading. For this reason, data visualisation methods must be considered very carefully with particular attention to the anticipated audience and the meaning the visualisation is intended to convey.

Risk of poor data quality – When the methods and/or data used are not of good quality, the results produced by visualisations may be misleading and may form false notions among users. The choice of appropriate methods and data analysis techniques requires not only training but also a great deal of common sense and experience.

Cost issues – The cost of visualisation scales from very low (inbuilt spreadsheet graph functions) to sophisticated dynamic packages incorporating database connectivity. In the case of GIS, the data collection process can be both time-consuming and difficult, requir-

540 For a practical application of this, see “Scientists seek ‘map of science.'” BBC News, April 7th, 2004
http://news.bbc.co.uk/2/hi/science/nature/3648985.stm
ing highly trained staff to ensure accurate measurements. The creation and maintenance of a visual GIS will be one of the more expensive software decisions management are likely to make.

**Introducing the Technology**

**Fundamentals**

The introduction of data visualisation methods requires substantial preliminary planning. There are several central issues that should be discussed. The first question will be to identify the needs that the visualisation is to address and to consider the potential advantages and risks. What is unique about the collection/data that makes visualisation preferable to textual description? Previous experience will be most useful here, and if none is available in-house it may be worth consulting other institutions or paid consultants.

The dataset itself is of primary importance. If data are already available within (or accessible by) the organisation, they must be demonstrably ‘clean’ and complete. If new data are being collected the methods must be sound and reliable. It may be possible to purchase, borrow or rent data from external sources. This may be the best option if the organisation lacks the sufficient expertise or resources to carry out the collection process internally. If the dataset is dynamic, tracking and updating will take time, effort and resources.

It will be worth seeking other organisations already using similar data visualisation methods. What are the differences between the proposed system and the one already in place? Might a comparative analysis of data from a number of organisations be of interest?

Data visualisation may act as a useful tool for attracting visitors to an institution or in guiding them to exhibits or parts of a collection. Visualisations can be integrated into an institutional Web site and a well thought-out, interactive deployment may be very popular with real-life and remote visitors alike.

**Selecting a Specification and Development Environment**

Depending on the data visualisation needs, organisations should consider a number of technological solutions. For reference, Dr Barry Wilkins of the University of Birmingham gives an excellent list of potential visualisation solutions together with the data types and set sizes which make each appropriate.541

For simple and effective visualisations, the graph and chart functions of most spreadsheets will suffice. Some spreadsheets also have unbuilt data analysis functionality. Most computer users will have encountered a spreadsheet at one point or another and the creation of such straightforward visualisations will not necessitate much staff training. For more complex data manipulation, specialised statistical software can be used. Accordingly,

541 http://www.cs.bham.ac.uk/~bjw/inputs/ A number of other techniques are outlined and demonstrated by Eoin Brazil of the University of Limerick in his presentation ‘Information Visualisation in Information Retrieval’, available online at http://eicho.uk.ul.ie/eoin/presentations/Information%20Visualization/Information%20Visualization%20Retrieval.ppt
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this requires more knowledge than the first option but leads to more sophisticated results and more powerful functionality.

For geographical and spatial data, a GIS is a purpose-built solution but will require specialist expertise to deploy and maintain. Different data types may have their own specialised tools, e.g. the collection of 400,000 maps and 4,000 atlases at Penn State University Libraries used to provide GIS assistance for customer projects, or the layered digital atlas with GIS functionality for archaeological excavations and research into the city's urban development at the Roman-Germanic Museum in Köln, Germany. Again, the use of such tools requires specialist training.

In order to make the right choice, the institution's decision-makers must have a clear idea about the different stages of the visualisation process, knowledge of the data types involved and an understanding of the visualisation techniques to be applied. Smaller organisations may require the services of a private consultant.

Technological Infrastructure Issues

Data visualisation techniques seldom require expensive additional hardware and software. In fact, many software tools used for visualisation, such as spreadsheets and presentation software, are basic and widely known by many computer users. Statistical software tends to be more complex and will require specialist training. One potential difficulty is that inappropriate visualisations may lead to a misunderstanding of the information and it is fair to say that what is essential in the visualisation process is not the technology, per se, but a proper understanding of the data, methods and visualisation techniques.

Thinkmap, for example, is a software product that can be used for various visualisation tasks. Its architecture includes a core which enables the dynamic and asynchronous flow of data, while plug-ins, listeners, filters, and maps offer additional functionalities. The user interface is separated from the back-end, and the user cannot see the complexity of the core data presentation.

An interesting application of the software was deployed for a presentation by the Motorola Museums and Archives. The institution's aim was to develop an "online, self-guided learning center by which Motorola employees across the globe could explore the company's rich history through a digitised archive of textual, visual, and audio artifacts." Thinkmap was used to immerse the user in the company's historical and technological perspectives.

Staff and Policy Issues

Four groups of staff members will play key roles in the application of data visualisation technology: (i) data analysts; (ii) researchers/customer-facing staff; (iii) managers; and (iv) Web designers.

542 The introduction of GIS systems is covered in much greater detail in the section on Location-Based Systems, above.
543 http://www.lib.psu.edu/maps/
544 http://www.museumkod.de/romisch-germanisches-museum/ For many more see Appendix: Products and Vendors.
545 http://www.thinkmap.com/
546 http://www.thinkmap.com/casestudies/motorola_history.jsp
Data analysts should advise on the methods and techniques to be applied in the data visualisation process. Their role will also involve ensuring the data are clean and complete. From their knowledge of other institutions and patrons, research and customer-facing staff can provide invaluable information about the needs that should be satisfied. Depending on experience, researchers might also have ideas about data analysis and visualisation methods and tools. Management’s role is to coordinate the effort and find the best match between operational needs and the resources available. Depending on the formulated organisational and user needs, management may decide to use external advice or work on issues related to data visualisation within the organisation.

Given their experience with visual presentations, Web designers and coders will be useful not only for incorporating data visualisations on the Web site but also for providing general advice and guidance whether the visualisation is intended for the Web or not. Visual thinking is a gift and, as such, gifted staff should be involved as much as possible.
**TELEPRESENCE, HAPTICS, ROBOTICS**

**Executive Summary**

Covering a huge spectrum of uses from Open Source instant messaging to underwater archaeology, telepresence, haptics, and robotic technologies hold a wide range of potential applications for the cultural and scientific heritage sectors. Their scale of deployment costs can range from a few Euro to several hundred thousand but it is difficult to imagine a setting in which one or more of these technologies would not be beneficial. As costs fall and the concepts become more familiar, we can expect to see a rise in the deployments of these technologies throughout the sector both in-house and online.

Telepresence is defined as “a sense of presence in a mediated environment, wherein the user experiences the computer-simulated environment as less mediated than it actually is.” A telepresence system will consist of three sub-systems: the interface between the user and the communications link, the communications link itself (which is generally a telephone line) and the remote site which interfaces with the communication link and possibly another remote user. Small cameras, microphones and speakers are usually used to provide feedback and head mounted displays may be used if an enhanced sense of immersion in the system is desirable.

Haptic technologies involve the sense of touch in computing. They are sometimes known as ‘force-feedback’ technologies due to the forces exerted on the user by the device’s motors. Haptics is very much a device-driven technology with a wide variety of input/output peripherals ranging in price from around €30, for a Sony DualShock2 controller with vibration function, to around €30,000 for a top-of-the-range SensAble PHANToM haptic interface with six degrees of freedom. Cutamou (tactile) devices are often included under this banner, although they differ in approach with a focus on sensation rather than movement.

Haptic devices come in many forms including pens, gloves, joysticks/джои and force-feedback mice. Normally used in conjunction with a visual display, haptic devices enable users to manipulate virtual representations of objects and artefacts from remote workstations. Web-delivered haptic exploration is beginning to mature and collaborative haptic sessions which take network delays (or ‘latency’) into account are now emerging.

Robotics is that branch of engineering which involves the conception, design, manufacture and operation of robots, i.e. machines that are specially designed to perform a particular task (or range of tasks). Robots can be

---

controlled directly by a human operator or can work independently, controlled by computer. It has been said that there are as many types of robots as there are tasks for them to perform but lower-price, general-purpose robots are available which can be deployed in a variety of roles.

Each of these three technologies has been developed over a number of years, and will be familiar to just about everyone who has ever watched a science fiction movie. Haptics is commonly used in training and hazardous situations, where the potential cost of error (to health, wallet or both) is great. It is easy to see how this technology may translate to a cultural heritage setting: representations of priceless artefacts can be explored from a distance with the originals in no danger from clumsy handling. Unsophisticated haptic devices are also found in many homes in the form of games console controllers which vibrate at key points to involve the player in a more physical way. Telepresence is often used in surveillance and in conjunction with haptics in dangerous situations such as nuclear work, space/subsea exploration, remote surgery and entertainment. The conjunction of multiple human users in a telepresence environment without a noticeable short-fall in experiential quality has been termed telorality.36

For the heritage sector, haptics can be used to add an extra dimension to learning and exploration and to improve access to materials. Robotics and telepresence can be combined to provide virtual representations in distant museums/galleries to map uncharted terrain and compile data for virtual reality models. It is not difficult to imagine how telepresence, haptics and robotics could combine in the future to meet a huge number of human wants and needs. While the costs of advanced haptic devices remain prohibitive, it is expected that these will fall in time. Simple telepresence is less expensive (Instant Messaging is itself a form of telepresence) and entry-level robotics kits can be bought for less than €50.

Introduction to the technologies

Telepresence, haptics, and robotics technologies seems set to greatly improve the quality of experience of remote users of cultural heritage materials. They offer vastly better means of interacting with real and virtual artefacts, and a number of other benefits ranging from preservation to entertainment, from access to discovery. Of the three technologies, robotics will probably be the most familiar to the majority of readers although many will have experienced haptic technologies without necessarily being aware of them. While haptics and telepresence are still in their infancy, their development has been rapid and their potential is clear to see. Falling prices and continued advances in Web technology should bring them within the reach of all sizes of institutions.

The most important benefit these technologies will bring are likely to be found in their conjunction, but the three technologies covered here are sufficiently different to merit individual treatments in the first instance before discussion progresses to consider them in various combinations. This section is therefore split into three shorter sections, each devoted to a distinct technology.

Telepresence

Background

The word telepresence was coined by Marvin Minsky in 1980 but it has taken some time for the definition to settle. William A.S. Buxton defines telepresence as “the use of technology to establish a sense of shared presence or shared view among separated members of a group”, while communications researchers Lombard and Ditton take a wider view, defining telepresence as “a mediated experience that creates for the user a strong sense of presence and entails an illusion of non-mediation.”

Telepresence covers two main objectives: the abilities to observe and to participate in a remote setting. In essence, telepresence systems are a natural progression from video conferencing. Their importance lies in the fact that they enrich communication with non-verbal aspects such as gestures, eye contact and spatial perception while, at the same time, providing many of the administrative functions that users need such as communication logging and file transfer.

An early example of telepresence is the Mirror project carried out between 1994 and 1995 at the University of Southern California (USC) in Los Angeles. This project connected robotics and archaeology in an interactive art installation. Over a seven-month period, the project system allowed online users to observe and participate in a remote setting through a tele-robotic agent. Users were asked to discover artefacts hidden in sand in a laboratory and to identify and discuss their findings. The project Web site received over 2.5 million hits during the experiment. A follow-up experiment was carried out at USC between 1996 and 1997: the TeleGarden exhibit at the Ars Electronica Center. This allowed Web visitors to view and interact through an industrial robot arm within a remote garden of real plants. Around 9000 Web visitors took part in the experiment, tending the garden from remote locations.

Where and how telepresence is currently used

The range of systems that can be considered as types of telepresence bores a wide spectrum of potential applications from simple desktop clients to multimillion Euro scientific explorations. Individual uses include:

- **Hazardous environments** – Tasks which have to be fulfilled under conditions where humans cannot survive (but which nonetheless require human intervention) can be performed by robots controlled via telepresence. Such environments include monitoring chemical experiments, military operations, rescuing earthquake victims and underwater and space exploration.

- **Telemedicine** – There is considerable research underway in this area. In conjunction with robotics and haptic technologies, telepresence systems offer the possibility
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of performing remote diagnostics and even remote surgery.\textsuperscript{552}
- Training and education – Telepresence systems enable students to participate in
the exploration of otherwise inaccessible locations such as undersea objects, ancient
archaeological sites, moonrocks and museum exhibits.
- Surveillance and security – Autonomously-operating sensors can be used to
monitor sensitive areas and sound alarms in the case of security breach.
- Commerce – In advertising and sales, telepresence is used to demonstrate objects
on sale such as real estate and holiday packages. Recent research has shown that cu-
tomers tend to react better to sales approaches via text messages than to unsolicited
telephone calls.\textsuperscript{553}
- Entertainment and tourism – Telepresence systems can be incorporated into
exhibitions and leisure complexes allowing potential visitors to gain a sense of place
prior to an actual visit or to study objects when a real-life visit would be impractical.

Haptics

Background

The word haptics refers to the science of applying the sense of touch in human-com-
puter interaction. Haptics is often used as a catchall term to cover a variety of distinct
sub-types, including proprioceptive (general sensory information about the body), vestibular
(the perception of head motion), kinesthetic (the feeling of motion in the body), cuta-
naneous (sensory information from the skin) and tactile (the sense of pressure experienced
through the skin).\textsuperscript{554}

The roots of the haptic technology can be traced back to 1818, when Professor Ernst
Weber started to explore the anatomy and physiology of human senses. Modern research
really began in the early 1990s when Greg Burdea of Rutgers University introduced a
portable force-feedback glove which provides the feeling of an applied force. The same
decade saw the launch of the first commercial haptic devices, including SensAble’s
PHANTOM haptic arm, Immersion Corporation’s Impulse Engine (a simulation device
for abdominal surgical procedures) and CyberGrip glove, and Logitech’s WingMan Force-
Feedback Mouse.\textsuperscript{555}

With the growing popularity of the computer gaming industry in the mid 1990s,
force-feedback joysticks and mice became increasingly familiar to a broad range of users.
Since then research on haptics has continued with increasing intensity, with the aim of
developing systems and devices that can reflect the details of the human sensory system
in a much more realistic and instinctive fashion.

Principles of haptic technologies

Haptics is very much a device-driven technology and cannot be experienced without

\textsuperscript{552} See BBC News, August 20th 2004; “Vemal wins gives hand for images and examples of haptic
applications in telemedicine”. http://news.bbc.co.uk/1/hi/technology/3576644.stm

\textsuperscript{553} http://www.intanmetrics.com/benefits

\textsuperscript{554} BILWSTEIN, S. “The Impact of Haptic “Touching” Technologies on Cultural Applications”,
http://www.dv.gla.ac.uk/~sphilip/papers/ESX201.pdf

\textsuperscript{555} http://www.logitech.com/index.cfm/about/pr/releases/US/EN/contentid=1165/year=1999
specialised hardware. Haptic devices are mechanical interfaces that facilitate communication between a user and a computer. These devices allow users to touch and sense two- and three-dimensional objects in virtual environments and telepresence systems (see below). Haptic devices differ from standard peripherals such as mice and trackballs in that they are input-output devices, i.e., they register user manipulations as input while, at the same time, provide touch sensations or forces as output. Touch-enabled devices convey forces to the user's hand or fingers under the control of a computer. Special hardware components located inside the devices allow the transfer of tactile and motion data.

Types of haptic devices

There are two main types of haptic devices: ground-based and body-based. Ground-based devices include pointing devices, such as touch enabled computer mice and force-feedback game controllers. Examples of haptic mice include the Logitech iFeel Mouse, iFeel MouseMan, and Wingman series. The best-known haptic device is SemAble's PHANTOM, a peripheral closely related to the mouse but which allows interaction with objects in a three-dimensional environment. Similar functions are performed by Force Dimension products, including the Omega and Delta haptic devices. Game controllers include joysticks, gamepads and steering wheels used in computer games. Active game controllers include Microsoft's Safesight series, Nintendo's Rumble Pak peripheral, and the Sony Dualshock 2 controller. It is worth noting that computer games are and seem likely to remain an important test bed for touch-enabled devices and user interfaces.

Body-based devices include gloves, suits and exoskeletal devices. Typical representatives of this category are Immersion Corporation's range of glove products: the CyberGlove, which contains up to twenty-two sensors located over or near the joints of the hand and wrist, monitor the motions of the hand and fingers; the CyberTorch, with vibrotactile feedback on each finger and the palm of the glove; and the CyberFone, a hand and arm force-feedback device. All Immersion haptic products are driven by the dedicated Virtual Hand software development kit (SDK).

Immersion also produces the CyberGlove, an exoskeleton device which provides a resistive force-feedback to a user's fingers allowing manipulation of computer-generated 3D objects. Other representatives of the exoskeletal haptic product group include the Dexterous Hand and Dexterous Arm designed and manufactured by Sarcoms Incorporated in collaboration with the University of Utah's Center for Engineering Design and MIT's Artificial Intelligence Laboratory. The interface designed for the Museum of Pure Form is another example of an exoskeletal haptic arm.

Touch enabled suits are not yet widely available and tend to be created for research purposes only. MIT's Cutaneous Grooves project produced a haptic suit lined with vibrating transducers that allow the wearer to experience a full-body, vibrotactile sensation coupled with accompanying music. A commercial product, the Ams Intensive — a vest...
with actuators triggered by audio outputs creating body-pulsing vibrations – is no longer on the market but second-hand devices can still be found.565

Where and how haptics is currently used

Haptic technology, while not yet fully mature, has already proved useful in a wide spectrum of applications where the sense of touch could bring additional information to the user. These include:

- Innovative interfaces, including desktop GUI augmentation;
- Interfaces for visually-impaired users, such as the delivery of Braille texts;
- Education, including simulators for digital training and practice in expensive or dangerous scenarios such as medicine or the military;
- Physical rehabilitation and physiotherapy;
- Telerobotics and virtual environments;
- Computer Aided Design (CAD) tools;
- Entertainment (virtual reality arcades, gaming systems).

It is now possible to transmit tactile sensations over the Internet allowing users to experience and enjoy the simulation of physical contact when interacting with three-dimensional art objects and digitised sculptures. The University of Southern California has developed a prototype system for heterogeneous haptic collaboration over the Internet.566 This system is based on a distributed architecture and provides for multiple users equipped with different haptic devices (including the PHANToM, CyberGlove, and iPerf mouse) to share a common sense of touch, allowing them to exercise forces over shared virtual objects, or each other, at the same time.

Haptic technologies and the partially-sighted

The development of the Internet has facilitated access to information that was previously denied to those with visual problems or impairments. Blind or partially-sighted computer users can use Text-To-Speech (TTS) engines and/or Braille displays to provide access to on-screen text and Hypertext links. Such solutions, however, do not provide access to graphical content which is often where a sizeable amount of a Web site’s meaning is held. Visually impaired users may find haptic access more suitable than the standard graphical user interface (GUI) approach or audio-assisted browsing.567 Haptic interfaces may be more intuitive to use and capable of imparting more information about real-world objects than a purely descriptive interface could ever manage. Another advantage of haptic interfaces over speech-based interfaces is that speech technologies tend to be language-dependent whereas tactile devices can be used by a variety of users in a single, non-linguistic environment. Tactile devices are faster than speech-enabled interfaces and may be more instinctive. The tWeb/Pixel application, which links images with audio and

565 See a product review at http://www.redbd.com/access.html
566 See Haptic Collaboration Over the Internet, http://tric.soe.uc.edu/research/project/haptics/index.html
tactile sensations, is designed specifically for use by people with sight and hearing problems and the Logitech Wingman Force-Feedback Wheel is especially recommended for blind users.

A further means for improving access for blind and partially-sighted users are gesture recognition techniques. Simple gestures can have natural and instinctive meaning for the user and these can be used to trigger tasks such as grabbing a virtual object or initiating a series of actions (akin to a macro) thus providing a reliable and low-cost means of interfacing. Tactile gloves can be used as gesture input devices while software routines determine and display the meaning of the corresponding sign. In this way, visual-gestural languages (such as sign languages) can be mapped and translated to computer readable forms, enabling communication for deaf or blind users. For deaf-blind users, haptic technologies may be the only way for certain information to be conveyed.²⁶⁴

Robotics

Background

Many recent human inventions (such as flying machines, space vehicles, and submarines) were envisioned long before their eventual creation. Robotics is an example of a technology that appeared in the twentieth century but with conceptual roots extending much further back. The word robot was coined by the Czech writer Karel Capek in 1917, but the idea of robotics dates back to ancient Greece. According to historical sources, a mechanical bird put in motion by a steam jet was constructed by the philosopher and mathematician Archytas of Tarentum in the fourth century BC. George Devol and Joe Engellenger developed the first modern robots for industrial use in the late 1950s and early 1960s.

Principles of robotic technologies

The Robotic Industries Association defines the industrial robot as "a reprogrammable, multi-functional machine designed to manipulate material, parts, tools or specialised devices through variable programmed motions for the performance of a variety of tasks."²⁶⁵ Robots have three fundamental characteristics: how they sense, how they ‘think’ and how they act. In addition, robots can be classified according to their area of application and their appearance.

Where and how robotics are currently used

In his fascinating article 'The Humanoid Race,' Robert Capps outlines the recent progress made in robotic developments, with functions ranging from lifelike muscles, skin, and facial expression to sensory emulation, limb motion and balance. Japanese neuroscientist Mitsuo Kawato has called on his country’s government to create a prize fund of 50 billion Yen to encourage the development of a robot with all the attributes (physical, cognitive, and emotional) of a five year-old child.²⁶⁶

²⁶⁵ Definition from Robotics Online, sponsored by the Robotic Industries Association: http://www.robotsonline.com/public/articles/index.cfm?&p=113
²⁶⁶ http://www.wired.com/wired/archive/12.07/tau.html
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There are three basic groups of robotic applications:

- **Industrial applications.** Robots are frequently deployed in assembly lines (e.g. in electronic and automotive production), welding (in the robot vehicle industry), and packaging. They may be of special value when used in dangerous environments or for difficult manufacturing tasks such as material handling, welding and coating, electronics manufacturing and in programmable and flexible automation processes.

- **Hazardous situations.** Robots are used for fire fighting, search-and-rescue missions, in the military for mine handling, unmanned reconnaisance, hazardous waste handling and in mobile tactical warfare. Remote controlled robot cameras have been used successfully to map submarine trenches and shipwrecks.\(^5\)

- **Service robots.** According to the definition of the International Federation of Robotics, a service robot "operates semi or fully autonomously to perform services useful to the well being of humans and equipment, excluding manufacturing operations."\(^6\) This category covers robots for personal and private use such as domestic robots which perform tasks like law-mowing and vacuum cleaning. These use intelligent navigation technology to clean floor surfaces without human intervention and are equipped with safety features including switching off when picked up or stack. Entertainment robots (and toys such as Hasbro’s Furby) are expected to have the largest market share over the next few years.\(^7\)

Healthcare robots can be used for a variety of purposes in therapy, rehabilitation, assisting people with disabilities, robotic surgery and the transportation of materials in hospitals.\(^8\) In science, robots are used in biotechnology and nanotechnology, drug discovery and hazardous chemistry experimentation. Robots can also be found in areas such as search and rescue, aerial inspection, law enforcement and movie making. NBC’s "Newsnight" claims to be the first robot equipped with speech-to-speech technology allowing it to translate between two languages and even use colloquialisms.\(^9\) The technology has since been posted to PDAs and travellers arriving at Japan’s Narita airport can now hire handheld translation assistants.\(^10\)

In 2002, the most popular deployments of professional robots were underwater (20%), cleaning (18%), demolition (15%) and medicine (12%). It is projected that in the period 2003-2006 the number of service robots will grow by 30,000 with the biggest demand being for medical robots (6,000), surveillance robots (3,800) and underwater robots (3,000). The Japan Robot Association forecasts that the market for service and personal robots will equal the size of the industrial robot market in 2005 and, by 2025, will be four times larger.\(^11\)

---

5. See the MARS project for a fine example of such work: http://www.marsproject.com/
7. The first robot from Automation Inc, mini navigation technology to move hospital supplies, fixing up hospital personnel to spend more time with patients: http://www.automation.com
Geographical distribution of robots

Robots are currently most popular in Japan, the EU and the USA. It is estimated that at least 233,000 industrial robots are used in the EU, 350,000 in Japan and 104,000 in North America.\(^{10}\) The same study estimates that in 2002 the total number of industrial robots was between 770,000 and 1,050,000. These figures are based on the estimation of an average service life of between twelve and fifteen years. Forecasts for the worldwide industrial robot market estimate an additional 91,000 units being shipped in 2006 with an average yearly increase of 7.4%. The EU market is estimated to reach 32,000 robots in 2006, an increase of around 6,000 on the figures for 2002.\(^{10}\)

How the technologies work

Telepresence

A telepresence system is something like a cross between virtual reality and videoconferencing, with the attendant advantages of both. The primary difference between telepresence and VR is that users are not immersed in a virtual world but participate in another part of the real world.

Telepresence systems consist of a home location, a remote location and a communications link between them. The user location must be equipped with suitable hardware devices which provide the user with information about the remote location and allows it to act as necessary. Audio devices (stereo headphones), video devices (monitors, display screens, head-mounted displays) and haptic systems (gloves providing touch sensing) can be used to provide feedback and joysticks, position tracking controllers and haptic devices can be used to perform remote tasks.

Telepresence systems can use different communication links between both locations (dedicated telephone lines, the Internet, mobile phones). The type of communication is selected depending on the technical parameters of the link such as the physical distance between home and remote locations, bandwidth requirements, transmission delay times, and cost considerations. The remote location must also be equipped with suitable hardware devices. Many of these will be similar to the equipment used in remotely controlled robotic systems taking into account the fact that telepresence systems always include a human controlled operating mode. Typical equipment at the remote location will include zoom and tilt cameras, sensors (microphones and touch sensors), robotic vehicles (wheeled or tracked), special robotic manipulators and end effectors. Remote locations are also typically equipped with a microprocessor-based system capable of control and signal processing including video signal grabbing and video stream compression.

580 Ibid.
Interactive telepresence

Telepresence systems can be divided into two categories, each with its own advantages and disadvantages: interactive telepresence systems with advanced videoconferencing features and immersive telepresence systems where users, represented as avatars, communicate and collaborate in virtual 3D worlds.

Interactive systems provide the capacity for sharing audio and video data with a distant site or collection of sites thus offering users a more ‘realistic’ experience. Since Microsoft and Apple began incorporating audio and video support in their popular free programs MSN Messenger and iChat AV, online chat systems now provide the simplest example of interactive telepresence. In each system, the audio and video signals are generated by Webcams andsimple desk- or headset-mounted microphones. The quality and realism will be dependent on the user’s connection speed and bandwidth: a Webcam conversation held over a high-speed LAN will be much more involving than one delivered by dial-up connection between different continents. If smooth communication is a key goal, broadband is a must. Telepresence applications may offer the facility to place telephone calls via Voice over Internet Protocol (VoIP) technology. One disadvantage of this is that unlike textual conversation transcripts, audio and video communication histories cannot be logged automatically, making record keeping difficult.

Traditional videoconferencing systems have a number of limitations, notably the lack of a facility for the exchange of documents and the lack of realistic face-to-face communication. Web conferencing systems are a further development in the ongoing effort to speed up decision-making and cooperative work. Some of the basic suppliers of Web based videoconferencing services are listed in the Appendix, below. Interactive telepresence systems are designed to overcome the limitations of both video- and Web conferencing using Internet technology to provide a more realistic sense of involvement. System parameters such as audio quality, video quality, latency time, and document sharing all contribute to this. Some of the main players in the Interactive telepresence market and their products are listed in tabular form in the Appendix, below.

Immersive telepresence

Immersive telepresence systems are based on advanced 3D video technology, allowing users to meet and collaborate in a networked virtual environment. Participants can freely navigate and see themselves and others from arbitrary viewing points. Use of 3D avatars provides new options for interaction and collaboration. The user can interact with the environment, his or her own avatar and those of other remote ‘visitors.’ From a technical point of view, immersive telepresence systems are based on 3D video as an interaction medium with the user’s own appearance scanned continuously and transmitted as a 3D image to a remote location. Here it is re-rendered into the virtual space and can be experienced by others thereby allowing users to share the same virtual space and to perform common tasks.

582 Voice over Internet Protocol
583 A more comprehensive list of Web conferencing software can be found on http://www.thinkkite.com/webconfer/
Telepresence has been a key component in a number of recent research projects. The Vibe project began in 2000 aiming to create immersive telepresence in videoconferencing systems, i.e. a meeting space where the real and virtual worlds are mixed. Participants at different locations are given the impression that they are sitting next to each other and are able to work co-operatively. Hewlett Packard’s BiReality project is subtitled “Mutually-immersive Mobile Telepresence” in order to provide an attractive and economically advantageous alternative to physical travel. The system includes bi-directional video and audio communication hardware located on a mobile platform together with a limited haptic feedback. The DHX (Digital Ecological and Artistic Heritage Exchange) project began in 2002 and aims “to establish a networked virtual reality infrastructure and content development environment for museums and cyber theatres for mutual exchange of digital cultural and natural heritage”. Through the use of high-speed, transcontinental networks, the project envisions a shared, globalised and fully immersive experience for the sharing and exploring of cultural heritage content, experiences and performances.

Haptics

Introduction

There are two fundamental types of output used by standard haptic devices: tactile feedback and force-feedback. Tactile feedback refers to sensations detected by human skin such as surface textures, vibrations and heat. This kind of feedback can be applied in order to register contact with an object in a virtual environment. Force-feedback involves the use of motors and robotic manipulators to interact with human muscles thus providing the sensation of an applied force.

Haptic devices are complex hardware units that generate data when their effectors are manipulated by users and which then transmit these data to an interface controller. The information is further processed in order to define the exact position of the end effector. The co-ordinates of that position are then transferred to the computer which calculates whether a reaction force is required or not and sends the appropriate feedback data to the haptic device. Actuators (usually electrical motors) apply these forces to the user thus generating the required sensations. For example, actuators within the force-feedback joystick can apply forces to simulate the feel of encountering an obstacle or dragging a heavy object uphill.

The tactile characteristics of human sensors require higher operating frequencies than those used to refresh computer graphics. This difference in bandwidth necessitates the inclusion of dedicated controllers in haptic devices. Due to the computational complexity of the tasks to be performed, the devices are usually provided with their own processors, allowing the computer to dedicate its full processing power to the applications.

584 http://www.ritmu.co.com
586 http://www.erasmus-dl.ac.uk/
Programming and development of touch-enabled applications.

Touch-enabled applications are usually developed using dedicated software development kits (SDKs) which include algorithms and classes for driving haptic devices. Vendors of these SDKs include GHOST, VirtualHand and e-Touch. VirtualHand is a general framework for adding hand-enabled simulations or integrating hand-interaction into existing applications. The SDK is based on three main components: a device manager which acts as a driver system for CyberGlove, CyberTouch, CyberGlove, CyberForce and some third-party devices; a device configuration utility which is an interface for calibrating and configuring haptic devices; and the Virtual Hand Toolkit which is a C++ development library offering support for collision detection, hand interaction management and force-feedback.

GHOST (the General Haptic Open Software Toolkit) is a multiplatform C++ SDK featuring libraries of objects and effects which allow developers to integrate haptic sensations in various applications including engineering, education, telerobotics, military training, medical training, rehabilitation, physical therapy, entertainment or assistance of disabled people. e-Touch fulfills the same functions as VirtualHand and GHOST and supports devices such as SensAble’s PHANTOM and Force Dimension’s DEVTION series.

Applications for audio-, video- or button-generated force-feedback

Haptic feedback can also be generated from more familiar sources such as the Web. iFeedPixel is an application that provides audio-tactile sensations based on images. As the user’s cursor moves around the screen, computer-generated images will be represented by a combination of audio-tactile sensations via an Immersion TouchSensor haptic device and a PC sound card. Thus, the software allows users to experience screen-bound images using haptic and auditory feedback. Immersion’s TouchHire gaming technology uses sound data to create sensations for force-feedback gaming devices, such as joysticks, wheels or mice. TouchHire also allows force-feedback sensations to be associated with button presses from game controllers, bringing haptic technologies into home entertainment systems such as Sony’s immensely popular PlayStation 2 gaming platform.

A note on PC graphics cards

Interactive haptic simulation and real-time 3D rendering require the use of high-performance PCs incorporating powerful graphics cards which incorporate their own processors. Advances in desktop graphics are also a factor in the rapid development of cheap and readily available telepresence systems. In order to meet the demands of current applications, video cards have evolved considerably in the last decade. Where once these were simple devices for processing data and sending them to the monitor, modern cards can manipulate millions of polygons in a 3D scene in order to render realistic, immersive and interactive worlds.

598 http://www.sensable.com/products/phantom_ghost/ghost_op
599 http://www.touchhiresite.org
600 http://www.sensable.com
601 http://www.immersion.com
A table detailing the specifications of some popular graphics cards can be found in the Appendix, below:

### Robotics

**Fundamental components**

A basic robotic system will usually include the following components:

- **Body**: The design of a robot’s body will depend on its purpose and tasks. Robots may resemble humans or may take the shape of a robotic arm, a moving platform, a pet toy or anything else depending on the requirements of the device.
- **Actuators**: These are hardware devices that control the movement of robot's parts. They can be electric motors or solenoids (driven by electric power), hydraulic systems (driven by liquid under pressure) or pneumatic systems (driven by pressurised air). Scientists at the University of California in Los Angeles (UCLA) recently announced that for the first time a microbot was put in motion by the pulling of a heart muscle. The ‘musclbot’, as it is called, is expected to be applied in such diverse fields as medicine and spacecraft maintenance. 592
- **Power supply**: Depending on the actuator type, robots may have to be supplied with compressed gas, compressed oil or electrical power.
- **Control unit**: This is used to control the whole system, and may include artificial intelligence if this is necessary. Computers are generally used to control robots due to their multi-functionality and flexibility. As a result, most robots can be reprogrammed and redeployed.
- **Sensory systems**: These provide robots with environment information and allow their interacting with the surrounding world. Such systems include infrared or ultrasound sensors to determine distances, charged-couple display (CCD) cameras with image-recognition software, sound sensors (usually microphones) with speech recognition software, and olfactory sensors for environments where smell is a factor.
- **End effectors and special manipulators**: Robotic arms may be fitted with different end effectors and/or special manipulators depending on the particular application. Typical industrial end effectors include clamps, grippers, blowtorchers, drills, spray painters, tool changers, rotary joints and orbital sanders.

It is worth noting the obvious analogy between robotic components and the human body. Robotic sensors are equivalent to human senses, manipulators equate to hands or fingers, the power supply to the blood system and the control unit to the brain.

**Types of robot**

Depending on their structure and purpose, robots can be classified as fixed or mobile. Fixed robotic arms consist of separate elements interconnected by mechanical joints. These are usually used for manufacturing and production tasks and can be fitted with end effectors suitable to a particular application. Mobile robots are provided with a loco-

motion systems (wheels, tracks or legs) and most can be remotely controlled by radio, infrared signals or computer programs. Autonomous mobile robots can make decisions based on interactions with the surrounding world, PC-Bots can be considered as PC devices provided with robotic sensors and capabilities, and homemake robots are designed and made by hobbyists using robot kits, computer parts and even parts of toys.

Robots can also be classified according to their generation. The first generation (of the 1970s) consisted of reprogrammable robots, most often robotic arms which execute repetitive movements. In the 1980s, second-generation robots added sensors for collecting data about the environment, and the third generation of the 1990s was the first to feature the use of artificial intelligence and autonomy. These factors are important in cases when it is too expensive to have a human operator or where it is impractical for a human to make decisions. An example of the latter scenario would be the use of robots in space when control signals from Earth would take too long to reach the robot.

Reliability issues

Robotic failure is defined as “any kind of problem which requires a human intervention.” 506 Failures may be 

uncritical, when the operation of the robot does not stop, or critical, when the robot stops and requires attention from staff members. The mean time between failures (MTBF) is an important characteristic of robots used in public spaces such as museum exhibitions. For example, the study of sixty-four days’ use of eleven RoboX tour guides at Expo02 showed that for the 5,290 hours of operation when 283,000 visitors were guided by robots there were 2,097 failures most of which were critical (1,869). 507

This would mean that one visitor in 135 was witnessing a robot failure, assuming that the robot accompanies only one visitor per trip. If we suppose that an average of three

visitors accompanied the robot, failures would have affected one visitor in 45. It is worth noting that MTBF values increased over time, meaning failures occurred less often. As an experimental deployment, typical errors were identified and overcome. This can be viewed as a form of testing:

Telepresence, Haptics, Robotics and the Heritage Sector

Introduction

Each of the three technologies featured in this section has uses for which it is uniquely suitable, and tasks that, without them, would be impractical if not impossible. The paragraphs below outline a few such situations. There then follow four case studies on real-life deployments of haptics, telepresence, and robotics. After the case studies we present fictional scenarios where these approaches could be put to good use in the near future.

507 http://www.bluebots.com
Telepresence for observing objects of art

The simplest use of telepresence in cultural and scientific heritage institutions is to allow the remote observation and discussion of objects. This usually involves Internet technology as a communication channel. In such cases, telepresence gives the sense of being in another place, for example through a Webcam which may be used to zoom the image or to study parts of special interest. Cameras can be fixed in a single position, providing only a minimal sense of involvement in the remote environment, or mobile, giving users much more control over their telepresence experience.

Telepresence used for real avatars in tour guides

Another interesting application of telepresence is the use of an avatar at the remote location to serve as an Internet user’s virtual representative. The Telebuddy project (sub-titled “Physical Telepresence for Visiting German Research Institutes in the Internet”) uses a puppet to play the role of a physical avatar. 95 A human visitor carries the puppet during an actual visit to the exhibition and this broadcasts the visit to Internet users via a camera and a microphone.

In a more active setting, the avatar may be a robot which is controllable by the remote user via the Internet. In these cases the user can select where to go, what to see and how to see it. This was implemented in the TOURBOT project which combines robotics and telepresence for the remote viewing of museums. 96

Tactile study of 3D models of works of art or museum exhibits

The use of haptic devices in the cultural heritage sector is most commonly connected with the presentation of objects. The possibility for the virtual study of artworks or artefacts based on highly realistic presentations of the materials is attractive and may in time become a staple part of museum Web sites. The Museum of Pure Form is a virtual gallery offering digitised sculptures from European and worldwide museums. Visitors can interact through touch and sight with three-dimensional representations of the sculptures. 97 A new term, tangibility, coined from “tangible virtualities,” has been applied for virtual art exhibits made available for tactile study over the Web. 98

A current fundamental concern which prevents the more widespread adoption of haptic technologies is that high-quality devices are expensive: haptic mouse cost around €100 and the costs of specialised devices can reach tens of thousands of Euro. 99 The only way to overcome this at the moment is to install specialised devices in public places such as museums thus allowing large numbers of people to experience haptic representations.

96 See the case study below, for more on Telebuddy
97 http://www.pureform.org For more on the Museum of Pure Form see the case study below.
Robots in automated library storage and retrieval systems

Automated Storage and Retrieval Systems (ASRS) in libraries are similar to industrial Automated Warehousing systems. A predecessor of ASRS called the Randmover was installed at the library of the Erasmus University, Rotterdam in the 1960s. The principles of ASRS operation are quite simple. The objects (books, journals, videos, archival documents) are bar-coded or fixed with radio frequency identification (RFID) tags and placed in pallets or bins. These bins are located in an appropriate storage facility. (Unlike the traditional open shelves, here the space could be used up to the maximum height of the storage room.) When a book is requested (typically through the library catalogue or via the Internet), a robotic crane retrieves the bin holding the requested material and delivers it to the lending desk. The crane then returns the bin back to its place.

The issue has been raised as to whether it would be cheaper to digitise rarely used material rather than build sophisticated storage systems. Canada’s Irving K. Barber Learning Centre estimated that digitisation of 1,444,250 volumes which will be stored in ASRS would cost $281,628,750, while ASRS equipment and construction would cost $7,685,700. The retrieval time of materials is less than five minutes (and usually around 90 seconds) compared with twenty-four hours for materials stored outside the main library building. The ASRS at the Oviatt Library of California State University stores 950,000 less frequently used volumes (defined as books and periodicals not requested in the last three years).

According to Sarah Elizabeth Kirsch, an ASRS can store books on in twelfths of the space of open stack shelving and at a quarter of the cost. It has also been claimed that books printed on acid paper stored in an ASRS will last forty years longer compared to storage on open shelves. This is due to the increased ability of storing materials in conditions suitable for preservation which is difficult in rooms with staff and visitors in constant motion.

A prototype free-moving robotic library assistant has recently been developed in Spain. It features cameras, sensors and grippers allowing it to locate and collect books. Professor Ángel del Pobil of University Jaume I feels that libraries are a good place to introduce robots to public places, since “a library is a semi-structured environment”.

Robots as tour guides

The museum environment provides numerous challenges for robotics vendors. In the first instance, robots used in museums must be autonomous, robust and reliable. They also should be friendly and offer rich interaction including speech capabilities, facial expression and a straightforward user interface.

Tour guiding is a challenging application of robots in the cultural and scientific heritage sector, especially in museums and exhibitions. Robots deployed in the cultural heritage sector form a small share in the service robot application area according to the

---

601  http://www.librarylearning.ems.ubc.ca/AMISq.php
603  "Robots get books in libraries", BBC News, 21 July 2004
604  http://news.bbc.co.uk/2/hi/technology/3897583.stm
World Robotics survey with only ten guide robots installed in museums up to the end of 2002 and twenty new installations expected by 2006. The workshop HFS9 Robots in Exhibition, part of IROS 2002, the 2002 IEEE/RSJ International Conference on Intelligent Robots and Systems in Lausanne, Switzerland, claims more cultural deployments of robots. In their introduction to the workshop, organizers Kai Oliver Arras and Wolfram Burgard wrote:

The speakers of this workshop unite a seven-year operation experience with more than 90 robots that traveled several thousand kilometers in exhibitions and interacted with hundreds [of] thousands of people.\(^\text{9}^\hfill\)

Robots have been used in museum exhibitions to meet different organizational needs. In addition to the role of tour guides (which are an attracting factor for more museum visits), robots can be used for a number of other tasks such as welcoming visitors and providing initial information about the collection. They can also be focused on less popular exhibits by moving around and inviting visitors to accompany them to visit the hall. Robots can be used to automate the operation of video projectors or dioramas when needed thus avoiding unnecessary functioning when there are no visitors present.

In recent years, museums experimenting with robot tour guides have tried simultaneous deployment of multiple robots capable of communicating amongst themselves. This work is ongoing but the development of robot “communities” will be a step towards increased automation of cultural services.\(^\text{10}^\hfill\)

Robots at archaeological sites and underwater archaeology

In the previous examples, robotic systems act as labour-saving devices in activities which could be carried out by humans. They cut retrieval times in the case of the ASHS and entertain museum visitors in the case of museum tour guides. But robots truly come into their own in situations where human action may be dangerous or impossible.

Robots equipped with laser scanners and ground-penetrating radar have been used to assist in archaeological digs, helping archaeologists make decisions regarding which spots at an excavation are most promising.\(^\text{11}^\hfill\) They are also used to study inaccessible spaces of monuments such as the pyramids of Egypt. Among the earliest attempts at this was the Unpuit project carried out by Rudolf Gantenbrink between 1992 and 1993.\(^\text{12}^\hfill\) Four scientific exploration robots, with capabilities including motion, transmission of images and precise measurement functions, were applied in a study of shafts in the Great Pyramid of Cheops. In 2002, the Great Pyramid was studied with another robot, the Pyramid Rover, produced especially for this purpose by the iRobot company.\(^\text{13}^\hfill\) This robot not only traversed one of the shafts in the pyramid, but also made a three-quarter inch hole in a two inch thick blocking stone at the end of the shaft to study what lay beyond it, revealing another slab.


\(^{12}\) http://newel.t.uwaterloo.ca/arkoids/html/vul_project.html

\(^{13}\) http://www.irobot.com/industrial/press.asp
Underwater archaeology is another important area of robotic applications for the cultural heritage sector. Underwater archaeology is difficult for humans and a combination of robotic sensors for discovering objects, cameras to take pictures or video films, arms for handling samples, and the ability to dive very deeply mean that robots are much more suitable than humans for this demanding work. Before the use of robots, no major shipwreck site deeper than 200 feet had ever been investigated. Robert Ballard, famous as the discoverer of the Titanic, organised several expeditions to the Black and Mediterranean Seas where ROVs (Remotely Operated Vehicles) such as the *Hermine* were used to study shipwrecks.  

Researchers from the *Underwater Resources Center* of the National Park Service in Santa Fe, New Mexico used a miniature ROV to take pictures inside the ship and to gather scientific data which will assist in its preservation.

**Case Studies**

**The Museum of Pure Form**

Funded by the European Commission under the 5th Framework Programme's 'Digital Heritage and Cultural Content' key action area (IST 2000-29588), the Museum of Pure Form aimed to explore new paradigms of interaction with sculptural pieces of art and create a virtual gallery featuring three-dimensional digitised sculptures from European and worldwide museums with which visitors could interact with touch and sight. Project development was carried out by a consortium of partners coordinated by PERCRO at the Scuola Superiore Sant'Anna (Italy), and made up of University College London (UK), 3D Scanners Ltd, Coventry (UK), Uppsala Universitet (Sweden), Ponti-Tech, Pisa (Italy), Centro Gallego de Arte Contemporáneo (Galician Centre for Contemporary Arts), Santiago de Compostela (Spain), and the Museo dell'Opera del Duomo, Pisa (Italy). Other associate museums that have contributed to enrich the digital collection of works of art are the Conservation Centre at National Museums, Liverpool (UK), the National Museum of Fine Arts, Stockholm (Sweden), and the Petrie Museum of Egyptian Archaeology, London (UK).  

The Pure Form project began in September 2000, and was funded for 36 months. The project's total budget is €1,723,199, with EC funding of €1,599,997 and a total manpower of 225 person-months.  

Haptic perception represents the most immediate and intimate way of interacting with
sculptures and other art objects, allowing the observer to perceive the concept of space the artist has impressed on the art forms during their formation. For reasons of security and preservation, visitors to traditional museums may only observe the objects and, since touching is not permitted, this experience falls short of a full appreciation of the artistic value and intrinsic beauty of the collections. Moreover, the appreciation of visual art is often denied entirely to blind and visually impaired visitors. Through the conjunction of virtual reality (VR) and haptic technologies, the Museum of Pure Form offers an alternative by giving the haptic perception of artistic forms an approximation of the same essential role it had for the artists during their creation. Users can perceive subtle tactile stimuli which equate to the contact of their hands with the digital copy of a real object. The realisation of the virtual simulation is increased and integrated by the stereoscopic visualisation of digital models thus giving users the feeling of touching the surface being visualised as its image floats in space before them.

The Museum of Pure Form utilises two core haptic devices to reproduce the sense of touch: an anthropomorphic exoskeleton interface and an external desktop device. The exoskeleton is worn on the operator’s arm and is particularly suitable for installations in full immersive Virtual Reality environments since the bulk of the device is worn on the operator’s arm. Thus the device does not occlude the view of the virtual scene and does not disturb the perception of the 3D effect generated by the vision of two polarised images for the left and right eyes.

The exoskeleton itself is composed of two sub-systems: the Light-Exos (LE), and the Pure-Form Hand-Exoskeleton (PFHE). The LE is a wearable afferent-different robotic device which allows the user to experience direct interaction with a VR system. Its mechanism includes both sensors and actuators, allowing it to track the arm position and exert the appropriate forces on it. The LE can be mounted on a mobile support giving the user more freedom of movement. The PFHE is a portable haptic interface designed to exert forces of direction and amplitude on the tips of the index finger and thumb. Coupled together the two systems can exert forces independently on the two digits combining the greater workspace of the arm exoskeleton with the higher performance capabilities of the hand exoskeleton.

The Pure Form desktop device is operated by the fingertips of the user’s hand via thimbles that can be worn either on two fingers of the same hand or a finger of each hand. Two distinct robotic arms protrude from support columns placed in front of the visualisation screen and the visitor can easily interact with the digital model. The workspace covered by the two robotic arms is large enough to allow the user’s arms complete mobility and a workable degree of interactivity.

One of the project’s primary objectives has been to evaluate the efficacy of haptic technologies for presenting 3D content to the public, in particular digital copies of sculptures. An early user requirements analysis was conducted to determine the characteristics of the devices, e.g. the number of contact points necessary for the haptic interface. The results of other haptic projects in the cultural heritage and other fields were analysed by PERCRO and University College, London and these were taken into account during the development of the technologies. Before the project began, there were few publications on this specific application and some of the observations acquired during the Pure Form project will provide an evaluation about the capability of the adopted technology and criteria for improvement and design of new devices. The ideas generated by the project are leading to the conception of simplified tactile devices capable of overcoming some of the limitations found in contemporary technology.
The development of the haptic components drew on the expertise of a variety of disciplines. Robotics experts, including mechanical, electrical, control and software engineers, worked in close contact with architects, software developers and experts in 3D scanning and computer graphics. All of this work was planned and reviewed with experts of perception and psychophysics, psychology, history of arts, communications experts and museum curators. The consortium was composed of partners with real complementary skills. PERCRO, Pont-Tech and 3D Scanners carried out the scanning operations and post-processing of the models, while PERCRO, Pont-Tech, and University College, London dealt with design and presentation of the virtual gallery.

The digital sculptural models were derived through the laser scanning of real sculptures. A portable non-contact laser scanner, mounted on an articulated robot arm, was moved around the sculpture to acquire the geometric data. This did not necessitate touching the sculpture in any way. The scanner head observed the deformation of a laser beam projected onto the object and estimated with high precision the geometry of the sculpture. After the scanning, a cloud of points lying on the surface of the sculpture was generated from which specific algorithms were employed to extract a regular polygonal mesh with a reduced number of polygons. In fact, as the mesh extraction phase produced models composed of several million triangles, too many to be successfully handled by computer graphics applications, a reduction operation was used to obtain simplified meshes suitable for effective graphical and haptic rendering.

It should be noted that the haptic models are also designed to work with other haptic devices including commercially available devices like the PHANToM. The software library that has been developed is compatible with all devices supported by the GHOST SDK. The way in which the software architecture has been conceived allows the easy addition of support for devices other than PERCRO’s own.

The development of the complete exoskeleton system was carried out by a team of twelve engineers coordinated by three senior engineers and organised into three groups specialising in mechanical design, electronics and control. The support of two technicians was needed for the integration and the electronic cabling of all the parts. The actual construction of almost all the parts and components of the haptic interface system was performed by highly specialised machinists. The total cost of the development, including personnel costs, was approximately €400,000.

The Museum of Pure Form has had a number of deployments in cultural heritage institutions across Europe. In September 2003 a new multimedia room was opened within the Museo dell’Opera del Duomo, Pisa, and the Museum of Pure Form was first presented to the public. Visitors entering the room were immersed in a quiet atmosphere with suffused lights and soft music. A stereoscopic 3D projection of a virtual environment was projected on one wall and visitors were free to interact with the contents of the environment through the attached haptic interface system. An audio narration provided the visitor with historical information and details about the works on display.

The Museum is intended to work with a variety of display technologies and its first deployment within a CAVE-like environment was held at University College, London in November 2003. Visitors were able to navigate their way through the simulated museum, select a specific sculpture and interact with it. The interaction with the selected sculptures was obtained through the CAVE interface and the force-feedback arm exoskeleton. This provided an extremely high level of realism, giving users the feeling of touching the surface being visualised and placed in the space under their own hands.

In early 2004, a three-day event was held during the opening of the Pure Form
Exhibition at the Centro Gallego de Arte Contemporánea, Santiago de Compostela, Spain. The event featured seminars from invited speakers on the theme of 'Novel technological interfaces for the perception and enjoyment of works of art: background, current situation and perspectives.' Participants included the artists Marcel Li Antúnez, Ken Rinaldo, and Stelarc, and Media Centre d'Art i Diseño (MECAD) director Claudia Giannetti, discussions covered different trends in the use of interfaces such as electro-mechanical prosthetics, exoskeletons and sensor systems, from both a theoretical and a practical point of view: The Pure Form system was exhibited throughout February with encouraging results in terms of public enthusiasm and user satisfaction. With an opening schedule of three days per week, more than 400 users explored the potential of haptic interfaces for engagement with artworks.

While computer graphics and visualisation technologies have reached a fairly mature state of development, haptic technology is still considered to be in its infancy. The Pure Form project has provided important indications for the improvement of haptic interfaces in performing shape recognition of digital 3D forms. Haptics offer new ways for presenting sculptures to the public, inviting people to spend more time around a work of art, observing and appreciating aspects such as shape, texture and other details which may otherwise be missed. A simultaneous audio narration with synchronised images can provide an explanation of the relevant features of each work, explaining the author's choices and situating the work in its historical period or movement.

Formal evaluation of the project took place at University College, London in November 2003, where several experiments on the sense of presence were conducted using the Haptic Interface system in a CAVE environment. This has continued at CGAC and at the Swedish Nationalmuseum during the first three months of 2004. In collaboration with the Interactive Institute and the Nationalmuseum, a further evaluation was conducted in the context of the 'Fake and Genuine' exhibition which concerned the verification of originals against copies, replicas, forgeries, pastiches, paraphrases and plagiarisms. The Pure Form systems were used to evaluate the potential of haptics as a means for creating virtual copies of sculptures and in answering the question: "Is it possible to have a virtual copy of a real sculpture?" Visitors were asked to compare their experiences of several copies of a sculpture by Johan Tobias Sergel made of different materials, including plaster, terracotta, and even chocolate, together with the haptic model produced by the Pure Form project.

Results from the preliminary evaluation carried out in Spain and Sweden indicate positive public reaction to the systems. In Santiago de Compostela, more than 90% of visitors described the Museum of Pure Form either as amusing or instructive, confirming the value of the installation as a means of enlightenment. In addition, 95% of visitors expressed a wish to see similar installations in other museums. An obvious drawback is the lack of widespread public access to haptic devices needed to experience the models. To overcome this, the project coordinator intends to transform it into an itinerant exhibition travelling around European museums. The Centro per l’Arte Contemporanea Luigi Pecci in Prato was due to host a temporary exhibition of the Museum of Pure Form in September 2004.

\[\text{Telepresence, Haptics, Robotics}\]
The Pure Form team believes that haptics can involve people more directly in museum multimedia installations. Haptics demand interaction and can help visitors focus attention on specific aspects of presented works. Knowledge learnt by interaction, involvement and participation differs from that which is acquired passively and the active acquisition of knowledge can substantially improve the quality of information that is learnt.

**Avatar Body Collision**

In their own words, Avatar Body Collision (ABC) is a “collaborative, globally distributed performance troupe,” with members currently based in England, Finland, New Zealand and Serbia. Each member has her own interests and tasks. Helen Vallely Janisson has a background in theatre as a writer, director and producer, and has worked in digital media and the Internet since 1996; Karla Pucek’s work spans two decades in New York City as performer, writer and director in multimedia ensembles; Leena Saarinen is a new media arts and information technology graduate, embarking on a doctorate in computer mediated communication; and Vicki Smith is a visual artist working in design for both print and the Web. The group’s collaborative projects include *Lagging with the Lolitas*, an investigation into “distributed practices of goddess worship in extreme Internet cultures,” *i w i m*, “an exercise in remote intimacy,” the theatrical anti-war protest *Dress the Nation*, and “comic book techno-nuit” *Sens Save Her*.

The ABC team stage cyber performances on the Web, blurring the boundaries between live performance, multimedia and cyberspace. The means for achieving these effects include 2D graphic-sonic chat and Webcam conferencing. Upcoming projects will use mobile communications devices and protocols to “extend… performative mobility and include a street spectatorialship.” The Colliders meet, plan and rehearse in the Palace, a piece of free client-based software which allows real-time chat, avatar movements, sound effects and more. Each ‘palace’ consists of a number of rooms linked by clickable areas. Each room can be used for a different purpose and may have different properties. Some, for example, contain scripting to alter the text of user conversations thus altering the normal relationships between collaborators. Scripting can also be used to produce set dialogues, sound effects, backdrops and events, enabling a more animated movement process. These features are used in the group’s online performances.

Multiple avatars can be used to suggest animation and movement but it is difficult to type dialogue and control an avatar at the same time. Leena Saarinen is the group’s chief scripter and arranges scripts so that a trigger word can set off a series of events allowing the actors to concentrate their energies (and digits) on controlling their avatars and, perhaps simultaneously, acting to camera.

---

618 This case study is based on Palace interaction between Karla Pucek of Avatar Body Collision and Martin Dourdey of DigICULT on 24/03/04 Avatar Body Collision: http://www.avatarbodaycollision.org
619 http://www.avatarbodaycollision.org/about.html
620 Palace software is downloadable from http://www.thepalace.com/
Texts and conversations can be converted to speech automatically. Typed ‘speech’ can take different forms – straight dialogue, thought bubbles, shouting and whispering (whereby only a selected person can hear what is being said). Avatars can be named or nameless just as places can be public or private, so the level of intimacy can be controlled according to purpose.

These systems have limitations and the team has recently developed its own Web-based venue for live, real-time cyberperformances. Designed and built by the ABC team in conjunction with New Zealand software designer and artist Douglas Bagdoll, UpStage allows artists to bring together different digital media types such as Webcams, graphical avatars, text chat and audio, enabling a live performance which can be viewed and joined by online audiences.121

UpStage is open-source software and is free to download. Its development was funded through the Smart Pilots Collaboration Fund, a joint initiative of Creative New Zealand and the NZ Ministry of Science, Research and Technology with the support of MediaLab South Pacific. The software uses Twisted and Python on the server side and Macromedia Shockwave and Flash for the client. Communications between clients and server are managed by plain TCP sockets. Written in Python, Twisted is a framework suited to creating event driven network applications such as UpStage. The server-side also makes use of Gstreamer for video, Ming for Shockwave/Flash processing, and the Festival speech synthesis system for text-to-speech.122

UpStage was launched in January 2004, and since then the Avatar Body Collision team has held a series of walk-throughs to give viewers an idea of how UpStage works from the perspective of the actor. In order to view an online performance, users simply to point their browser to the UpStage Web site at the appointed time and can then watch and participate to various degrees determined by their user privileges.123

---

121 http://www.upstage.org.nz/
http://www.macromedia.com/software/
125 For another account of telepresence in performance see Maria Beffa de Melekin, ‘Performance Art in Telepresence: Information and Communication in the World Net of Computers’
Telepresence, Haptics, Robotics

**Nasjonalbiblioteket, Transitio project**

The Nasjonalbiblioteket is Norway’s National Library with premises in the capital, Oslo, and Mo i Rana in the north of the country just below the Arctic Circle. A repository library was established in Rana in 1990 to house a document redistribution service of old and infrequently-accessed material from a centralised storage system in order to contribute to a more efficient use of resources in the Norwegian library system. Demand for publications at the repository library has exceeded all expectations. Each year it lends some 60,000 publications and has assumed a central role in collecting and cataloguing surplus library books, making them available through inter-library loans. The repository library holds collections of Norwegian publications deposited through the Statutory Deposit Act as well as a number of publications transferred from other libraries. The collection boasts some 800,000 books and periodicals all of which are catalogued in the Norwegian bibliographic cataloguing system BIBSYS.

The Transitio project started in January 2002, and ran for 18 months as part of the larger DEPOT II project. The motivation for an automated library system began in 1995 when the repository library was issued with a new stack incorporating compact mobile shelving. Due to the unexpected popularity of the repository library, by the time the mobile shelving was ready to use, its capacity was already too small and the library was forced to store a huge amount of material in various places until the storage problem was solved on a permanent basis. The introduction of an ASRS was first suggested in 1996.

As Transitio project manager Kari Mathiesen explains: “Rana is an industrial society and many of the library’s employees (including some Heads of Department) are former industrial workers. The merging of industrial and librarian cultures provided an environment for the development of ASRS instead of traditional storage systems. Four years later the planning and preparation was able to begin.” Transitio links two distinct systems: a library management system (LMS) supplied by BIBSYS and a Warehousing Management System (WAMS) which controls the ASRS.

---

626 This case study is based on an email interview with Kari Mathiesen, project manager of the Transitio project, carried out on 06/04/04. http://www.mathkie.com/

627 The Repository Library also administers the Norwegian newspaper collection, a nearly complete series of newspapers dating back to 1783, consisting of original and microfilm copies. http://www.depotofteknisk.no/

628 As well the National Library, BIBSYS’s services are used by all Norwegian University Libraries, all college libraries, and a number of research libraries in the country. http://www.bibsys.no/
and is supplied by Swisslog. These two systems communicate with each other and send reports of information back and forth so the other system knows what to do, for instance, when orders arrive or new books need to be loaded into the ASRS. The steering system which handles the ASRS controls the transport and storage of units, consisting of steel boxes with materials in hanging folders and a maximum weight of 36kg.

Robots running on rails between the stacks retrieve the individual storage boxes. The system also handles instructions which are being sent electronically to the HMMS, ensuring the automatic and secure running of the ASRS. The HMMS communicates with the ConveyBox and the Conveyer, the two main systems that run the robots and the rail system.

There are other minor systems which fulfill specific functions. A programme called Puls creates transport missions and is the brain behind the movement of the containers.

A database process called Find_Loc is responsible for choosing which crane entrance the boxes should go to and for locating the exact position in the rack. The LMS sends orders based on barcodes on the units. These orders arrive at three different pick-up stations and operators are told from which folder to collect a certain book, periodical or microfilm. The PCs communicate using a standard Windows server/client architecture and Oracle program ware.

The HMMS directs and administers all functions connected to the ASRS. This includes the receipt of boxes from Inback and Pick-up stations which are operated manually by staff. The staff also use hand scanners to recognise the boxes by means of barcodes. The HMMS communicates with a Swisslog product called ConveBox which is responsible for transport of the steel boxes in the ASRS. On the instructions of the HMMS, ConveBox executes the transport of boxes out and in and reports back to the HMMS when the mission is completed. The pick-up of units from boxes during the fulfilling of orders is optimised by the HMMS but can be handled manually. The system can perform various operations at the same time, for instance, handling the orders in and out of the ASRS.

When a book is picked up from a folder, a similar book is selected to be returned into the ASRS thus keeping the box weight roughly the same. The HMMS also maintains the database, visualises the transport system and communicates with the steering programme PLC responsible for controlling the rail system.

The logistics of introducing the system were complicated with a wide range of tasks needing to be completed. The publications were housed in three different buildings and, during the process, over one million publications had to be moved several times. These publications were labelled and placed in folders in the ASRS storage boxes. These boxes were in turn placed on the fourteen-meter high stacks in the ASRS building. The work was done by the repository librarians assisted by five workers hired in for the duration of the project. Thus, a total of thirty staff members were involved in the deployment, including the project manager and Head of Department. Prior to the system's development, a group of Nasjonalbiblioteket staff members visited similar ASRSs in university libraries in Europe and in the USA: Biblioteka Slaska, Katowice, Poland; Bibliothèque de Bordeaux, France; and the Jean and Charles Schulz Information Centre at Sonoma State University, USA.

629 http://www.swisslog.com/
http://library.sonoma.edu/about/us.html
The budget for the Transitio project was 10,383,762 NOK (€1,238,087). This included both human and technical resources. The local staff were already capable of handling standard librarian tasks such as registering new material and scanning documents into the IAMS. For more technical and complicated problems, three members of staff received special training in order to handle the ASRS as ‘superners.’ As project manager, Mathisen was responsible for the communication and problem solving between the two system contractors, BIBSYS and Swislog, and Statsbygg, the Norwegian Directorate of Public Construction Property.\textsuperscript{651, 652}

Statsbygg was very strict about the development of the ASRS, ensuring that it met demands concerning the required system functionality.

The project was organized hierarchically with a number of working groups at the bottom:

Each group reported to the project manager on a fortnightly basis and at the end of each month she made a report based on the results achieved and on statistics collected from the BIBSYS and IAMS databases.

The ASRS has had a number of benefits for the Library. It offers a tremendous chance to develop and control the collection in an easier, better way than before when many routines were handled manually. Because the system has been in place for just a short time, the full range of benefits are not yet known but Mathisen’s advice to anyone considering the introduction of such a system is to make routines and operations as easy and plain as possible.

Transitio has reached the goals which were set out in the project description. However, some problems were experienced during the testing period with the communication between the two systems involved. There were also some mechanical, technical and data problems within the ASRS, which Swislog and rail system contractor Univeyor worked together to solve.\textsuperscript{653} The focus is now on running the IAMS and IAMS databases.

In earlier days, when manual routines were used for handling the collection and orders, there was no need for that type of work. The ASRS has been found to be much cheaper than traditional storage methods both in terms of the initial investment and for its ongoing running costs. Library staff have held discussions regarding future service plans and support from Swislog but no decisions have yet been made. It may be advantageous to make the system dynamic so that it is able to change according to the demands from the sur-

\textsuperscript{651} http://www.statsbygg.no/
\textsuperscript{652} http://www.univeyor.dk/
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roundings and environment. The systems must also be flexible in response to user needs. For instance, if the repository library is to take on further responsibilities concerning storage of other collections or developing other types of services, increased flexibility will be essential.

Telebuddy

There are always many more events taking place worldwide than we can possibly attend. Internet streaming allows Web users to see and hear concerts on the other side of the world but the participatory element is lost along the phone lines. This problem extends to cultural institutions. Few of us can afford to travel the globe, visiting and experiencing guided tours of the famous galleries and museums. The Telebuddy project aims to provide remote visitors with a sense of interaction in distant locations via telepresence allowing them a form of physical interaction. Users operate a Telebuddy puppet via the Internet to see, hear and speak through their physical representative carried on the back of a real-life visitor in the remote location.

The project team was interdisciplinary and highly cooperative. Three staff members dealt with the interactive component design, i.e. the puppet itself and the Internet platform. Two more staff members dealt with the incorporation of robotic elements within the puppet and a team of four created the technical elements, i.e. the software architecture, hardware concept and dialogue manager.

On the client side, Telebuddy utilises HTML Pages and a Java applet with input received via the keyboard and output delivered via a live video stream and speakers/headphones. The main server runs Apache/Tomcat with Darwin or Real as the streaming server, together with a video archive containing recorded videos of past events. The physical Telebuddy avatar resembles a puppet and has audio output with mechanics for gestures (indicating that the puppet is about to speak), sensors to specify the buddy’s current position in the exhibition, a camera and a microphone. On the local PC, text-to-speech software is used to allow the buddy to ‘speak’ on the remote user’s behalf along with mimic control software which allows the puppet to signal to its carrier. Cisco and Real are used for video and audio streaming. The buddy has built-in modem coding capabilities allowing output transferred direct to the Web. Its integral display allows the carrier to read instructions from the Web user. iMIR infrared beacons provide the system with spatial information regarding objects or exhibits.

As with any communications technology, telepresence is potentially subject to abuse. The designers initially considered giving Telebuddy’s real-life carrier the duties of moderator screening the questions and comments coming from the Internet, vetting inappropriate mate-

633 This case study is based on an e-mail interview with Anja Hoffmann of the Zentrum für Grafische Datenverarbeitung (ZUGV e.V.), conducted over a period of months in early to mid 2004. http://www.zebund.de/
rial before it had a chance to be spoken. It was felt, however, that this might compromise the user's feeling of presence. The team therefore implemented a functionality called collective awareness through which users submit questions via the Web site and the user community votes them good or bad. Only those questions approved by the community are forwarded to the puppet.  

The Telebuddy was unveiled at the EXPO 2000 world's fair in Hanover, Germany, and was first presented at the "Science and Technology: Thinking the Future" session between July 11th and 13th, 2000. Another Telebuddy was simultaneously located at the Institut für Werkzeugmaschinen und Betriebswissenschaften (Institute for Machine Tools and Industrial Management) in Garching, Germany, allowing Internet users to visit exhibitions and laboratories there via live broadcasts.  

Telebuddy’s primary innovation is its simple mobility. Cheaper and easier to build and maintain than a robot, the puppet represents a straightforward and ingenious solution to an age-old problem: the need to be in two places at the same time. The project has been considered a great success, attracting significant media attention. User reactions tended to be positive with most finding the project curious, unusual and entertaining. There is potential for Telebuddy to be deployed as a tourist guide system. For instance, the puppet could join a group at an archaeological site in the remote west of Ireland with Internet users from all over the world logging on and interacting via telepresence.

The project was funded by Germany’s Bundesministerium für Bildung und Forschung (Federal Ministry for Education and Research). It was a cooperation between ZGDV e.V. (the Computer Graphics Centre) in Darmstadt, and the Fraunhofer Institute for Computer Graphics in Rostock, both Germany. The project ran between November 1999 and June 2001.

Scenarios

A robot for mapping indoor locations - providing online floor plans and learning tools

A city museum has as part of its collections a large number of items related to Victorian archaeological digs. Displays feature discovered objects (such as ceramic bowls) alongside examples of the equipment and methods used by archaeologists from Victorian times to the present day including excavation diaries, the scientific equipment used during the excavation (e.g. measuring tools and early cameras) and personal possessions.

While the museum plans developments to its interior layout, it becomes clear that

655. Needless to say, the functionality for spontaneous comments is still in place, and can be switched off and on as necessary.
656. http://www.robroom.de/
657. http://www.misc.de/
accurate floor plans are required both for administrative reasons (such as providing emergency exit) and for arranging future exhibitions. One of the archaeology specialists points out that contemporary archaeologists sometimes use robots to create accurate plans of the interiors of structures such as tombs. Other staff members are initially sceptical of the financial feasibility of using a robot for this task but the specialist proposes a valuable way to incorporate the robot into the museum’s permanent collection. Based on the understanding that visitors are interested in archaeological methods as well as its results, he suggests a new exhibition, titled “Archaeology: Then & Now.” The exhibition will present the equipment and techniques used by archaeologists over the last century showing the scientific and technological progress in the field as well as artefacts recovered from digs. The robot will be used to demonstrate modern techniques in mapping an underground site, repetitively measuring out an area (constructed with a cut-away wall to allow visitors to see) and sending the data to a display workstation.

The museum contacts a local university for help in buying and adapting a small robot. Then, in conjunction with research staff from departments of archaeology, computing science and electrical engineering, the robot is used to produce accurate floor plans for each of the museum’s three levels.

The floor plans are used to assist in designing the new layout and the museum archives them in both digital and paper form with a view to using them when future changes are being planned. The staff also come up with a way to use the plans to benefit the visitors more directly: Images showing the museum’s new exhibition layout are produced, uploaded to networked kiosks within the museum and linked to photographs of artefacts and background material. The museum has existing QuickTime object movies of some of its displays which can be linked to appropriate sections of a map. Low-resolution versions are made available on the Web site enhancing the museum’s virtual presence and attractiveness to online visitors.

The specialist’s proposal for including the robot in a permanent exhibition is implemented with a few minor modifications. A timeline is created focusing on five excavations from the past hundred years. It treats equipment as important artefacts and gives information on the methods used to inform understanding of the unearthed objects. For the most modern excavation, a ‘false tomb’ is constructed and the robot is set to work creating accurate measurements. Further functionality is implemented in the shape of a virtual ‘kid’ where younger visitors are encouraged to “rearrange” the exhibits on the virtual floor plan via a simple, drag-and-drop interface. Users can then submit their alternative arrangements to the museum staff who use these sometimes far-out ideas to inform the institution’s child-friendliness. The drag-and-drop interface has a dual function. While it is fun for the visitor, it is also powerful enough to act as a kind of market research tool for curators when organising exhibitions and new permanent displays.

The staff are extremely pleased with the new exhibition, acknowledging the fact that the importance of archaeological methods had previously been under-exploited in the displays. It also proves to be extremely popular with visitors, inciting many questions and much positive feedback. There are a few teething problems while staff members familiarise themselves with the robotic technology but after six months the number of critical failures is very low with the robot only requiring human intervention to charge its batteries at the end of the day.
Haptic manipulation of fragile fossils

A natural heritage centre with expansive visiting space specialises in prehistory. It receives much of its business from school trips and parent/child groups with a strong interest in dinosaurs. The centre is also home to a small research facility for the study of fossils and holds an impressive collection of fossils from many prehistoric periods. A considerable number of common fossils are available to touch and manipulate but larger and more finely detailed fossils are rare and fragile and are, therefore, unsuitable for handling in an uncontrolled environment.

The centre manager has seen haptic devices in use at his local science museum and, having had first hand experience of the way in which young children exploit their sense of touch in investigative learning, he starts to look into the possibilities for using this technology in his own organisation. He examines the uses of haptics across a range of disciplines from veterinary medicine to space exploration and an idea begins to take shape.

After putting together a detailed proposal, the centre is awarded a grant from a public funding body to implement the haptic fossil display. The first step is to map the most impressive fossils into haptic data. The centre manager outsources this task to a company specialising in object modelling for haptic reconstruction. The company has experience in converting very valuable and fragile objects and is able to assure the centre’s staff that the process would not damage the fossils. It recommends a commercial haptic device, PHANTOM, which will allow users to experience the size, weight, hardness and texture of the rarer fossils first-hand. After the objects are modelled, the staff test the haptic interface and are satisfied with the results. Now, staff also wants to use the technology to create further functionality which could not hitherto be achieved.

Borrowing the idea of casting fossils to produce models, the centre manager asks the company to produce a ‘negative’ of the haptic data, i.e. a haptic model of the creature or object which made the impression. As the data have already been captured, it is easy and inexpensive to produce the negatives using a simple algorithm, creating digital models from fossils too fragile to cast in more traditional ways. Many of the objects are fossils of small creatures so, after consulting an expert on prehistoric fauna, the centre manager asks the company to include a very simple movement into the haptic models, for example, the flapping of a dragonfly’s wings.

At the same time, the centre employs a programmer to design and implement a simple interface for accessing the haptic models. After discussion with the staff and observation of visitors, the programmer produces a simple interface with which users can select a model from a touch-screen monitor and use the PHANTOM device to ‘feel’ it. The system can be operated by one person but designed for group use with one user choosing the model and another operating the haptic device. The programmer also includes a simple ‘guessing game’ where the computer selects a model at random and the users identify it.

Initial testing and evaluation of the system shows that users react intuitively to the interface and really enjoy ‘feeling’ the haptic models. The moving models are particularly effective, as confirmed by shrieks of horror and delight from children and adults as they feel the creatures squirming under their fingers. However, the expensive equipment is not robust enough for unsupervised use so the centre manager commissions a special housing which still allows a full range of movement whilst protecting the delicate machinery.
To promote the visitors’ centre and the research facility, the haptic representations are later made available for delivery via the Web. While the haptic models can only be experienced by users with the appropriate hardware, the manager finds (from submitted feedback forms) that real-life visits to the centre as well as virtual visits to the Web site increase as a result of the innovative new addition. The haptic models are found to be especially popular with blind and partially sighted users. Schools from all over the world log on to allow their students to access and experience these artefacts in a convenient and natural way.

**Telepresence and a virtual musical performance**

As part of a cultural exchange scheme, groups of musicians from Europe, Africa and Asia are seeking new ways of collaborating and cross-fertilising ideas and musical modes. The project involves individual musicians from the participating countries as well as major recording studios based usually in larger cities. The project lasts over a year and the expense involved in frequent travelling between their respective continents is more than the arts council grant can sustain, causing the project to begin to falter in its early stages.

The project leader begins to seek ways of maintaining live contact between participants in order to maximise collaboration time in the build up to face-to-face recording sessions. She looks into the use of virtual private networks (VPNs), content distribution networks used in the broadcasting industry and personal networks for small numbers of users. With the technical expertise of recording studios, the project leader establishes broadband High-cam linkups between participating studios, requiring musicians to travel only within their own countries in order to collaborate with their distant counterparts. The network is private to its participants and the studios and service providers ensure that data transfer between sites is secure. Some of the project budget is used to invest in state-of-the-art hardware which results in an almost negligible network time lag. The musicians agree to collaborate over the period of the project with regular ‘rehearsals’ over the VPN culminating in a week of intensive playing. Of course, there is no substitute for the sounds which can be created by musicians playing together in the same room and traditional recording sessions are later arranged which draw heavily upon (and expand) the rapport built up during the rehearsals on the telepresence linkups. In fact, the speed and ease of the recording session exceeds all expectations and participants are delighted with the resulting music.

The recordings are released commercially and are financially successful, providing royalties for the musicians. As a postscript to the collaboration, a real-time performance is put on using telepresence with musicians from three continents playing in real-time harmony across cyberspace. This event is well publicised and generates a great deal of interest both in the music and in the means by which it was composed and arranged.

After the project’s evaluation, the initial funding body decides to support more projects using telepresence to achieve similar collaborations. The project’s leader and one of the continental co-ordinators create a scheme improving access to musical instruments for children and deprived communities. Some of the musicians from the original team reasonable to participate in this project, whilst others combine their musical abilities and new technological expertise in projects of their own.
Education and design: sculpting with a haptic interface

A school offers a design course which results in a practical qualification. The course introduces the teenage students to theoretical principles of design but its main focus is on practical skills like technical drawing and the use of new technologies. The school’s computer lab has some of its workstations equipped with computer-based design packages of various kinds (simple computer aided design (CAD), computer aided modelling (CAM) and VR applications).

However, a repeated stumbling block for students is the difficulty involved in learning to use the software packages. Feedback indicates that students get frustrated at the lack of direct interaction when using input and output devices and with the steep learning curves required to master the processes. The course director believes that the difficulty of translating their conceptual designs into digital form is impeding the students’ creativity.

Part of the course content focuses on new technologies to facilitate design, in particular the growing use of 3D input and output devices within the industry. The course director therefore decides to incorporate a trip a state-of-the-art digital design studio which uses haptic interfaces to design and shape its products. The CAD package in use at the studio is SensAble’s FreeForm haptic modelling system. The package works by displaying a 3D representation of a polygonal mesh and representing it haptically through a force-feedback device. This 3D mesh can be interactively manipulated using FreeForm as an input device and the visual and haptic output is updated with any changes.

Workers at the design studio introduce the technology to the students (who are already familiar with the basic principles from their classes). After a demonstration and a few hours’ practice, the students generally find the interface more natural than the standard WYSIWYG (What You See Is What You Get) environment with which they are familiar. Using a system such as this has been described as sculpting with digital clay, a metaphor which both enthuses the students and emphasises the advantages of being able to directly ‘get a feel’ for the object being created.

Prior to their visit, the students have been working on a design assignment including much preparatory research and brainstorming of possible solutions. To best use their time at the studio, they work in groups to produce 3D models of their own design. These are then saved and used to produce prototypes using modern 3D printing techniques and all the prototypes are posted to the design department within a week. The pupils continue their design assignment, moving on to testing, evaluation and refining of the design, and the prototypes become a useful part of the design process as well as a tangible reminder of the visit.

The schoolteachers are heartened by the enthusiasm shown by their pupils and decide to investigate the possibilities of the school investing in haptic design interfaces and 3D printing hardware for the art and design department. The pupils are themselves pleased with this addition to the course and the school’s reputation as a centre of excellence in design continues to grow.
Advantages and Disadvantages

Advantages

**Tactile study of artefacts (haptics)** – This application of haptics technology is a promising means of making popular rare works of arts more widely available. There are two related obstacles to this work: the high costs of 3D scanning and modelling and the high costs of precise haptic devices. Affordable full-hand haptic gloves are some distance into the future but a real sense of complete haptic interaction and immersion can only be obtained using these.

**Remote camera options (robotics, telepresence)** – Telepresence allows users to position and focus a camera remotely in accordance with their own personal requirements such as distance from the object, angle of observation or colour filtration. In some cases (e.g. ceiling paintings) close study is difficult in the real world. Telepresence is an ideal solution for this, and cameras can be mounted on wires to examine inaccessible work.

**Distant study of collections (haptics, telepresence, robotics)** – All three technologies enhance access to collections. Not only can institutions be ‘visited’ at any time of the day or night but physical distance becomes unimportant.

**On-site deployment (robotics)** – On-site robots are still unusual and may act as an extra attraction for visitors. Welcoming visitors puts robots in a hosting role and moves to make robots as interactive as possible adding a social dimension to their deployment. They can help keep children entertained, allowing parents to concentrate on the exhibits, or guide visitors to less visited areas of the collection.

**Labour saving (robotics)** – Robots can be used to switch video equipment and dioramas on and off on demand. This frees human staff to concentrate on other tasks. It would also prevent damage to equipment by untrained users and reduce wear and tear from constant use.

**Time savings (robotics)** – The use of an ASRS dramatically cuts the time it takes to deliver an item from stack storage to the reader particularly when, prior to ASRS deployment, the item would have been stored at an off-site location.

**Cost savings (robotics)** – In cases where a library or archive is forced to consider the option of building new repositories for their collections, ASRS should lead to reduced costs (see “Introducing the Technology”, below).

**Preservation issues (robotics)** – Optimal preservation conditions (in terms of temperature, humidity, and light) are easier to meet in an ASRS than in traditional open-stack storage. In the California earthquake of 1994, materials in ASRS were not displaced; they were protected in their bins while books from open stacks were scattered on the floor. Metal bins may also provide a degree of protection in the event of a fire.

Disadvantages

**Potential for distraction (robotics)** – Given the novelty value of robots, there may be a danger of visitors concentrating on the robot instead of the collection, defeating the purpose of the venture.
Potential injury to users (robotics) – Robotics used in public spaces are generally autonomous and should be able to avoid colliding with and injuring visitors. However, human curiosity and unpredictability means that this cannot be one hundred per cent ensured.

Changes to visitor behaviour (robotics) – The use of ASRS places a further emphasis on ordering library/archive material via an electronic catalogue. This may cause changes in visitor behaviour as they would be less able to browse the library stacks to choose what they would like to read. Libraries generally use ASRS to store items that are rarely used although this may further lessen usage of these materials.

Delays in data transmission (telepresence) – Broadband coverage is not yet universal and poor connections or slow data transfer rates may lead to user frustration or dissatisfaction with slow and intermittent audio and video streams.

Hygiene issues (haptics) – As with any kind of hardware, haptic devices installed in museums and used by large numbers of visitors may lead to hygiene concerns.

Staff issues (robotics) – ASRS and robots used as museum guides may lead to reductions in staffing requirements in libraries and museums.

Equipment failures (robotics) – All systems fail from time to time. In order to deal with this, dedicated technicians may be required to monitor and fix system malfunctions and to keep to a maximum the time between failures.

Introducing the Technology

Cost Issues

Although the costs of robotics and haptic devices are coming down, the technologies remain expensive. Vendor companies stress the return on investment (ROI) levels that businesses should experience but they are not so easily applicable to the cultural and scientific heritage sector. In industry, the benefits of robots are measured in terms of decreased labour cost, consistently high quality standards and higher productivity. For cultural organisations, the primary factors will be better quality of service and more visitors.

Of all the technologies outlined in this section, the introduction of an ASRS may provide the most easily demonstrable and measurable ROI. Due to space constraints and growing collections, librarians may be forced to consider off-site storage, leading to extra delays in book delivery, additional costs for storage hire or the construction of new buildings. The Simon Fraser University Library in British Columbia, Canada, performed a cost analysis on three storage options for its print collections – open stacks shelving, movable aisles compact shelving and an ASRS – which returned some surprising results.  

The cost of open stacks shelving was estimated at $26,600,000 (€21,833,000) for start-up costs and $590,000 (€484,000) of annual operating costs, giving a total cost over ten years of $32,900,000 (€26,676,000). Movable aisles would involve $20,000,000 (€16,415,000) start-up costs and $320,000 (€263,000) annual costs, with a ten-year cost of $23,180,000 (€19,940,000). An ASRS had $6,068,000 (€4,980,000) start-up costs and $211,000 (€173,000) annual costs, leading to a total cost

http://www.libsfu.ca/advancement/arc.htm
of $8,170,000 (£6,705,000) over ten years. This is around a quarter of the cost of the more traditional open stacks and a third of the cost of movable aisles. However, extra costs may be incurred with the introduction of a dedicated technician.

The initial costs of robotic installations will include the price of the robots themselves together with any additional components that may be required. There will also be costs involved in organisational changes, introducing the necessary facilities, staff training and installation of the system(s). During deployment, additional costs will be incurred for maintenance and spare parts, utility and power costs and ongoing training and development.

Selecting a Specification and Development Environment

Before introducing telepresence to an institution, a number of questions must be answered satisfactorily to ensure a smooth development and deployment. Such questions will include:

- How much control over the system is necessary? Is it sufficient for the user to observe the scene (tele-observation) or participate in it (telepresence)?
- Which parts of the collection are to be presented to the users? Will there be specific areas for observation or should the whole collection be observable? (N.B. The first approach is more suitable for an art gallery, the latter for a museum. The latter case is also likely to necessitate the use of a fully mobile avatar.)
- Is it foreseen that on-site people will take part in the telepresence sessions? Would their role be as guides, visitors or some mixture of the two? Will they be asked to move according to the wishes of the remote visitor, to share their own experience or provide additional information in an expert role?

As a more complicated (and expensive) technology, haptics would be likely to cause more development headaches. Before moving into this new area, decision makers should be clear on the purpose of the venture:

- Which audiences will the haptic devices be targeted to serve? Disabled users? The general public? Experts in a particular field?
- What cognitive, educational or leisure needs should be met for the specific group of users?
- What benefits will the use of haptic devices provide which cannot be met in other ways? How will their use lead to better understandings of the collection?
- What image-capture facilities will be used to create the haptic models? Does the institution have the relevant experience or will external services be required?
- Will the haptic models be used only in-house or will they be accessible via the Internet? In the latter case, it is reasonable to assume that some users will be using lower-quality equipment. Will the models be of an appropriately high standard that low-powered equipment can do them justice?
Introducing robotics into your institution may be just as complex. Questions that will need to be asked before the development or purchase of a robotic system in a cultural institution will include:

- What is the basic impetus behind the introduction of a robot (or robots)? Attraction of visitors? Serving larger groups of people? Controlling equipment? A variety of tasks?
- Does the organisation have a clear view on any conceptual changes that bringing in a robot may imply?
- Will there be a clear policy regarding the use of robotic tour guides as opposed to human ones?
- If the robot is to be mobile, what areas of the museum would it be required to cover? What is the average number of kilometres per day or week that the robot could cover?
- Will the introduction of a robot necessitate the installation of artificial landmarks (sensors) for its orientation?
- Will the use of robots be combined with telepresence applications to allow remote control and exploration? Or will the robot be autonomous with artificial intelligence?
- What is the robots’ estimated maximum time between failure (MTBF)? Is this value acceptable taking into account the number of visitors expected to be served by the robot?
- What is the length of its estimated life span?
- What communication means will the robot utilise? Are these suitable for the museum’s audience?

Selecting a telepresence environment will be simpler than haptics or robotics: all that is needed is to compile a list of functions that the system must meet and then match these with those on offer. Many telepresence systems are available free of charge in demo format if not the full versions, so developers can experiment with a number of different setups before settling on an eventual winner. There is also no real reason why multiple telepresence systems cannot be used at the same time although care may have to be taken to ensure interoperability of information between systems and platforms.

**Technological Infrastructure Issues**

The technical implications of introducing these technologies will depend on the complexity of the proposed system. A simple telepresence setup will be well within the capabilities of most computer users whereas haptic calibration and robotic maintenance will require specialised tools and expert.

The programme for implementing these technologies will normally follow the following stages:

1. Preliminary research including a survey of other institutions with similar experience.
2. Definition of goals and requirements.
3. Choice between various alternatives. In robotics one fundamental question is
whether there is a generic robot which meets the particular requirements adequately or whether a bespoke model must be designed and built. The latter case will usually cost more but unique functionalities may be crucial for specific tasks.

4. Practical work on installations of hardware, software, and landmarks for orientation (if necessary).
5. Testing.
6. Deployment.

It goes without saying that the process does not end after deployment; iterative development will be crucial in order to ensure the system’s continued usefulness.

**Staff and Policy Issues**

To implement these technologies, both management and staff must be committed to the idea that change is positive. To facilitate the implementation process, the project manager should define the objectives of the endeavour clearly, with special attention paid to the length of time the project is expected to be in use. Robots in the cultural heritage sector are unlikely to lead to staff reduction but this might become an issue if long-term, large-scale implementation is planned.

In order to facilitate the introduction of haptics, telepresence and robotics, managers of cultural and scientific heritage institutions can take several practical steps:

- Start with simple, attractive applications. This should help maintain the initial enthusiasm of staff and visitors alike.
- Ensure that the staff responsible for the new applications includes people who are confident (and competent) with new technologies.
- Learn from the experiences of other institutions that have applied the technology.
- Clearly define the goals and criteria for success.
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Open Source Software and Standards

Some Major Open Source applications

AbiWord – A word processing program supporting a range of formats:
http://www.abi.sourceforge.com
Filezilla – A fast and reliable FTP client and server: http://filezilla.sourceforge.net
Gaim – An instant messaging client that supports a number of protocols, including MSN,
Yahoo and Jabber: http://gaim.sourceforge.net
Gamera: http://gamera.sf.net/
GCC – The GNU C Compiler, a compiler for the powerful C programming language
with front ends and libraries for C, C++, Java, Objective-C, Fortran and Ada, among
others: http://gcc.gnu.org
GIMP – The Gnu Image Manipulation tool, a fully featured graphics-editing package:
http://www.gimp.org
GNU Emacs – A popular text editor supporting a vast array of formats:
http://www.gnu.org/software/emacs/emacs.html
GNU/Linux – The Free/Open Operating System distributed in a variety of packages by
a range of vendors (see http://www.linux.org/dist/list.html for a comprehensive list
of distributors with details and links)
GRASS GIS – (Geographic Resources Analysis Support System), a Geographic
Information System, used for data management, image processing, graphics production,
spatial modelling, and visualisation of many types of data: http://grass.itc.it
Greenstone Digital Library Software: http://www.greenstone.org
Icecast – Multimedia Streaming Server, supporting multiple clients and sources:
http://www.icecast.org
Koffice – Another office suite, integrated within the popular Linux KDE graphical desk-
top environment: http://www.koffice.org
MapServer – A development environment for building spatially enabled Web applica-
tions: http://mapserver.gis.umass.edu/
Moodle – Virtual learning environment software: http://moodle.org
Mozilla – Fully Featured Web Browser with integrated email: http://www.mozilla.org
Mozilla Firefox – Lightweight standalone Web browser with extensible functionality:
http://www.mozilla.org/products/firefox
Mozilla Thunderbird – Lightweight standalone email client with extensible functionality:
http://www.mozilla.org/products/thunderbird
Mplayer, Xine – Examples of media players for Linux supporting a range of codecs,
including (partial) support for proprietary formats like Windows Media Audio and
Windows Media Video: http://www.mplayerhq.hu/homepage/design7/news.html and
http://xinehq.de/
MyColex: http://mycolex.collector.ch; http://sourceforge.net/projects/mycolex/
Key Vendors and Suppliers


The OpenCD – A range of Windows compatible Open Source Applications: http://www.thecopenhcd.org


Perl – A powerful scripting language with diverse potential applications: http://www.perl.com

PHP – A powerful, predominantly Web-based scripting language: http://www.php.net

PHPMyAdmin – A comprehensive, Web-based graphical user interface for MySQL: http://www.phpmyadmin.net

Phone and XOOPS – Two powerful Web-based content management system tools: http://www.phone.org and http://www.xoops.org


Python – Another powerful, multipurpose-scripting language: http://www.python.org

TightVNC – Virtual Network Computing Server, allowing computers to be fully accessible from remote locations via a Java Applet or TightVNC client application: http://www.tightvnc.com

WINE – “Wine is Not an Emulator”, a Windows emulation environment, allowing many Windows applications to run within GNU/Linux: http://www.winehq.org

XMMS – The X Multimedia System, a media player comparable with the Windows program Winamp: http://www.xmms.org

Zope – A server for building content management systems, intranets, portals, and custom applications: http://www.zope.org

Location-based Systems

<table>
<thead>
<tr>
<th>Company</th>
<th>Products and Services</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apic</td>
<td>Software products for managing geographic information; engine and generic applications module</td>
<td><a href="http://www.apic.it/indexeng.htm">http://www.apic.it/indexeng.htm</a></td>
</tr>
<tr>
<td>Barcley Mapsworks Inc.</td>
<td>Cadastrial mapping, map publishing, orthophotos</td>
<td><a href="http://www.barclaymaps.com/">http://www.barclaymaps.com/</a></td>
</tr>
<tr>
<td>Bentley Geospatial</td>
<td>Bentley’s mapping solutions deliver powerful, integrated imaging, document conversion, and production mapping</td>
<td><a href="http://www.bentley.com/">http://www.bentley.com/</a></td>
</tr>
<tr>
<td>Company</td>
<td>Products and Services</td>
<td>URL</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>Cellpoint</td>
<td>CellPoint positioning system is a digital cellular position-location technology; works with standard GSM phones and WAP phones</td>
<td><a href="http://www.cellpt.com">http://www.cellpt.com</a></td>
</tr>
<tr>
<td>Cquay</td>
<td>Location-Smart – adding location intelligence for the enterprise to any corporate database, legacy system, Web solution, or wireless application</td>
<td><a href="http://www.cquay.com">http://www.cquay.com</a></td>
</tr>
<tr>
<td>Ericsson Mobile Positioning System (MPS)</td>
<td>MPS is the name of Ericsson's Location Based Services (LBS) solution. MPS consists of a server-based Gateway Mobile Positioning Centre (GMPC), a server-based Serving Mobile Positioning Center (SMPC) and software extensions for the operator's mobile network.</td>
<td><a href="http://www.ericsson.se">http://www.ericsson.se</a></td>
</tr>
<tr>
<td>Geographic Data Technology Inc</td>
<td>Development of cartographic data: street, postal, census and other geographic databases</td>
<td><a href="http://www.geographic.com/">http://www.geographic.com/</a></td>
</tr>
<tr>
<td>Company</td>
<td>Products and Services</td>
<td>URL</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Guerin Design, LLC</td>
<td>GigaGuide TM is a personal tour guide that delivers photographs, text, oral histories, navigation and video on a pocket PC and uses wireless technology</td>
<td><a href="http://guerin.design/">http://guerin.design/</a></td>
</tr>
<tr>
<td>HDM (Harvard Design and Mapping)</td>
<td>HDM specializes in Geographic Information Systems (GIS) and provides state of the art location-based technology services.</td>
<td><a href="http://www.hdm.com/">http://www.hdm.com/</a></td>
</tr>
<tr>
<td>Intergraph</td>
<td>Interactive tool for accessing, analysing and managing georelated information</td>
<td><a href="http://imgs.intergraph.com/">http://imgs.intergraph.com/</a></td>
</tr>
<tr>
<td>MapInfo</td>
<td>MapInfo offers an extensive portfolio of software products for mapping, routing and geocoding</td>
<td><a href="http://www.mapinfo.com/">http://www.mapinfo.com/</a></td>
</tr>
<tr>
<td>Openwave</td>
<td>Openwave products include phone software, multimedia messaging, Email, location, device management and mobile gateways.</td>
<td><a href="http://www.openwave.com">http://www.openwave.com</a></td>
</tr>
<tr>
<td>SirF</td>
<td>GPS chipset and software products</td>
<td><a href="http://www.sirf.com/">http://www.sirf.com/</a></td>
</tr>
<tr>
<td>SnapTrack</td>
<td>SnapTrack is a leader in A-GPS and provides complete technology solutions.</td>
<td><a href="http://www.snaptrack.com">http://www.snaptrack.com</a></td>
</tr>
<tr>
<td>Star Informatics</td>
<td>Location geospatial technologies</td>
<td><a href="http://www.star.be/">http://www.star.be/</a></td>
</tr>
<tr>
<td>Starpal</td>
<td>HGIS (handheld GIS)</td>
<td><a href="http://www.starpal.com/">http://www.starpal.com/</a></td>
</tr>
<tr>
<td>Webtrak</td>
<td>SmartZone - range of applications and enabling technologies: GPS-enabled navigation applications for smartphones and wireless PDAs. GPS-navigation &quot;plug-in&quot; for fleet management and enterprise mobility applications, maps, wireless location-based services, core geospatial platform technologies.</td>
<td><a href="http://www.webtrak.com/">http://www.webtrak.com/</a></td>
</tr>
</tbody>
</table>
### Comparative Chart of Positioning Technologies

<table>
<thead>
<tr>
<th>Technology Type</th>
<th>Technology Description</th>
<th>Accuracy of Equipment at Network Edge</th>
<th>Resolution Accuracy</th>
<th>Cost</th>
<th>Technology Advantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network-based positioning technologies</td>
<td>EPOS (European Positioning System)</td>
<td>Good</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Satellite-based Positioning System (SBAS)</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Mobile Virtual Reference Stations (MTRS)</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Differential GPS (DGPS)</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Real-Time Kinematic (RTK)</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Wide Area Augmentation System (WAAS)</td>
<td>Good</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Satellite-based positioning technologies</td>
<td>Satellite-based Positioning System (SBPS)</td>
<td>Good</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Satellite-based Positioning System (SBPS)</td>
<td>High</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Satellite-based Positioning System (SBPS)</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Inertial Navigation Systems</td>
<td>Inertial Navigation System (INS)</td>
<td>Good</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Gyrocompass</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Altimeter</td>
<td>Good</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Sensor Fusion Technologies</td>
<td>Sensor Fusion Technologies</td>
<td>Good</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Sensor Fusion Technologies</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Sensor Fusion Technologies</td>
<td>Excellent</td>
<td>1 m</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

**Key Vendors and Suppliers**

- **Widflower Productions (National Geographic)**
  - Products and Services: Topo! Software – maps and tools for GIS professionals
## Visualisation of Data

<table>
<thead>
<tr>
<th>Company</th>
<th>Products and Services</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tom Sawyer Software</td>
<td>Tom Sawyer Analysis, Tom Sawyer Visualization and Tom Sawyer Layout provide graph analysis and visualisation technologies</td>
<td><a href="http://www.tomsawyer.com">http://www.tomsawyer.com</a></td>
</tr>
<tr>
<td>Dundas Data Visualization</td>
<td>Advanced Charting, Diagramming and Data Visualisation solutions</td>
<td><a href="http://www.datavisualization.com/home/index.aspx">http://www.datavisualization.com/home/index.aspx</a></td>
</tr>
<tr>
<td>SPSS</td>
<td>Provides statistical analysis and data mining products for customer analytics, Web footprint analysis, financial risk, organisational intelligence, and survey research</td>
<td><a href="http://www.spss.com/">http://www.spss.com/</a></td>
</tr>
<tr>
<td>Insight Software, Inc.</td>
<td>Supplier of knowledge extraction and visual navigation components for information-intensive applications</td>
<td><a href="http://www.insight.com/">http://www.insight.com/</a></td>
</tr>
<tr>
<td>Sagent Technology</td>
<td>Offers a business intelligence (BI) software platform that enables business users to access multiple sources of data for analysis</td>
<td><a href="http://www.sagent.com/">http://www.sagent.com/</a></td>
</tr>
<tr>
<td>AISoftware</td>
<td>Develops products for finance, medical imaging, and Internet/Intranet knowledge processing and data intelligence queries</td>
<td><a href="http://www.as.it/AISoftware/index.asp">http://www.as.it/AISoftware/index.asp</a></td>
</tr>
<tr>
<td>Manning and Napier Information Services</td>
<td>Provides clients with online information services for the data mining and analysis of business, financial, industry, technical, newswire, and patent information</td>
<td><a href="http://www.mnni.net/">http://www.mnni.net/</a></td>
</tr>
<tr>
<td>T-Impact, Inc.</td>
<td>Provides technology and services for identifying, evaluating, and optimising the economic performance of e-businesses</td>
<td><a href="http://www.t-impact.com/">http://www.t-impact.com/</a></td>
</tr>
<tr>
<td>Company</td>
<td>Products and Services</td>
<td>URL</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Gnosis, Inc.</td>
<td>Provides <strong>Grokker</strong> software, which takes search results or metadata and builds knowledge maps containing visual cues and relationships between the data.</td>
<td><a href="http://www.gnosis.com/service/grok/">http://www.gnosis.com/service/grok/</a></td>
</tr>
<tr>
<td>Datawatch</td>
<td><strong>Monarch</strong> data mining software used for report management, mining and data transformation.</td>
<td><a href="http://www.datawatch.com/">http://www.datawatch.com/</a></td>
</tr>
<tr>
<td>VRCD3</td>
<td>Provides turnkey visualisation solutions: projected display system, interactive 3D (3D) visualisation software. Offers a special <strong>Museum Edition</strong> designed with capabilities unique to the virtual exhibit needs of museums and science centres.</td>
<td><a href="http://www.vrcd3.com/">http://www.vrcd3.com/</a></td>
</tr>
<tr>
<td>Pixotox, LLC</td>
<td><strong>Slicer Dicer</strong> software is designed for scientists, medical professionals, engineers, and other technologists involved with complex data defined in three or more dimensions.</td>
<td><a href="http://www.slicedicer.com/">http://www.slicedicer.com/</a></td>
</tr>
<tr>
<td>SGI</td>
<td>SGI provides solutions in the field of immersive visualisation: high-resolution imagery, real-time interactivity, and immersive visualisation systems. Offers opportunities for museums and science centres to provide their visitors with a unique and educational adventure.</td>
<td><a href="http://www.sgi.com/visualization/">http://www.sgi.com/visualization/</a></td>
</tr>
<tr>
<td>LLST</td>
<td>DataWalk (kiosks) made of Priva-lite that can be switched by electrical current from ordinary-looking clear glass to a whithal translucent glass. Images and information are projected onto the glass panels. Visitors can also trigger more detailed information on the interactive panels and enlarge the images.</td>
<td><a href="http://www.llst.al">http://www.llst.al</a></td>
</tr>
</tbody>
</table>
## Key Vendors and Suppliers

<table>
<thead>
<tr>
<th>Company</th>
<th>Activities and Products</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corda</td>
<td><strong>OptiMap 6</strong> - Creates dynamic interactive maps quickly and easily to display any type of geographical data. <strong>PopChart 6</strong> - Produces sophisticated interactive charts and graphs with no ActiveX controls or Applets.</td>
<td><a href="http://www.corda.com/">http://www.corda.com/</a></td>
</tr>
<tr>
<td>BLISS Limited</td>
<td><strong>Simpleplot</strong> - family of software tools for data visualization.</td>
<td><a href="http://www.bliss.co.uk/">http://www.bliss.co.uk/</a></td>
</tr>
<tr>
<td>OCF</td>
<td>Reseller of high performance visualisation (HPV) solutions.</td>
<td><a href="http://www.ocf.co.uk/">http://www.ocf.co.uk/</a></td>
</tr>
<tr>
<td>NAG Ltd</td>
<td>Produces and distributes high quality numerical, symbolic, and statistical and visualisation software that is robust, reliable and portable across a wide range of hardware.</td>
<td><a href="http://www.nag.co.uk/">http://www.nag.co.uk/</a></td>
</tr>
<tr>
<td>STATCOM</td>
<td><strong>Stat</strong> - Advanced Data Analysis and Data/Visualisation software.</td>
<td><a href="http://www.statcom.de/">http://www.statcom.de/</a></td>
</tr>
<tr>
<td>AutoCAD Engineering, Inc.</td>
<td>Offers <strong>Tecplot</strong> data visualisation software, featuring 2D and 3D field plots, XY plotting, and 3D volumetric plots.</td>
<td><a href="http://www.tecplot.com/">http://www.tecplot.com/</a></td>
</tr>
<tr>
<td>Environmental Visualization System</td>
<td>State-of-the-art 3D analysis, visualisation, and animation tools integrated into powerful software systems for geologists, geochemists, mining engineers and modellers.</td>
<td><a href="http://www.ctech.com/">http://www.ctech.com/</a></td>
</tr>
</tbody>
</table>
**Types of chart**

**Area Chart** depicts the magnitude of change over time. Also shows the relationship of parts to a whole presenting the sum of the plotted values.

**Bar Chart** (sometimes referred to as a Gantt chart): a graphic representation of quantitative information by means of a drawing made up of parallel bars (horizontal or vertical) with lengths that are proportional to the data being compared. This type of chart is especially popular in project management applications.

**Column Chart** shows data changes over a period of time or illustrates comparisons among items. Categories are organised horizontally, and the values placed vertically. Column charts present variation over time in an easy-to-understand way. Stacked column charts show the relationship of individual items to the whole.

**Line Chart** shows trends in data at equal intervals. Line charts are similar to area charts, but present time flow and the rate of change.

**Pie Chart**: a visual representation of information showing parts as a proportion, percentage or fraction of the whole using the shape of a circle or a ring and sections of different size within it. The pie charts are common for use when a relatively small number of elements should be distinguished. The numerical values could be presented in a table, but the chart gives the idea of proportions of elements.\(^a\)

**Donut Chart** shows the relationship of parts to a whole, similarly to pie charts, but it can contain more than one data series. Each ring of the donut chart represents a data series.

**XY (Scatter) Chart**: shows the relationships among the numeric values in several data series or plots two groups of numbers as one series of coordinates. It shows uneven intervals, or clusters, of data and is commonly used for scientific data.

**Radial Chart**: In a radar chart, each category has its own value axis radiating from the centre point. Lines connect all the values in the same series. A radar chart compares the aggregate values of several data series at the same time.

**Surface Chart** useful in highlighting the optimum combinations between two sets of data. As in a topographic map, colours and patterns indicate areas that are in the same range of values.

---

\(^a\) [http://www.comscore.net/wws/Marketing/ftp/inform_X/Y/summary/ctg_Bytestats.xlsx](http://www.comscore.net/wws/Marketing/ftp/inform_X/Y/summary/ctg_Bytestats.xlsx)

\(^b\) [http://www1.lhs-srfg.ca/mums/aim/skyl/sglmsa.xsp](http://www1.lhs-srfg.ca/mums/aim/skyl/sglmsa.xsp)
### Key Vendors and Suppliers

**Bubble Chart**: A type of x-y (scatter) chart. The size of the data marker indicates the value of a third variable. To arrange data, x values are placed in one row or column, and corresponding y values and bubble sizes are entered in the adjacent rows or columns. Stick Chart used to illustrate stock prices. Can also be used for scientific data, for example, to indicate temperature changes.

## Telepresence, Haptics, Robotics

### Telepresence

<table>
<thead>
<tr>
<th>Company</th>
<th>Product</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic telepresence Inc.</td>
<td>Pan, tilt, zoom cameras, custom enclosures, browser interfaces</td>
<td><a href="http://www.btevideo.com/">http://www.btevideo.com/</a></td>
</tr>
<tr>
<td>iRobot</td>
<td>Wireless remote telepresence robots controlled through Internet (Co-worker)</td>
<td><a href="http://www.irobot.com">http://www.irobot.com</a></td>
</tr>
<tr>
<td>Space and naval warfare systems Centre, San Diego</td>
<td>Undersea, air and ground vehicles</td>
<td><a href="http://www.oswc.ucl/robots/">http://www.oswc.ucl/robots/</a></td>
</tr>
<tr>
<td>Telepresence Systems Inc.</td>
<td>Strategic counsel, design, and system development services</td>
<td><a href="http://www.telepres.com/">http://www.telepres.com/</a></td>
</tr>
</tbody>
</table>

### Web Conferencing

<table>
<thead>
<tr>
<th>Company</th>
<th>Product</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft</td>
<td><strong>Live Meeting</strong> – an online collaboration and Web conferencing service fully integrated within the new Microsoft Office System.</td>
<td><a href="http://www.microsoft.com">http://www.microsoft.com</a></td>
</tr>
<tr>
<td>Genesys conferencing</td>
<td><strong>Meeting Center</strong> – a virtual collaboration platform providing a global audio, Web and video conferencing environment. Based on innovative technologies such as high-speed networking, data compression and load distributing over multiple servers.</td>
<td><a href="http://www.genesys.com">http://www.genesys.com</a></td>
</tr>
</tbody>
</table>

### Video Conferencing

- **Event and Video Services**
### Key Vendors and Suppliers

#### Interactive Telepresence

<table>
<thead>
<tr>
<th>Company</th>
<th>Product</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>TeleSuite</td>
<td><strong>Enterprise 200 Series Virtual Meeting Room</strong> (perfect for small to medium organisations)</td>
<td><a href="http://www.telesuite.com">http://www.telesuite.com</a></td>
</tr>
<tr>
<td></td>
<td><strong>Enterprise 400 Series Virtual Conference Room</strong> All products are based on TeleSuite proprietary technology platform called Managed Video Array</td>
<td></td>
</tr>
<tr>
<td>High Speed Video</td>
<td><strong>Callelevision</strong> system, which utilizes existing telephone lines, digital transports such as ISDN- or fibre optic networks. It consists of a camera, microphone and a dedicated processor serving as a compression and encoding device.</td>
<td><a href="http://www.highspeedvideo.as">http://www.highspeedvideo.as</a></td>
</tr>
<tr>
<td>Teleportec</td>
<td><strong>Conference system, Lectern</strong> system and custom solutions. All products are based on a proprietary video technology that eliminates the background of the images.</td>
<td><a href="http://www.teleportec.com">http://www.teleportec.com</a></td>
</tr>
<tr>
<td>Tehris</td>
<td><strong>Global Table</strong> – an advanced communication platform that delivers CD quality audio, DVD quality video, low latency and real-time collaboration tools.</td>
<td><a href="http://www.tehrin.com">http://www.tehrin.com</a></td>
</tr>
</tbody>
</table>

---

* Digital Subscriber Line – technology for Internet provision based on the use of commonplace copper telephone lines.
<table>
<thead>
<tr>
<th>Company</th>
<th>Basic haptic products</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SensAble Technologies Inc.</td>
<td>Simulators for surgical training, Phantom (for touching and manipulating virtual objects), SDK for developing touch-enabled applications</td>
<td><a href="http://www.sensable.com/">http://www.sensable.com/</a></td>
</tr>
<tr>
<td>Logitech</td>
<td>iFeel Mouse and the iFeel MouseMan - Mainstream mice that transmit vibrations when a person scrolls over a hypertext link on a Web page: Operate under Immersion software.</td>
<td><a href="http://www.logitech.com">http://www.logitech.com</a></td>
</tr>
<tr>
<td>Reachin Technologies AB</td>
<td>Haptic (force-feedback) software components for use in the Medical, Oil &amp; Gas and R&amp;D markets worldwide; Lapassoscopic Trainer</td>
<td><a href="http://www.reachin.se/">http://www.reachin.se/</a></td>
</tr>
<tr>
<td>iFeelPixel</td>
<td>Haptic devices for blind individuals, alternative of alphabet Braille.</td>
<td><a href="http://www.ifeelpixel.com/">http://www.ifeelpixel.com/</a></td>
</tr>
</tbody>
</table>
### 3D Graphic Cards

<table>
<thead>
<tr>
<th>Company</th>
<th>ATI Technologies, Inc.</th>
<th>nVidia</th>
<th>Matrox</th>
<th>ATI Technologies, Inc.</th>
<th>SI</th>
<th>nVidia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Card model</td>
<td>Radeon 9800 XT</td>
<td>FX 5500 Ultra</td>
<td>Polisso 512</td>
<td>Radeon 9500 Pro</td>
<td>Xuru 605</td>
<td>GeForce 4</td>
</tr>
<tr>
<td>AGP</td>
<td>6x</td>
<td>8x</td>
<td>4x</td>
<td>6x</td>
<td>8x</td>
<td>6x</td>
</tr>
<tr>
<td>DirectX</td>
<td>9.1</td>
<td>9.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>DDR RAM</td>
<td>256 MB</td>
<td>256 MB</td>
<td>128 or 256 MB</td>
<td>128 MB</td>
<td>64 MB</td>
<td>64 MB</td>
</tr>
<tr>
<td>Memory clock speed</td>
<td>730 MHz</td>
<td>950 MHz</td>
<td>550 MHz</td>
<td>620 MHz</td>
<td>600 MHz</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Core clock speed</td>
<td>412 MHz</td>
<td>475 MHz</td>
<td>220 MHz</td>
<td>325</td>
<td>300 MHz</td>
<td>250 MHz</td>
</tr>
<tr>
<td>Memory bandwidth</td>
<td>23.4 GB/s</td>
<td>30.4 GB/s</td>
<td>20 GB/s</td>
<td>10.4 GB/s</td>
<td>9.6 GB/s</td>
<td>8 GB/s</td>
</tr>
<tr>
<td>turret or arm posture controller</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Approximate price (as of March 2006)</td>
<td>$463</td>
<td>$440</td>
<td>$430</td>
<td>$190</td>
<td>$125</td>
<td>$190</td>
</tr>
</tbody>
</table>

### Robotics

<table>
<thead>
<tr>
<th>Company</th>
<th>Product areas</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABB Automation Technology, Sweden</td>
<td>Spot welding, material handling, tending, polishing, gluing, pick- ing, packing, palletising</td>
<td><a href="http://www.abb.se/robotics">http://www.abb.se/robotics</a></td>
</tr>
<tr>
<td>Adept Technology, Inc., USA</td>
<td>Electronics, semiconductor, appliances, telecommunications, pharmaceutical, food processing, automotive component industries</td>
<td><a href="http://www.adept.com">http://www.adept.com</a></td>
</tr>
<tr>
<td>DENSO WAVE Inc., Netherlands</td>
<td>Pick-and-place, assembly, parts loading/unloading, sealing, gluing, handling, palletising</td>
<td><a href="http://www.denso-europe.com">http://www.denso-europe.com</a></td>
</tr>
<tr>
<td>FANUC Ltd., Japan</td>
<td>Versatile industrial robot, intelligent robot system, including spot welding, dispensing and sealing, paint finish, arc welding, laser processing, material handling, assembly</td>
<td><a href="http://www.fanuc.co.jp">http://www.fanuc.co.jp</a></td>
</tr>
</tbody>
</table>
## Key Vendors and Suppliers

<table>
<thead>
<tr>
<th>Company</th>
<th>Product Areas</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kawasaki Heavy Industries, Japan</td>
<td>Spot welding, arc welding, spray painting, sealant dispensing, adhesive, machine loading, handling, assembling, deburring, polishing, palletising, wafer handling.</td>
<td><a href="http://www.khi.co.jp/robot/">http://www.khi.co.jp/robot/</a></td>
</tr>
<tr>
<td>Staubli, Unination, France</td>
<td>High-speed and precision robots for industrial, painting, clean-room and all automation needs.</td>
<td><a href="http://www.staubli.com/">http://www.staubli.com/</a></td>
</tr>
<tr>
<td>Active Media Robotics, USA</td>
<td>Robot guards and guides, robot development software, OEM robot control systems.</td>
<td><a href="http://www.active-media.com/">http://www.active-media.com/</a></td>
</tr>
<tr>
<td>iRobot</td>
<td>Robotic vacuum cleaner (Roomba), military applications, industrial applications.</td>
<td><a href="http://www.irobot.com/">http://www.irobot.com/</a></td>
</tr>
<tr>
<td>VideoRay</td>
<td>The smallest produced underwater ROV; can be used up to 500 feet depth.</td>
<td><a href="http://www.videoray.com">http://www.videoray.com</a></td>
</tr>
<tr>
<td>iRobot (also the industrial robots section)</td>
<td>Pyramid Rover (used to study shafts of the Great Pyramid in Giza, Egypt)</td>
<td><a href="http://www.irobot.com/">http://www.irobot.com/</a></td>
</tr>
<tr>
<td>Term</td>
<td>Meaning</td>
<td>Used in Chapter(s)</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Different</td>
<td>Conveying inward sensations from external organs to the brain.</td>
<td>Telepresence</td>
</tr>
<tr>
<td>Agent</td>
<td>A program that gathers information or performs some other service automatically and on some regular schedule.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Boolean</td>
<td>Relating to the system of logic developed by George Boole.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Compiling</td>
<td>The process of converting human readable code into the binary code that computers understand.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Concatenation</td>
<td>Connecting components together into a longer string.</td>
<td>Natural Language</td>
</tr>
<tr>
<td>Corpus (pl. corpora)</td>
<td>A collection of related objects.</td>
<td>Natural Language</td>
</tr>
<tr>
<td>Dashboard</td>
<td>A GUI (q.v.) which acts primarily as an editing/control interface.</td>
<td>Visualisation</td>
</tr>
<tr>
<td>Data mapping</td>
<td>The transformation of data into different, representative form(s).</td>
<td>Visualisation</td>
</tr>
<tr>
<td>Data mining</td>
<td>Analysing data to identify patterns and establish relationships.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Deep Web</td>
<td>Content accessed through Web pages but held in storage systems such as databases, and therefore inaccessible to search engines.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Different</td>
<td>Conveying sensations outwardly, e.g. from the brain to motor nerves.</td>
<td>Telepresence</td>
</tr>
<tr>
<td>Footprint</td>
<td>The area of the Earth’s surface a GPS system can ‘see’.</td>
<td>Location-based</td>
</tr>
<tr>
<td>Fuzzy search/logic</td>
<td>Considers degrees of truth rather than the usual true or false states and is regarded to be more appropriate in situations which do not translate easily into a binary state, such as natural language and human thought.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Geocoding</td>
<td>The process of linking a real place with information about it.</td>
<td>Location-based</td>
</tr>
<tr>
<td>Histogram</td>
<td>A graph showing the distributions of data values.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Term</td>
<td>Meaning</td>
<td>Used in Chapter(s)</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------------------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Kludge</td>
<td>An unsatisfactory, although effective, fix to a software problem.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Linux distribution</td>
<td>A software package containing the Linux Kernel, GNU tools and a range of other Open Source software.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Matrix</td>
<td>A set of values laid out in tabular form.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Morphology</td>
<td>The study of word structure</td>
<td>Natural Language, Information Retrieval</td>
</tr>
<tr>
<td>Multinodal</td>
<td>Allowing the simultaneous use of multiple input and output devices.</td>
<td>Natural Language</td>
</tr>
<tr>
<td>Occlusion</td>
<td>A visual obstruction where one object shields another from view.</td>
<td>Visualization</td>
</tr>
<tr>
<td>Ontology</td>
<td>A machine-readable specification for knowledge transfer within a certain concept.</td>
<td>Natural Language</td>
</tr>
<tr>
<td>Operating System</td>
<td>The central program within a computer system, communicating at a very low level with the microprocessor and other hardware and organising the execution and run-time of each program.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Parallax</td>
<td>The visual shifting of an object when viewed from different positions</td>
<td>Visualization</td>
</tr>
<tr>
<td>Parsing</td>
<td>Dividing a string (q.v.) into separate component parts.</td>
<td>Open Source, Natural Language</td>
</tr>
<tr>
<td>Prosodic</td>
<td>Relating to the rhythmic aspect of language.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Raster</td>
<td>A type of image where every pixel is recorded.</td>
<td>Location-based</td>
</tr>
<tr>
<td>Relevance threshold</td>
<td>The point at which an object is deemed to be relevant in 'best match' IR systems.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Remote sensing</td>
<td>The collection of information about an object or event without any physical contact taking place between the collector and the object.</td>
<td>Telepresence</td>
</tr>
<tr>
<td>Servlet</td>
<td>A small Java program running on a server.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Source code</td>
<td>Human Readable programming code that is subsequently compiled (q.v.) into machine-readable binary code.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Term</td>
<td>Meaning</td>
<td>Used in Chapter(s)</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>Spyware</td>
<td>Unsolicited software that gathers information about a user without their knowledge or consent.</td>
<td>Open Source</td>
</tr>
<tr>
<td>String</td>
<td>A continuous sequence of characters.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>Syntactical</td>
<td>Relating to the way in which words or other elements of sentence structure are combined to form grammatical sentences.</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>UNIX</td>
<td>Standard grouping for operating system software that follows the design conceived at AT&amp;T's Bell Laboratories.</td>
<td>Open Source</td>
</tr>
<tr>
<td>Vector</td>
<td>A type of image where only positional and directional data are recorded, such as the beginning and end co-ordinates of a line.</td>
<td>Information Retrieval, Location-based</td>
</tr>
<tr>
<td>Wiki</td>
<td>A collaborative database that can be viewed and edited by any user.</td>
<td>Open Source</td>
</tr>
</tbody>
</table>
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Stands for</th>
<th>Used in Chapter(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2G</td>
<td>Second Generation</td>
<td>Location-based</td>
</tr>
<tr>
<td>3G (PP)</td>
<td>Third Generation (Partnership Program)</td>
<td>Location-based</td>
</tr>
<tr>
<td>A-FLT</td>
<td>Advanced Forward Link</td>
<td>Location-based</td>
</tr>
<tr>
<td>A-GPS</td>
<td>Assisted Global Positioning System</td>
<td>Location-based</td>
</tr>
<tr>
<td>AOA</td>
<td>Angle Of Arrival</td>
<td>Location-based</td>
</tr>
<tr>
<td>ASP</td>
<td>Application Service Provider</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>ASR</td>
<td>Automatic Speech Recognition</td>
<td>Natural Language</td>
</tr>
<tr>
<td>ASRS</td>
<td>Automated Storage and Retrieval Systems</td>
<td>Telepresence</td>
</tr>
<tr>
<td>BI</td>
<td>Business Intelligence</td>
<td>Visualisation</td>
</tr>
<tr>
<td>BTS</td>
<td>Base Transceiver Station</td>
<td>Location-based</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer-Aided Design</td>
<td>Telepresence</td>
</tr>
<tr>
<td>CAT</td>
<td>Computer-Assisted Translation</td>
<td>Natural Language</td>
</tr>
<tr>
<td>CIBR</td>
<td>Content-Based Information Retrieval System</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>CCD</td>
<td>Charged Couple Device</td>
<td>Telepresence</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code-Division Multiple Access</td>
<td>Location-based</td>
</tr>
<tr>
<td>CES</td>
<td>Corpus Encoding Standard</td>
<td>Natural Language</td>
</tr>
<tr>
<td>CGI</td>
<td>Cell Global Identity</td>
<td>Location-based</td>
</tr>
<tr>
<td>CLI</td>
<td>Cross-Lingual Information Retrieval</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>CMF</td>
<td>Common Metadata Framework</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>COO</td>
<td>Cell Of Origin</td>
<td>Location-based</td>
</tr>
<tr>
<td>CVS</td>
<td>Concurrent Version System</td>
<td>Open Source</td>
</tr>
<tr>
<td>D2MS</td>
<td>Digital Asset Management System</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>DBMS</td>
<td>Database Management System</td>
<td>Location-based</td>
</tr>
<tr>
<td>DGPS</td>
<td>Differential Global Positioning System</td>
<td>Location-based</td>
</tr>
<tr>
<td>DSP</td>
<td>Digital Signal Processing</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>E-CTDI</td>
<td>Enhanced Observed Time Difference</td>
<td>Location-based</td>
</tr>
<tr>
<td>FAQ</td>
<td>Frequently Asked Questions</td>
<td>Open Source</td>
</tr>
<tr>
<td>FS(F)</td>
<td>Free Software (Foundation)</td>
<td>Open Source</td>
</tr>
<tr>
<td>FUO</td>
<td>Fear, Uncertainty and Doubt</td>
<td>Open Source</td>
</tr>
<tr>
<td>GCC</td>
<td>GNU C-Compiler</td>
<td>Open Source</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information System</td>
<td>Location-based, Visualisation</td>
</tr>
<tr>
<td>GMLC</td>
<td>Gateway Mobile Location Centre</td>
<td>Location-based</td>
</tr>
<tr>
<td>GNU</td>
<td>GNU's Not Unix</td>
<td>Open Source</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Stands for</td>
<td>Used in Chapter(s)</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>GPL</td>
<td>General Public License</td>
<td>Open Source</td>
</tr>
<tr>
<td>GPR</td>
<td>Ground Penetrating Radar</td>
<td>Location-based</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
<td>Location-based, Visualisation</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
<td>Visualisation, Telepresence</td>
</tr>
<tr>
<td>HCI</td>
<td>Human Computer Interaction</td>
<td>Natural Language</td>
</tr>
<tr>
<td>IE</td>
<td>Information Extraction</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>IM</td>
<td>Instant Messaging</td>
<td>Open Source</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
<td>Location-based</td>
</tr>
<tr>
<td>IP</td>
<td>Intellectual Property</td>
<td>Open Source</td>
</tr>
<tr>
<td>IR</td>
<td>Information Retrieval</td>
<td>Natural Language, Information</td>
</tr>
<tr>
<td>IRC</td>
<td>Internet Relay Chat</td>
<td>Open Source</td>
</tr>
<tr>
<td>IVR</td>
<td>Interactive Voice Response</td>
<td>Natural Language</td>
</tr>
<tr>
<td>KWC</td>
<td>Keyword In Context</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>LAMP</td>
<td>Linux/Apache/MySQL and PHP, Perl or Python</td>
<td>Open Source</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
<td>Location-based</td>
</tr>
<tr>
<td>LBS</td>
<td>Location Based System/Service</td>
<td>Location-based</td>
</tr>
<tr>
<td>LCD</td>
<td>Liquid Crystal Display</td>
<td>Visualisation</td>
</tr>
<tr>
<td>LDT</td>
<td>Location Determination Technology</td>
<td>Location-based</td>
</tr>
<tr>
<td>LGPL</td>
<td>Lesser General Public License</td>
<td>Open Source</td>
</tr>
<tr>
<td>LIF</td>
<td>Location Interoperability Forum</td>
<td>Location-based</td>
</tr>
<tr>
<td>LMU</td>
<td>Location Measurement Unit</td>
<td>Location-based</td>
</tr>
<tr>
<td>MeSH</td>
<td>Medical Subject Headings</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>MPC</td>
<td>Mobile Positioning Centre</td>
<td>Location-based</td>
</tr>
<tr>
<td>MTRF</td>
<td>Mean Time Between Failures</td>
<td>Telepresence</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
<td>Natural Language, IR</td>
</tr>
<tr>
<td>NLU</td>
<td>Natural Language Understanding</td>
<td>Natural Language</td>
</tr>
<tr>
<td>NMR</td>
<td>Network Measurement Report</td>
<td>Location-based</td>
</tr>
<tr>
<td>OAI-PMH</td>
<td>Open Archives Initiative Protocol for Metadata Harvesting</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>OCR</td>
<td>Optical Character Recognition</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>OGC</td>
<td>Office of Government</td>
<td>Location-based</td>
</tr>
<tr>
<td>OPA</td>
<td>Online Public Access Catalogue</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>OSI</td>
<td>Open Source Initiative</td>
<td>Open Source</td>
</tr>
<tr>
<td>OSS</td>
<td>Open Source Software</td>
<td>Open Source</td>
</tr>
<tr>
<td>OWL</td>
<td>Web Ontology Language</td>
<td>Natural Language</td>
</tr>
<tr>
<td>PDA</td>
<td>Personal Digital Assistant</td>
<td>Natural Language, Location-based, Visualisation</td>
</tr>
<tr>
<td>PHP</td>
<td>PHP HyperText Preprocessor</td>
<td>Open Source</td>
</tr>
<tr>
<td>PIN</td>
<td>Personal Identification Number</td>
<td>Natural Language</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio Frequency Identification</td>
<td>Natural Language, Location-based, Visualisation</td>
</tr>
<tr>
<td>TIR</td>
<td>Text Information Retrieval</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>TNC</td>
<td>Telecommunications Network Control</td>
<td>Location-based</td>
</tr>
<tr>
<td>VRI</td>
<td>Voice Recognition System</td>
<td>Natural Language</td>
</tr>
<tr>
<td>X500</td>
<td>X.500</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>XDR</td>
<td>XDR Document Protocol</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
<td>Information Retrieval</td>
</tr>
</tbody>
</table>
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Stands for</th>
<th>Used in Chapter(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI</td>
<td>Return On Investment</td>
<td>Visualisation</td>
</tr>
<tr>
<td>ROV</td>
<td>Remotely Operated Vehicle</td>
<td>Telepresence</td>
</tr>
<tr>
<td>SMI</td>
<td>Repetitive Strain/Stress Injury</td>
<td>Natural Language</td>
</tr>
<tr>
<td>SDK</td>
<td>Software Development Kit</td>
<td>Visualisation</td>
</tr>
<tr>
<td>SGML</td>
<td>Standard Generalized Markup Language</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>SIM</td>
<td>Subscriber Identity Module</td>
<td>Location-based</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
<td>Open Source</td>
</tr>
<tr>
<td>SVG</td>
<td>Scalable Vector Graphics</td>
<td>Visualisation</td>
</tr>
<tr>
<td>SYMAP</td>
<td>Syntagmatic Mapping System</td>
<td>Location-based</td>
</tr>
<tr>
<td>TA</td>
<td>Time Advance</td>
<td>Location-based</td>
</tr>
<tr>
<td>TCO</td>
<td>Total Cost of Ownership</td>
<td>Open Source</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time Difference Of Arrival</td>
<td>Location-based</td>
</tr>
<tr>
<td>TEI</td>
<td>Text Encoding Initiative</td>
<td>Natural Language, Information Retrieval</td>
</tr>
<tr>
<td>TOA</td>
<td>Time Of Arrival</td>
<td>Location-based</td>
</tr>
<tr>
<td>TTS</td>
<td>Text-to-Speech</td>
<td>Natural Language</td>
</tr>
<tr>
<td>UMLS</td>
<td>Unified Medical Language System</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>UNIMARC</td>
<td>Universal Machine Readable Catalogue</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>UWB</td>
<td>Ultra-Wideband</td>
<td>Location-based</td>
</tr>
<tr>
<td>VE</td>
<td>Virtual Environment</td>
<td>Telepresence</td>
</tr>
<tr>
<td>VLE</td>
<td>Virtual Learning Environment</td>
<td>Open Source</td>
</tr>
<tr>
<td>VNC</td>
<td>Virtual Network Computing</td>
<td>Open Source</td>
</tr>
<tr>
<td>VR</td>
<td>Virtual Reality</td>
<td>Telepresence</td>
</tr>
<tr>
<td>VTS</td>
<td>Vehicle Tracking Services</td>
<td>Location-based</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
<td>Location-based</td>
</tr>
<tr>
<td>WINE</td>
<td>Wine is Not an Emulator</td>
<td>Open Source</td>
</tr>
<tr>
<td>WYSIWYG</td>
<td>What You See Is What You Get</td>
<td>Telepresence</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
<td>Natural Language, Information Retrieval, Location-based</td>
</tr>
<tr>
<td>XMMS</td>
<td>X Multimedia System</td>
<td>Open Source</td>
</tr>
</tbody>
</table>
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