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Abstract

Applying sparse coding on large dataset for image classification is a long standing problem in the field of computer vision. It has been found that the sparse coding models exhibit disappointing performance on these large datasets where variability is broad and anomalies are common. Conversely, deep neural networks thrive on bountiful data. Their success has encouraged researchers to try and augment the learning capacity of traditionally shallow sparse coding methods by adding layers. Multilayer sparse coding networks are expected to combine the best of both sparsity regularizations and deep architectures. To date, however, endeavors to marry the two techniques have not achieved significant improvements over their individual counterparts.

In this thesis, we first briefly review multiple structured sparsity priors as well as various supervised dictionary learning techniques with applications on hyperspectral image classification. Based on the structured sparsity priors and dictionary learning techniques, we then develop a novel multilayer sparse coding network that contains 13 sparse coding layers. The proposed sparse coding network learns both the dictionaries and the regularization parameters simultaneously using an end-to-end supervised learning scheme. We
ABSTRACT

show empirical evidence that the regularization parameters can adapt to the given training data. We also propose applying dimension reduction within sparse coding networks to dramatically reduce the output dimensionality of the sparse coding layers and mitigate computational costs. Moreover, our sparse coding network is compatible with other powerful deep learning techniques such as drop out, batch normalization and shortcut connections. Experimental results show that the proposed multilayer sparse coding network produces classification accuracy competitive with the deep neural networks while using significantly fewer parameters and layers.
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Chapter 1

Introduction and Motivation

A long standing and fundamental problem in computer vision is image classification [1, 2, 3, 4], where an image or a single pixel is labeled to a specified class according to its visual content. For example, given a natural image, one would like to know whether it contains an automobile or not [5]. Given a hyperspectral image, one would like to decide whether a specified hyperpixel belongs to the material of land or grass [4, 6, 7, 8]. It is well known that human visions are particularly good at dealing with such classification problems by demonstrating both quick response and high accuracy. Human is able to quickly learn from very few training samples and give the correct answer based on their life long experience, whereas most computer vision systems demand tremendous amount of labeled samples to achieve a comparable performance. In most cases, human vision is so reliable and superior that the researchers usually regard human vision as a guidance to devise the computer vision system. For a long period of time, consistent efforts have been endeavored
to investigate and design computer vision system that could be competitive with human vision performance in both classification accuracy and computational efficiency.

Years ago, manually engineered features such as SIFT [9] and HOG [10] once dominated the land of computer vision. These delicately engineered features have demonstrated a rather strong competence of distilling core essence from raw image pixels. However, with the advent of the big data era, these engineered features quickly become outdated for they cannot learn from the abundant amount of readily-available training samples. Therefore, recent years have seen an explosion of interests on developing algorithms that can extract learnable features from large dataset [3, 11, 12, 13]. Neural networks with multilayer architecture, usually referred to as deep learning, have resurfaced and occupied most of the research activities. Unlike the engineered features or any single layer model, deep architecture models have enough learning capacities to extract and absorb the large amount of representative information from big dataset. However, the deep neural network is prone to severe overfitting and therefore suffer from the data hungry issue even after trained with a huge amount of labeled samples. One notable trend in deep learning is to enforce various regularizations on the network, such as sparsity constraint [14], drop out [15] and batch normalization [16]. In addition, numbers of efforts have been attempted at enforcing the reconstruction constraint on the network, i.e. developing a generative model of the neural network. The intuition behind the generative approach follows a famous quote from Richard Feymann,

*What I cannot create, I do not understand.*

—Richard Feymann
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In such cases, the network is trained with a loss function that is characterized by both discriminative and reconstructive constraints.

The formulation of such loss function reminds us with the sparse coding immediately: in the land of sparse coding, the loss function of sparse recovery is defined by a delicate balance of reconstruction error and sparsity level. In computer vision, sparse coding has already been successfully applied to numerous computer vision tasks, including face recognition [17, 18], scene categorization [19, 20, 21] and object detection [22, 23, 24]. Application of sparse representation-based classifier (SRC) on face recognition [18] has demonstrated startling robustness over noise and occlusions. Due to the powerful sparsity prior, the sparse coding is less likely to become overfitted and therefore requiring much fewer samples for training. More importantly, sparse coding can be easily trained in an unsupervised fashion, making it less demanded for the labeled training sample and can be trained on any unlabeled data. Therefore, extending the single-layer sparse coding model to a multilayer architecture can largely improve the performance of image classification on large datasets.

Due to the scale of topics involved in this thesis, the background and literature reviews are left to each individual chapter, which will be a self-containing part with discussion on how it fits in the overall theme of this thesis. Developing deep sparse coding network is nontrivial and require several key techniques in which this thesis will address:

- Evaluation and better understanding of sparse recovery algorithms with various structured sparsity priors (Chapter 2).
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- Development of supervised dictionary for sparse coding with various structured sparsity priors (Chapter 3).

- Enforcing invariant property on sparse coding model using large displacement optical flow (Chapter 4).

- Greedy layer-wise unsupervised dictionary learning with invariant sparse coding (Chapter 5).

- Development of end-to-end supervised dictionary learning (Chapter 6).

Related papers of my previous work have been presented in smaller parts over a course of papers [25, 26, 27, 28, 29, 30, 31]. The ultimate goal for this thesis is to develop a sparse coding model with multilayer architecture that is able to show competitive performance with deep neural network (Chapter 6). As the dissertation goes through, we shall see that the structured sparsity priors, supervised dictionary learning and invariant sparse coding are the step stones that bring us to the approach of supervised deep sparse coding networks. We show how each individual component contributes to the overall contributions as follows:

Chapter 2 focuses on reviewing and developing various structured sparsity priors, which is critical for understanding how various sparsity patterns affect the classification performance. Instead of enforcing sparse regularizor element-wise, the structured sparsity prior regards the sparse codes as an entity in order to exploit more sophisticated structures of both the dictionary and the sparse code. More specifically, we review four structured sparsity priors including joint sparsity prior, Laplacian sparsity prior, group sparsity prior,
Chapter 1. Introduction and Motivation

Sparse group sparsity prior, and propose low rank group sparsity prior that is able to consistently improve the classification performance on hyperspectral image. We also show that the classification performance is not only determined by the structured priors, but also largely depends on the sparse recovery algorithms.

Chapter 3 further develops the supervised dictionary learning algorithm for various structured sparsity priors. The adoption of supervised dictionary learning is able to significantly reduce the required dictionary size for sparse recovery in order to substantially suppress the computational cost. Optimizing the supervised dictionary learning problem is non-trivial due to the implicit relation between the sparse code and the dictionary. Mathematically, this chapter will show how to unravel the sparse code out of the structured sparsity regularizer by decoupling the sparse code and the dictionary using fixed point differentiation. As we shall see, the development of these dictionary learning algorithms paves the way for training dictionaries for invariant sparse coding.

Having discussed the supervised dictionary learning algorithms, Chapter 4 moves on to a higher level to exploit the possible ways to generate sparse codes that are invariant to major transformations of the objects in the image. The poor generalization performance of sparse coding towards affine transformation motivates us to enforce reasonable manipulations on the dictionary atoms in order to produce invariant sparse codes. Specifically, I propose to employ the large displacement optical flow for the purpose of describing the misalignment between each dictionary atom and the testing image in order to align every single dictionary atom according to the optical flow field. The corresponding dictionary
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is trained efficiently based on supervised task-driven dictionary learning and bilevel optimization.

Chapter 5 further extends the invariant sparse coding to a multilayer architecture, where the deep architecture is able to significantly increase the learning capacity of the sparse coding model. In this chapter, the local sparse coding is adopted to improve the computational efficiency and the invariant property is enforced through the employment of bag of atoms, which is inspired by the bag of words model. This chapter benefits from the invariant sparse coding and the task-driven dictionary learning presented in Chapter 4, and a layer-wise unsupervised dictionary learning algorithm is developed for the proposed invariant sparse coding framework, which is able to simultaneously reduce the reconstruction errors of both the sparse recovery and the local feature descriptor matching.

I present the supervised multilayer sparse coding network with 13 sparse coding layers in Chapter 6. To the best of my knowledge, this is the first time sparse coding is efficiently extended to a deep architecture with more than two layers while exhibiting a state-of-the-art performance. The proposed multilayer sparse coding network is capable of efficiently adapting its own regularization parameters to a given dataset, and is trained end-to-end with a supervised task-driven learning algorithm via error backpropagation. Furthermore, a sparse coding layer utilizing a 'skinny' dictionary is also devised. Integral to computational efficiency, these skinny dictionaries compress the high dimensional sparse codes into lower dimensional structures. This chapter will show that our multilayer architecture overwhelmingly outperforms traditional one-layer sparse coding architectures while using
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much fewer parameters.

Last but not least, I draw the conclusion in Chapter 7 summarizing the contribution of the dissertation and discuss my future works.
Chapter 2

Sparse Coding with Structured Sparsity Priors

In this chapter, we consider the problem of sparse representation with various structured sparsity priors with application on the hyperspectral image (HSI) classification. By representing a test pixel as a linear combination of a small subset of labeled pixels, a sparse representation classifier (SRC) gives rather plausible results compared with that of traditional classifiers such as the support vector machine (SVM). Recently, by incorporating additional structured sparsity priors, the second generation SRCs have appeared in the literature and are reported to further improve the classification performance of HSI. These priors are based on exploiting the spatial dependencies between the neighboring pixels, the inherent structure of the dictionary, or both. In this chapter, we review and compare several structured priors for sparse-representation-based image classification. We also propose a
new structured prior called the low rank group prior, which can be considered as a modification of the low rank prior. Furthermore, we will investigate how different structured priors improve the result for the image classification.

\section{Introduction}

In the image classification of HSI, each individual pixel is labeled to one of the classes based on its spectral characteristics. Due to the numerous demands in mineralogy, agriculture and surveillance, the HSI classification task is developing very rapidly and a large number of techniques have been proposed to tackle this problem \cite{32}. Comparing with previous approaches, SVM is found highly effective on both computational efficiency and classification results. A wide variety of SVM’s modifications have been proposed to improve its performance. Some of them incorporate the contextual information in the classifiers \cite{33,34}. Others design sparse SVM in order to pursue a sparse decision rule by using $\ell_1$-norm as the regularizer \cite{35}.

Recently, SRC has been proposed to solve many computer vision tasks \cite{18,36}, where the use of sparsity as a prior often leads to state-of-the-art performance. SRC has also been applied to HSI classification \cite{37}, relying on the observation that hyperspectral pixels belonging to the same class approximately lie in the same low-dimensional subspace. In order to alleviate the problem introduced by the lack of sufficient training data, Haq \textit{et al}. \cite{38} proposed the homotopy-based SRC. Another way to solve the problem of insufficient
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training data is to employ the contextual information of neighboring pixels in the classifier, such as spectral-spatial constraint classification [39].

In SRC, a test sample \( \mathbf{x} \in \mathbb{R}^M \), where \( M \) is the number of spectral bands, can be written as a sparse linear combination of all the training pixels (atoms in a dictionary) as

\[
\hat{\alpha} = \min_{z} \frac{1}{2} \| \mathbf{x} - \mathbf{D}z \|_2^2 + \lambda \|z\|_1,
\]  

(2.1)

where \( z \in \mathbb{R}^N, \|z\|_1 = \sum_{i=1}^{N} |z_i| \) is the \( \ell_1 \)-norm. \( \mathbf{D} = [\mathbf{d}_1, \mathbf{d}_2, \cdots, \mathbf{d}_N] \) is a structured dictionary formed from concatenation of several class-wise sub-dictionaries, \( \{\mathbf{d}_i\}_{i=1,\ldots,N} \) are the columns of \( \mathbf{D} \) and \( N \) is the total number of training samples from all the \( K \) classes, and \( \lambda \) is a scalar regularization parameter.

The class label for the test pixel \( \mathbf{x} \) is determined by the minimum residual between \( \mathbf{x} \) and its approximation from each class-wise sub-dictionary:

\[
\text{class}(\mathbf{x}) = \arg \min_{g} \| \mathbf{x} - \mathbf{D}\delta_g(\alpha) \|_2^2,
\]  

(2.2)

where \( g \subset \{1, 2, \cdots, K\} \) is the group or class index, and \( \delta_g(\alpha) \) is the indicator operation zeroing out all elements of \( \alpha \) that do not belong to the class \( g \).

In the case of HSI, SRC always suffers from the non-uniqueness or instability of the sparse coefficients due to the high mutual coherency of the dictionary [40]. Due to these undesired properties of the HSI dictionary, the sparse recovery can become unstable and unpredictable such that even pixels belonging to the same class can have totally different
sparse codes. Fortunately, a better reconstructed signal and a more robust representation can be obtained by either exploring the dependencies of neighboring pixels or exploiting the inherent dictionary structure. The problem induced by the high-coherency of the dictionary atoms can also be alleviated through decreasing the variation between the sparse codes of the hyperspectral pixels that belong to the same class. Recently, structured priors have been incorporated into HSI classification [37], which can be sorted into three categories. (a) Priors that only exploit the correlations and dependencies among the neighboring spectral pixels or their sparse coefficient vectors, which includes joint sparsity [41], graph regularized Lasso (referred as the Laplacian regularized Lasso) [42] and the low-rank Lasso [43]. (b) Priors that only exploit the inherent structure of the dictionary, such as group Lasso [44]. (c) Priors that enforce structural information on both sparse coefficients and dictionary, such as collaborative group Lasso [45] and collaborative hierarchical Lasso (CHiLasso) [46]. Besides SRC, structured sparsity prior can also be incorporated into other classifiers such as the logistic regression classifiers [47].

In HSI, pixels that are spatially close to each other usually have similar spectral features and belong to the same class. The sparse codes of neighboring pixels can become similar by enforcing a structured sparsity constraint (prior). The simultaneous sparse recovery is analytically guaranteed to achieve a sparser solution and a lower reconstruction error with a smaller dictionary [41]. A variety of structured sparsity priors are proposed in the literature [25] that are capable of generating different desired sparsity patterns for the sparse codes of neighboring pixels. The joint sparsity prior [37] assumes that the features of all
the neighboring pixels lie in the same low dimensional subspace and all the corresponding sparse codes share the same set of dictionary atoms. Therefore, the sparse codes have a row sparsity pattern, where only a few rows of the sparse codes are nonzero \[48, 49\]. The collaborative group sparsity prior \[45\] enforces the coefficients to have a group-wise sparsity pattern, where the coefficients within each active group are dense. The collaborative hierarchical sparsity prior \[46\] enforces the sparse codes to be not only group-wise sparse, but also sparse within each active group. The low rank prior \[43\] assumes that the neighboring pixels are linearly dependent. It does not necessary lead the coefficients to be sparse, which is detrimental for a good classification. However, the low rank group prior proposed in \[25\] is able to enforce both a group sparsity prior and a low rank prior on the sparse codes by forcing the same group of dictionary atoms to be active if and only if the corresponding neighboring pixels are linearly dependent. The Laplacian sparsity prior \[42\] uses a Laplacian matrix to describe the degree of similarity between the neighboring pixels. The neighboring pixels that have less spectral features in common are less encouraged to have a similar sparse codes. It has been shown that all the structured sparsity priors are capable of obtaining a smoother classification map and improving the classification performance \[25\].

The main contributions of this chapter are (a) to assess the SRC performance using various structured sparsity priors for HSI classification, and (b) to propose a conceptually similar prior to CHiLasso, which is called the low-rank group prior. This prior is based on the assumption that pure or mixed pixels from the same classes are highly correlated and can be represented by a combination of sparse low-rank groups (classes). The proposed
prior takes advantage of both the group sparsity prior, which enforces sparsity across the
groups, and the low rank prior, which encourages sparsity within the groups, by only using
one regularizer.

In the following sections, we investigate the roles of different structured priors imposed
on the SRC optimization algorithm. Starting with the classical sparsity $\ell_1$-norm prior,
we then introduce several different priors with experimental results. The structured priors
discussed are joint sparsity, Laplacian sparsity, group sparsity, sparse group sparsity, low-
rank and low-rank group prior.

## 2.2 HSI Classification via Different Structured

### Sparse Priors

### 2.2.1 Joint Sparsity Prior

In HSI, pixels within a small neighborhood usually consist of similar materials. Thus,
their spectral characteristics are highly correlated. The spatial correlation between neigh-
boring pixels can be indirectly incorporated through a joint sparsity model (JSM) \[48\] by
assuming that the underlying sparse vectors associated with these pixels share a common
sparsity support. Consider pixels in a small neighborhood of $T$ pixels. Let $X \in \mathbb{R}^{M \times T}$
represent a matrix whose columns correspond to pixels in a spatial neighborhood in a hy-
perspectral image. Columns of $X = [x_1, x_2, \cdots, x_T]$ can be represented as a linear com-
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A combination of dictionary atoms \( \mathbf{X} = \mathbf{DA} \), where \( \mathbf{A} = [\alpha_1, \alpha_2, \cdots, \alpha_T] \in \mathbb{R}^{N \times T} \) represents a sparse matrix. In JSM, the sparse vectors of \( T \) neighboring pixels, which are represented by the \( T \) columns of \( \mathbf{A} \), share the same support. Therefore, \( \mathbf{A} \) is a sparse matrix with only few nonzero rows. The row-sparse matrix \( \mathbf{X} \) can be recovered by solving the following Lasso problem

\[
\min_{\mathbf{A}} \frac{1}{2} \| \mathbf{X} - \mathbf{DA} \|_F^2 + \lambda \| \mathbf{A} \|_{1,2},
\]

(2.3)

where \( \| \mathbf{A} \|_{1,2} = \sum_{i=1}^{N} \| \alpha^i \|_2 \) is an \( \ell_{1,2} \)-norm and \( \alpha^i \) represents the \( i \)th row of \( \mathbf{A} \).

The label for the center pixel \( x_c \) is then determined by the minimum total residual error

\[
\text{class}(x_c) = \arg \min_g \| \mathbf{X} - \mathbf{D} \delta_g(\mathbf{A}) \|_F^2,
\]

(2.4)

where \( \delta_g(\mathbf{A}) \) is the indicator operation zeroing out all the elements of \( \mathbf{A} \) that do not belong to the class \( g \).

2.2.2 Laplacian Sparsity Prior

In sparse representation, due to the high coherency of the dictionary atoms, the recovered sparse coefficient vectors for multiple neighboring pixels could be partially different even when the neighboring pixels are highly correlated, and this may lead to misclassification. As mentioned in the previous section, joint sparsity is able to solve such a problem by enforcing multiple pixels to select exactly the same atoms. However, in many cases, when the neighboring pixels fall on the boundary between several homogeneous regions,
the neighboring pixels will belong to several distinct classes (groups) and should use different sets of sub-dictionary atoms. Laplacian sparsity enhances the differences between sparse coefficient vectors of the neighboring pixels that belong to different clusters. We introduce the weighting matrix $W$, where $w_{ij}$ characterizes the similarity between a pair of pixels $x_i$ and $x_j$ within a neighborhood. Optimization with an additional Laplacian sparsity prior can be expressed as

$$
\min_A \frac{1}{2} \|X - DA\|_F^2 + \lambda_1 \|A\|_1 + \lambda_2 \sum_{i,j} w_{ij} \|\alpha_i - \alpha_j\|_2^2,
$$

(2.5)

where $\lambda_1$ and $\lambda_2$ are the regularization parameters. The matrix $W$ is used to characterize the similarity among neighboring pixels in the spectra space. Similar pixels will possess larger weights, and therefore, enforcing the differences between the corresponding sparse coefficient vectors to become smaller, and similarly allowing the difference between sparse coefficient vectors of dissimilar pixels to become larger. Therefore, the Laplacian sparsity prior is more flexible than the joint sparsity prior in that it does not always force all the neighboring pixels to have the same common support. In this chapter, the weighting matrix is computed using the sparse subspace clustering method in [50]. Note that this grouping constraint is enforced on the testing pixels instead of the dictionary atoms, which is different from group sparsity. Let $L = I - G^{-1/2}WG^{-1/2}$ be the normalized symmetric Laplacian matrix [50], where $G$ is the degree matrix computed from $W$. We can rewrite
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the equation (2.5) as

\[
\min_A \frac{1}{2} \|X - DA\|_F^2 + \lambda_1 \|A\|_1 + \lambda_2 \text{tr}(ALA^T).
\]  

(2.6)

The above equation can be solved by a modified feature-sign search algorithm [42].

2.2.3 Group Sparsity Prior

The SRC dictionary has an inherent group-structured property since it is composed of
several class sub-dictionaries, i.e., the atoms belonging to the same class are grouped to-
gether to form a sub-dictionary. In sparse representation, we classify pixels by measuring
how well the pixels are represented by each sub-dictionary. Therefore, it would be reason-
able to enforce the pixels to be represented by groups of atoms instead of individual ones.
This could be accomplished by encouraging coefficients of only certain groups to be active
and the remaining groups inactive. Group Lasso [44], for example, uses a sparsity prior that
sums up the Euclidean norm of every group coefficients. It will dominate the classification
performance especially when the input pixels are inherently mixed pixels. Group Lasso
optimization can be represented as

\[
\min_{\alpha} \frac{1}{2} \|x - D\alpha\|_2^2 + \lambda \sum_{g \in G} w_g \|\alpha_g\|_2,
\]  

(2.7)
where \( g \subset \{ G_1, G_2, \cdots, G_K \} \), \( \sum_{g \in G} \| \alpha_g \|_2 \) represents the group sparse prior defined in terms of \( K \) groups, \( w_g \) is the weight and is usually set to the square root of the cardinality of the corresponding group to compensate for the different group sizes. Here, \( \alpha_g \) refers to the coefficients of each group. The above group sparsity can be easily extended to the case of multiple neighboring pixels by extending problem (2.7) to collaborative group Lasso, which is formulated as

\[
\min_{A} \frac{1}{2} \| X - DA \|_F^2 + \lambda \sum_{g \in G} w_g \| A_g \|_2,
\]

(2.8)

where \( \sum_{g \in G} \| A_g \|_2 \) represents a collaborative group Lasso regularizer defined in terms of group and \( A_g \) refers to each of the group coefficient matrix. When the group size is reduced to one, the group Lasso degenerates into a joint sparsity Lasso.

### 2.2.4 Sparse Group Sparsity Prior

In the formulations (2.7) and (2.8), the coefficients within each group are not sparse, and all the atoms in the selected groups could be active. If the sub-dictionary is overcomplete, then it is necessary to enforce sparsity within each group. To achieve sparsity within the groups, an \( \ell_1 \)-norm regularizer can be added to the group Lasso (2.7), which can be written as

\[
\min_{\alpha} \frac{1}{2} \| x - D\alpha \|_2^2 + \lambda_1 \sum_{g \in G} w_g \| \alpha_g \|_2 + \lambda_2 \| \alpha \|_1.
\]

(2.9)

Similarly, Eq. (2.9) can be easily extended to the multiple feature case, which can be
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written as

\[
\min_{A} \frac{1}{2} \|X - DA\|^2_F + \lambda_1 \sum_{g \in G} w_g \|A_g\|_2 + \lambda_2 \sum_{g \in G} w_g \|A_g\|_1.
\] (2.10)

Optimization problem (2.9) is referred in the literature as the sparse group Lasso and problem (2.10) as the collaborative hierarchical Lasso (CHiLasso) [46].

2.2.5 Low Rank/Group Sparsity Prior

Based on the fact that spectra of neighboring pixels are highly correlated, it is reasonable to enforce the low rank sparsity prior on their coefficient matrix. The low rank prior is more flexible when compared with the joint sparsity prior which strictly enforces the row sparsity. Therefore, when neighboring pixels are composed of small non-homogeneous regions, the low rank sparsity prior outperforms the joint sparsity prior. Low rank sparse recovery problem has been well studied in [43] and is stated as the following Lasso problem

\[
\min_{A} \frac{1}{2} \|X - DA\|^2_F + \lambda \|A\|_*,
\] (2.11)

where \(\|A\|_*\) is the nuclear norm [43].

To incorporate the structure of the dictionary, we now extend the low rank prior to group low rank prior, where the regularizer is obtained by summing up the rank of every group
Figure 2.1: Sparsity patterns for the toy example: (a) desired sparsity regions, (b) $\ell_1$ minimization using ADMM, (c) joint sparsity, (d) collaborative group sparsity, (e) collaborative sparse group sparsity, (f) low rank sparsity, (g) low rank group sparsity and (h) Laplacian sparsity via FFS.
Figure 2.2: Results for the Indian Pine image: (a) ground truth, (b) training set and (c) test set. Classification map obtained by (d) SVM, (e) $\ell_1$-minimization using ADMM, (f) joint sparsity, (g) collaborative group sparsity, (h) collaborative sparse group sparsity, (i) low rank sparsity, (j) low rank group sparsity, (k) $\ell_1$ minimization via FSS and (l) Laplacian sparsity via FSS.
coefficient matrix,
\[
\min_{\lambda} \frac{1}{2} \|X - DA\|_F^2 + \lambda \sum_{g \in G} w_g \|A_g\|_*.
\]

The low rank group prior is able to obtain the within-group sparsity by minimizing the nuclear norm of each group. Furthermore, the summation of nuclear norms empowers the proposed prior to obtain a group sparsity pattern. Hence, the low rank group prior is able to achieve sparsity both within and across groups by using only one regularization term.

Table 2.1: Number of training and test samples for the Indian Pine image

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>137</td>
<td>1297</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>754</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>211</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>449</td>
</tr>
<tr>
<td>6</td>
<td>72</td>
<td>675</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>47</td>
<td>442</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>93</td>
<td>875</td>
</tr>
<tr>
<td>11</td>
<td>235</td>
<td>2233</td>
</tr>
<tr>
<td>12</td>
<td>59</td>
<td>555</td>
</tr>
<tr>
<td>13</td>
<td>21</td>
<td>191</td>
</tr>
<tr>
<td>14</td>
<td>124</td>
<td>1170</td>
</tr>
<tr>
<td>15</td>
<td>37</td>
<td>343</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>85</td>
</tr>
<tr>
<td>Total</td>
<td>997</td>
<td>9369</td>
</tr>
</tbody>
</table>
**Table 2.2:** Classification accuracy (%) for the Indian Pine image using 997 (10.64%) training samples

<table>
<thead>
<tr>
<th>Optimization Techniques</th>
<th>SVM</th>
<th>ℓ₁</th>
<th>JS</th>
<th>LS</th>
<th>GS</th>
<th>SGS</th>
<th>LR</th>
<th>LRG</th>
<th>Feature Sign Search</th>
<th>ℓ₁</th>
<th>LS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>77.08</td>
<td>68.75</td>
<td>79.17</td>
<td>85.42</td>
<td>79.17</td>
<td>87.50</td>
<td>75.00</td>
<td>91.67</td>
<td>66.67</td>
<td>83.33</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>84.96</td>
<td>58.84</td>
<td>81.94</td>
<td>80.62</td>
<td>79.92</td>
<td>78.60</td>
<td>81.71</td>
<td>89.40</td>
<td>74.42</td>
<td>89.90</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>62.67</td>
<td>24.40</td>
<td>56.67</td>
<td>47.35</td>
<td>62.13</td>
<td>76.13</td>
<td>29.87</td>
<td>89.87</td>
<td>69.87</td>
<td>78.38</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8.57</td>
<td>49.52</td>
<td>27.62</td>
<td>49.76</td>
<td>37.14</td>
<td>54.29</td>
<td>15.24</td>
<td>64.76</td>
<td>88.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>77.18</td>
<td>81.88</td>
<td>85.46</td>
<td>83.96</td>
<td>84.79</td>
<td>82.55</td>
<td>82.10</td>
<td>91.72</td>
<td>94.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>91.82</td>
<td>96.88</td>
<td>98.36</td>
<td>97.48</td>
<td>98.96</td>
<td>98.36</td>
<td>98.21</td>
<td>97.02</td>
<td>98.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>13.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>69.57</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>96.59</td>
<td>96.59</td>
<td>100.00</td>
<td>99.55</td>
<td>99.55</td>
<td>99.77</td>
<td>99.55</td>
<td>100.00</td>
<td>99.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>5.56</td>
<td>0.00</td>
<td>0.00</td>
<td>22.22</td>
<td>0.00</td>
<td>0.00</td>
<td>61.11</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>71.30</td>
<td>24.00</td>
<td>18.94</td>
<td>31.89</td>
<td>39.95</td>
<td>45.58</td>
<td>8.61</td>
<td>67.46</td>
<td>87.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>35.25</td>
<td>96.22</td>
<td>91.63</td>
<td>94.58</td>
<td>91.99</td>
<td>93.02</td>
<td>97.12</td>
<td>87.62</td>
<td>98.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>42.39</td>
<td>32.97</td>
<td>45.29</td>
<td>64.68</td>
<td>69.57</td>
<td>65.58</td>
<td>20.83</td>
<td>82.97</td>
<td>91.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>91.05</td>
<td>98.95</td>
<td>99.47</td>
<td>99.98</td>
<td>99.47</td>
<td>98.95</td>
<td>99.47</td>
<td>99.97</td>
<td>100.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>94.85</td>
<td>98.97</td>
<td>99.49</td>
<td>98.80</td>
<td>99.31</td>
<td>99.83</td>
<td>99.91</td>
<td>97.77</td>
<td>99.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>30.70</td>
<td>49.71</td>
<td>55.85</td>
<td>63.84</td>
<td>50.58</td>
<td>80.99</td>
<td>44.15</td>
<td>89.47</td>
<td>69.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>27.06</td>
<td>68.24</td>
<td>95.29</td>
<td>97.65</td>
<td>95.29</td>
<td>97.65</td>
<td>97.65</td>
<td>85.88</td>
<td>97.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OA [%]</td>
<td>64.94</td>
<td>71.17</td>
<td>76.41</td>
<td>79.40</td>
<td>80.19</td>
<td>83.19</td>
<td>71.90</td>
<td>86.46</td>
<td>92.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA [%]</td>
<td>56.53</td>
<td>60.72</td>
<td>68.53</td>
<td>64.67</td>
<td>69.39</td>
<td>72.53</td>
<td>59.14</td>
<td>76.43</td>
<td>79.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>κ</td>
<td>0.647</td>
<td>0.695</td>
<td>0.737</td>
<td>0.712</td>
<td>0.781</td>
<td>0.807</td>
<td>0.695</td>
<td>0.843</td>
<td>0.923</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 2.3 Experimental Verification

#### 2.3.1 Datasets and Dictionary Generation

We evaluate various structured sparsity priors on two different hyperspectral images and one toy example. The first hyperspectral image to be assessed is the Indian Pine, acquired by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS), which generates 220 bands, of which 20 noisy bands are removed before classification. The spatial dimension of this image is 145 × 145, which contains 16 ground-truth classes, as shown in Table I. We randomly choose 997 pixels (10.64% of all the labelled pixels) for constructing the dictionary and use the remaining pixels for testing. The second image is the University of Pavia, which is an urban image acquired by the Reflective Optics System Imaging Spectrometer (ROSIS), contains 610 × 340 pixels. It generates 115 spectral bands, of which 12 noisy
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Table 2.3: Number of training and test samples for the University of Pavia image

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>139</td>
<td>6713</td>
</tr>
<tr>
<td>2</td>
<td>137</td>
<td>1859</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>2107</td>
</tr>
<tr>
<td>4</td>
<td>133</td>
<td>3303</td>
</tr>
<tr>
<td>5</td>
<td>68</td>
<td>1310</td>
</tr>
<tr>
<td>6</td>
<td>135</td>
<td>4969</td>
</tr>
<tr>
<td>7</td>
<td>95</td>
<td>1261</td>
</tr>
<tr>
<td>8</td>
<td>131</td>
<td>3747</td>
</tr>
<tr>
<td>9</td>
<td>59</td>
<td>967</td>
</tr>
<tr>
<td>Total</td>
<td>997</td>
<td>42926</td>
</tr>
</tbody>
</table>

bands are removed. There are nine ground-truth classes of interests. For this image, we choose 997 pixels (2.32% of all the labelled pixels) for constructing the dictionary and the remaining pixels for testing, as shown in Table III. The toy example consists of two different classes (class 2 and 14 of the Indian Pine test set), and each class contains 30 pixels. The dictionary is the same as that for the Indian Pine. The toy example is used to evaluate the various sparsity patterns generated by the different structured priors.

2.3.2 Models and Methods

The tested structured sparse priors are: (i) joint sparsity (JS), (ii) Laplacian sparsity (LS), (iii) collaborative group sparsity (GS), (iv) sparse group sparsity (SGS), (v) low rank prior (LR) and (vi) low rank group prior (LRG), corresponding to Eqs. (7), (10), (12), (14), (16) and (17), respectively. For SRC, the parameters $\lambda, \lambda_1$ and $\lambda_2$ of different structured priors range from $10^{-3}$ to 0.1. Performance on the toy example will be visually examined by the difference between the desired sparsity regions and the recovered ones. For the two
Table 2.4: Classification accuracy (%) for the University of Pavia image using 997 (2.32%) training samples

<table>
<thead>
<tr>
<th>Optimization Techniques</th>
<th>FMRI</th>
<th>SPM</th>
<th>JS</th>
<th>LS</th>
<th>GS</th>
<th>SGS</th>
<th>LR</th>
<th>LRG</th>
<th>( \ell_1 )</th>
<th>LS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>SVM</td>
<td>64.55</td>
<td>57.11</td>
<td>77.04</td>
<td>95.08</td>
<td>94.01</td>
<td>97.90</td>
<td>91.16</td>
<td>94.15</td>
<td>95.85</td>
</tr>
<tr>
<td>Class 2</td>
<td>SVM</td>
<td>82.45</td>
<td>58.22</td>
<td>67.98</td>
<td>66.70</td>
<td>70.04</td>
<td>68.04</td>
<td>69.73</td>
<td>69.32</td>
<td>64.28</td>
</tr>
<tr>
<td>Class 3</td>
<td>SVM</td>
<td>77.08</td>
<td>57.33</td>
<td>44.32</td>
<td>77.55</td>
<td>79.45</td>
<td>73.56</td>
<td>75.80</td>
<td>79.73</td>
<td>66.21</td>
</tr>
<tr>
<td>Class 4</td>
<td>SVM</td>
<td>94.19</td>
<td>95.94</td>
<td>95.13</td>
<td>95.19</td>
<td>95.31</td>
<td>95.55</td>
<td>95.94</td>
<td>98.46</td>
<td>97.67</td>
</tr>
<tr>
<td>Class 5</td>
<td>SVM</td>
<td>99.01</td>
<td>100.00</td>
<td>99.85</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>99.85</td>
<td>100.00</td>
</tr>
<tr>
<td>Class 6</td>
<td>SVM</td>
<td>23.55</td>
<td>89.60</td>
<td>88.31</td>
<td>96.60</td>
<td>100.00</td>
<td>99.74</td>
<td>100.00</td>
<td>99.96</td>
<td>80.60</td>
</tr>
<tr>
<td>Class 7</td>
<td>SVM</td>
<td>2.06</td>
<td>83.27</td>
<td>84.38</td>
<td>96.59</td>
<td>95.24</td>
<td>95.56</td>
<td>95.06</td>
<td>95.24</td>
<td>86.76</td>
</tr>
<tr>
<td>Class 8</td>
<td>SVM</td>
<td>33.89</td>
<td>48.65</td>
<td>65.20</td>
<td>67.36</td>
<td>62.24</td>
<td>44.84</td>
<td>65.24</td>
<td>63.06</td>
<td>75.95</td>
</tr>
<tr>
<td>Class 9</td>
<td>SVM</td>
<td>53.05</td>
<td>93.69</td>
<td>99.59</td>
<td>99.59</td>
<td>93.38</td>
<td>93.28</td>
<td>93.57</td>
<td>94.00</td>
<td>90.69</td>
</tr>
<tr>
<td>OA [%]</td>
<td>ADMM/SpaRSA</td>
<td>69.84</td>
<td>66.51</td>
<td>74.05</td>
<td>80.82</td>
<td>81.15</td>
<td>79.07</td>
<td>80.81</td>
<td>81.02</td>
<td>81.41</td>
</tr>
<tr>
<td>AA [%]</td>
<td>ADMM/SpaRSA</td>
<td>61.09</td>
<td>75.98</td>
<td>80.06</td>
<td>88.80</td>
<td>87.73</td>
<td>85.36</td>
<td>87.35</td>
<td>87.93</td>
<td>81.05</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>ADMM/SpaRSA</td>
<td>0.569</td>
<td>0.628</td>
<td>0.681</td>
<td>0.758</td>
<td>0.675</td>
<td>0.624</td>
<td>0.611</td>
<td>0.66</td>
<td>0.672</td>
</tr>
</tbody>
</table>

hyperspectral images, classification performance is evaluated by the overall accuracy (OA), average accuracy (AA), and the \( \kappa \) coefficient measure on the test set. For each structured prior, we present the result with the highest overall accuracy using cross validation. A linear SVM is implemented for comparison, whose parameters are set in the same fashion as in [37].

In experiments, joint sparsity, group sparsity and low rank priors are solved by ADMM [51], while CHiLasso and Laplacian prior are solved by combining SpaRSA [52] and ADMM. In addition, in conformity with previous work [42], the Laplacian regularized Lasso is also solved by a modified feature sign search (FSS) method. In this chapter, we try to present a fair comparison among all priors. According to the optimization technique, we sort the structured priors into two categories: (i) priors solved by ADMM and SpaRSA and (ii) priors solved by FSS-based method. The first row of Table II and Table IV show the methods used to implement the sparse recovery for each structured prior.
Table 2.5: Computation time (in seconds) for the Indian Pine image

<table>
<thead>
<tr>
<th>ADMM/SpaRSA</th>
<th>FFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_1$</td>
<td>JS</td>
</tr>
<tr>
<td>1124</td>
<td>1874</td>
</tr>
</tbody>
</table>

2.3.3 Performance

Sparsity patterns of the toy example are shown in Fig. 2.1. The expected sparsity regions are shown in Fig. 2.1(a), where the y-axis labels the dictionary atom index and x-axis labels the test pixel index. The red and green regions correspond to the ideal locations of the active atoms for the class 2 and 14, respectively. Nonzero coefficients that belong to other classes are shown in blue dots. The joint sparsity, Fig. 2.1(c), shows clear row sparsity pattern, but many rows are mistakenly activated. As expected, active atoms in Fig. 2.1(d), (e) and (g) demonstrate group sparsity patterns. Comparing the GS (d) and SGS (e), it is observed that most of the atoms are deactivated within groups using SGS. The low rank group prior (g) demonstrates a similar sparsity pattern as that of SGS. For the Laplacian sparsity (h), similarity of sparse coefficients that belong to the same classes is clearly visible.

Table II and Fig. 2.2 show the performance of SRCs with different priors on the Indian Pine image. A spatial window of $9 \times 9$ ($T = 81$) is used since this image consists of mostly large homogeneous regions. Among SRCs with different priors, the worst result occurs when we use simple $\ell_1$-ADMM. Joint sparsity prior gives better result than the low rank prior. This is due to the large areas of homogeneous regions in this image, which favors the joint sparsity model. The highest OA is given by the Laplacian sparsity prior via
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FFS, such a high performance is partly contributed to the accurate sparse recovery of the feature sign search method. Both SGS and LRG outperform GS. We can see that among ADMM-based based methods, the low rank group prior yields the smoothest result. The computational time of various structured priors for Indian Pine image are shown in Table 2.5. Among ADMM/SpaRSA-based methods, LRG, GS and SGS take roughly similar time (∼2500s) to process the image, while LR and JS require longer time (∼4000s). LS via FFS significantly impedes the computational efficiency.

Results for the University of Pavia image are shown in Table IV. The window size for this image is 5 × 5 ($T = 25$) since many narrow regions are present in this image. The group sparsity prior gives the highest OA among the priors optimized by ADMM. The low rank sparsity prior gives a much better result than joint sparsity since this image contains many small homogeneous regions. The Laplacian sparsity prior via FFS gives the highest OA performance. However, the difference between performance of various structured priors is quite small.

2.4 Summary

This chapter reviews five different structured sparse priors and proposes a low rank group sparsity prior. Using these structured priors, classification results of SRCs on HSI are generally improved when compared with the classical $\ell_1$ sparsity prior. The results have confirmed that the low rank prior is a more flexible constraint compared with the joint
sparsity prior, while the latter works better on large homogeneous regions. Imposing the group structured prior on the dictionary always gives higher overall accuracy compared with the $\ell_1$ prior. We have also observed that the performance is not only determined by the structured priors, but also depend on the corresponding optimization techniques.
Chapter 3

Sparse Coding with Task-driven

Dictionary Learning and Structured

Sparsity Priors

In this chapter, we develop dictionary learning algorithms for sparse representation with various structured sparsity priors. As a generative model, sparse coding requires the dictionary to be highly redundant in order to ensure both a stable high sparsity level and a low reconstruction error for the signal. However, in practice, this requirement is usually impaired by the lack of labeled training samples. Fortunately, as we discussed in the previous chapter, the requirement for a redundant dictionary can be less rigorous if simultaneous sparse approximation is employed, which can be carried out by enforcing various structured sparsity constraints on the sparse codes of the neighboring pixels. In addition, numerous
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works have shown that applying a variety of dictionary learning methods for the sparse representation model can also improve the classification performance. In this chapter, we highlight the task-driven dictionary learning algorithm, which is a general framework for the supervised dictionary learning method. We propose to enforce structured sparsity priors on the task-driven dictionary learning method in order to improve the performance of the hyperspectral classification. Our approach is able to benefit from both the advantages of the simultaneous sparse representation and those of the supervised dictionary learning. We enforce two different structured sparsity priors, the joint and Laplacian sparsity, on the task-driven dictionary learning method and provide the details of the corresponding optimization algorithms. Experiments on numerous popular hyperspectral images demonstrate that the classification performance of our approach is superior to sparse representation classifier with structured priors or the task-driven dictionary learning method.

3.1 Introduction

Numerous difficulties impede the improvement of image classification performance for HSI. For instance, the high dimensionality of HSI pixels introduce the problem of the ‘curse of dimensionality’ [53], and the classifier is always confronted with the overfitting problem due to the small number of labelled samples. Additionally, most hyperpixels are indiscriminative since they are undesirably highly coherent [54]. In the past few decades, numerous classification techniques, such as SVM [6], k-nearest-neighbor classifier [8],
multimodel logistic regression [55] and neural network [7], have been proposed to alleviate some of these problems to achieve an acceptable performance for HSI classification.

More recently, researchers have focused attention on describing the high dimensional data as a sparse linear combination of dictionary atoms. SRC has been applied to HSI classification by Chen et. al. [37], where a dictionary was constructed by stacking all the labelled samples. Success of SRC requires that the high dimensional data belonging to the same class to lie in a low dimensional subspace. The outstanding classification performance is due to the robustness of sparse recovery, which is largely provided by the high redundancy and low coherency of the dictionary atoms. A low reconstruction error and a high sparsity level can be achieved if the designed dictionary satisfies the above properties.

In the classical SRC, the dictionary is constructed by stacking all the training samples. The sparse recovery can be computationally burdensome when the training set is large. Besides, the dictionary constructed in this manner can neither be optimal for reconstruction purposes nor for classification of signals. Previous literature have shown that a dictionary can be trained to have a better representation of the dataset. Unsupervised dictionary learning methods, such as the method of optimal direction (MOD) [56], K-SVD [57] and online dictionary learning [58], are able to improve the signal restoration performance of numerous applications, such as compressive sensing, signal denoising and image inpainting.

However, the unsupervised dictionary learning method is not suitable for solving classification problems since a lower reconstruction error does not necessarily lead to a better
classification performance. In fact, it is observed that the dictionary can have an improved classification result by sacrificing some signal reconstruction performance [59]. Therefore, supervised dictionary learning methods [60] are proposed to improve the classification result. Unlike the unsupervised dictionary learning, which only trains the dictionary by pursuing a lower signal reconstruction error, the supervised learning is able to directly improve the classification performance by optimizing both the dictionary and classifier’s parameter simultaneously. The discriminative dictionary learning in [23] minimizes the classification error of SRC by minimizing the reconstruction error contributed by the atoms from the correct class and maximizing the error from the remaining classes. The incoherent dictionary learning in [24] uses SRC as the classifier and tries to eliminate the atoms shared by pixels from different classes. It increases the discriminability of the sparse codes by decreasing the coherency of the atoms from different classes. The label consistent K-SVD (LC-KSVD) [17] optimizes the dictionary and classifier’s parameter by minimizing the summation of reconstruction and classification errors. It combines the dictionary and classifier’s parameter into a single parameter space, which makes it possible for the optimization procedure to be much simpler than those used in classical SRC. However, a desired and accurate solution is not guaranteed [61] because the cost function can be minimized by decreasing the reconstruction error while the classification error is increased. A bilevel optimization formulation would be more appropriate [62], where the update of the dictionary is driven by the minimization of the classification error. The task-driven dictionary learning (TDDL) [59] exploits this idea with theoretical proof and demonstrates a superior performance. The
supervised translation-invariant sparse coding, which uses the same scheme as TDDL, is developed independently by [63]. It is a more general framework that can be applied not only to classification, but also nonlinear image mapping, digital art authentication and compressive sensing. More recently, the group sparsity prior is enforced on a single measurement and the corresponding TDDL optimization algorithm is developed in [64] in order to improve the performance of region tagging.

In this chapter, we propose a novel method that enforces the joint or Laplacian sparsity prior on the sparse recovery stage of TDDL. The existing dictionary learning methods have only been developed for reconstructing or classifying a single measurement. Therefore, it is advantageous to incorporate structured sparsity priors into the supervised dictionary learning in order to achieve a better performance. This chapter makes the following contributions:

- We propose a new dictionary learning algorithm for TDDL with joint or Laplacian sparsity in order to exploit the spatial-spectral information of HSI neighboring pixels.
- We show experimentally that the proposed dictionary learning methods have a significantly better performance than SRC even when the dictionary is highly compact.
- We also describe an optimization algorithm for solving the Laplacian sparsity recovery problem. The proposed optimization method is much faster than the modified feature sign search used in [42].

The remainder of the chapter is organized as follows. In Section 3.2 a brief review
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of TDDL is given. In Section 3.3, we propose a modified TDDL algorithm with the joint sparsity prior. TDDL with the Laplacian prior and a new algorithm for recovering the Laplacian sparse problem are stated in Section 3.4. In Section 3.5, we show that our method is superior to other HSI classification methods through experimental results on several HSI images. Finally, we provide our summary in Section 3.6.

3.2 Task-driven Dictionary Learning

In TDDL [59], signals are represented by their sparse codes, which are then fed into a linear regression or logistic regression. Consider a pair of training samples \((x, y)\), where \(x \in \mathbb{R}^M\) is the HSI pixel, \(M\) is the number of spectral bands, and \(y \in \mathbb{R}^K\) is a binary vector representation of the label of the sample \(x\). \(K\) is the maximum class index. Pixel \(x\) can be represented by a sparse coefficient vector \(\alpha(D, x) \in \mathbb{R}^N\) with respect to some dictionary \(D \in \mathbb{R}^{M \times N}\) consisting of \(N\) atoms by solving the optimization

\[
\alpha(D, x) = \arg \min_z \|x - Dz\|_2^2 + \lambda \|z\|_1 + \epsilon \|z\|_2^2,
\]

(3.1)

where \(\lambda\) and \(\epsilon\) are the regularization parameters. \(\lambda\) controls the sparsity level of the coefficients \(\alpha\). In our experiments, we set \(\epsilon\) to 0 since it does not affect the convergence of the algorithm and always gives satisfactory results.

To optimize the dictionary, TDDL first defines a convex function \(L(D, W, \{x_i\}_{i=1}^S)\) to describe the classification risk in terms of the dictionary atoms, sparse coefficients and the
classifier’s parameter $W$. The function is then minimized as follows

$$
\min_{D,W} L(D, W, \{x_i\}_{i=1}^S) = \min_{D,W} f(D, W, \{x_i\}_{i=1}^S) + \frac{\mu}{2} \|W\|_F^2, \tag{3.2}
$$

where $\mu > 0$ is a classifier regularization parameter to avoid overfitting of the classifier. The convex function $f$ is defined as

$$
f(D, W, \{x_i\}_{i=1}^S) \triangleq \frac{1}{S} \sum_{i=1}^S J(y_i, W, \alpha_i(D, x_i)), \tag{3.3}
$$

where $S$ is the total number of training samples and $L(y_i, W, \alpha_i(D, x_i))$ is the classification error for a training pair $(x_i, y_i)$ which is measured by a linear regression, i.e. $J(y_i, W, \alpha_i(D, x_i)) = \frac{1}{2} \|y_i - W\alpha_i\|_2^2$.

In the following part of the section, we omit the subscript $i$ of $\alpha$ for notational simplicity. The dictionary $D$ and the classifier parameter $W$ are updated using a stochastic gradient descent algorithm, which has been independently investigated by [59, 63]. The update rules for $D$ and $W$ are

$$
\begin{align*}
D^{(t+1)} &= D^{(t)} - \rho^{(t)} \cdot \partial L^{(t)} / \partial D, \\
W^{(t+1)} &= W^{(t)} - \rho^{(t)} \cdot \partial L^{(t)} / \partial W,
\end{align*} \tag{3.4}
$$

where $t$ is the iteration index and $\rho$ is the step size. The equations for updating the classifier parameter $W$ is straightforward since $L(y, W, \alpha(D, x))$ is both smooth and convex with
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respect to $W$. We have

$$\frac{\partial L}{\partial W} = (W\alpha - y)\alpha^\top + \mu W. \quad (3.5)$$

The updating equation for the dictionary can be obtained by applying error backpropagation, where the chain rule is applied

$$\frac{\partial L}{\partial D} = \frac{\partial L}{\partial \alpha} \frac{\partial \alpha}{\partial D}. \quad (3.6)$$

The difficulty of acquiring a specific form of the above equation comes from $\frac{\partial \alpha}{\partial D}$. Since the sparse coefficient $\alpha(D, x)$ is an implicit function of $D$, an analytic form of $\alpha$ with respect to $D$ is not available. Fortunately, the derivative $\frac{\partial \alpha}{\partial D}$ can still be computed by either applying optimality condition of elastic net [59, 65] or using fixed point differentiation [63, 66].

We now focus on computing the derivative using the fixed point differentiation. As suggested in [66], the gradient of Eq. (3.1) reaches 0 at the optimal point $\hat{\alpha}$

$$\frac{\partial \|x - D\alpha\|^2}{\partial \alpha} \bigg|_{\alpha = \hat{\alpha}} = -\lambda \frac{\partial \|\alpha\|_1}{\partial \alpha} \bigg|_{\alpha = \hat{\alpha}}. \quad (3.7)$$

Expanding Eq. (3.7), we have

$$2D^\top(x - D\alpha) \bigg|_{\alpha = \hat{\alpha}} = \lambda \cdot sign(\alpha) \bigg|_{\alpha = \hat{\alpha}}. \quad (3.8)$$

In order to evaluate $\frac{\partial \alpha}{\partial D}$, the derivative of Eq. (3.8) with respect to each element
$D_{mn}$ of the dictionary is required. Since the differentiation of the $\text{sign}$ function is not well defined at zero points, we can only compute the derivative of Eq. (3.8) at fixed points when $\alpha[n] \neq 0$ [63]

$$
\frac{\partial \alpha_{\Lambda}}{\partial D_{mn}} = (D_{\Lambda}^\top D_{\Lambda})^{-1} \left( \frac{\partial D_{\Lambda}^\top x}{\partial D_{mn}} - \frac{\partial D_{\Lambda}^\top D_{\Lambda}}{\partial D_{mn}} \alpha_{\Lambda} \right) \quad \text{and} \quad \frac{\partial \alpha_{\Lambda^c}}{\partial D_{mn}} = 0, \quad (3.9)
$$

where $\Lambda$ and $\Lambda^c$ are the indices of the active and inactive set of $\alpha$ respectively. $D_{mn} \in \mathbb{R}$ is the $(m, n)$ element of $D$. $(D_{\Lambda}^\top D_{\Lambda})^{-1}$ is always invertible since the number of active atoms $|\Lambda|$ is always much smaller than the feature dimension $M$.

### 3.3 Task-driven Dictionary Learning with Joint Sparsity Prior

We now extend TDDL by using a joint sparsity (JS) prior (TDDL-JS). The joint sparsity prior [48, 49] enforces the sparse coefficients of the test pixel and its neighboring pixels within the neighborhood window to have row sparsity pattern, where all pixels are represented by the same atoms in the dictionary so that only few rows of the sparse coefficients matrix are nonzero. The joint sparse recovery can be solved by the following Lasso
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problem

\[
A = \arg \min_{Z} \|X - DZ\|_F^2 + \lambda \|Z\|_{1,2}, \tag{3.10}
\]

where \(A, Z \in \mathbb{R}^{N \times P}\) are sparse coefficient matrices and \(X = [x_1, \ldots, x_P] \in \mathbb{R}^{M \times P}\) represents all the pixels within a neighborhood window centered on a test (center) pixel \(x_c\). Define the label of the center pixel as \(y_c\). \(P\) is the total number of pixels within the neighborhood window. \(\|Z\|_{1,2} = \sum_{i=1}^{P} \|Z_i\|_2\) is the \(\ell_{1,2}\)-norm of \(Z\). \(Z_i \in \mathbb{R}^{1 \times P}\) is the \(i\)th row of \(Z\). Many sparse recovery techniques are able to solve Eq. (3.10), such as the Alternating Direction Method of Multipliers [67], Sparse Reconstruction by Separable Approximation (SpaRSA) [52] and Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [68].

Once the sparse code \(A\) is obtained, the sparse codes \(\alpha_c\) of the center pixel \(x_c\) is projected on each of the \(K\) decision planes of the classifier. The plane with the largest projection indicates the class that the center pixel \(x_c\) belongs to,

\[
\text{identity}(x_c) = \arg \max_k \hat{y}_k = \arg \max_k (W \alpha_c)_k, \tag{3.11}
\]

where \(\alpha_c \in \mathbb{R}^N\) is the sparse coefficients of the center pixel. In the training stage, it is expected that the projection of the decision plane corresponding to the class of the center pixel should be increased while other planes should be orthogonal to \(\alpha_c\). Therefore, given
the training data \((X, y_c)\), the classification error for the center pixel \(x_c\) is defined as

\[
\mathcal{L}(y_c, W, \alpha_c(D, X)) = \|y_c - W\alpha_c\|_2^2 + \frac{\mu}{2}\|W\|_F^2, \tag{3.12}
\]

In order to update the dictionary \(D\), we need to apply a chain rule similar to the one in Eq. (3.6):

\[
\frac{\partial \mathcal{L}}{\partial D} = \frac{\partial \mathcal{L}}{\partial A} \frac{\partial A}{\partial D}. \tag{3.13}
\]

Now we focus on the difficult part \(\frac{\partial A}{\partial D}\) of Eq. (3.13). Employing the fixed point differentiation on Eq. (3.10), we have

\[
\left. \frac{\partial \|X - DA\|_F^2}{\partial A} \right|_{A = \hat{A}} = -\lambda \left. \frac{\partial \|A\|_{1,2}}{\partial A} \right|_{A = \hat{A}}. \tag{3.14}
\]

In the following part of this section, we omit the fixed point notation. Eq. (3.14) is only differentiable when \(|A_i|_2 \neq 0\), where \(A_i\) denotes the \(i^{th}\) row of \(A\). At points where \(|A_i|_2 = 0\), the derivative is not well defined, so we set \(\frac{\partial \|A_i\|_2}{\partial A_i} = 0\). Denote \(\hat{A} = A_\Lambda \in \mathbb{R}^{N_\Lambda \times P}\), where \(\Lambda\) is the active set such that \(\Lambda = \{i : |A_i|_2 \neq 0, i \in \{1, \ldots, N\}\}\), \(N_\Lambda = |\Lambda|\), \(A_\Lambda\) is composed of active rows of \(A\), and \(\hat{D}\) is the active atoms of \(D\). Expanding the derivative of Eq. (3.14) on both sides on the feasible points,

\[
\hat{D}^T (X - \hat{D}\hat{A}) = \lambda \left[ \frac{\hat{A}_1^T}{|A_1|_2}, \ldots, \frac{\hat{A}_{N_\Lambda}^T}{|A_{N_\Lambda}|_2} \right]^T. \tag{3.15}
\]
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Algorithm 1 Stochastic gradient descent algorithm for task-driven dictionary learning with
joint sparsity prior

Require: Initial dictionary $D$ and classifier $W$. Parameter $\lambda$, $\rho$ and $t_0$.

1: for $t = 1$ to $T$ do
2: Draw one sample $(X, y_c)$ from training set.
3: Find sparse sparse code $A$ according to Eq. (3.10).
4: Find the active set $\Lambda$ and define $N_\Lambda = |\Lambda|$
   $\Lambda \leftarrow \{i : \|A_i\|_2 \neq 0, i \in \{1, \ldots, N\}\}$,
   where $A_i$ is the $i^{th}$ row of $A$.
5: Compute $\Gamma \in \mathbb{R}^{N_\Lambda \times P}$
   $\Gamma = \Gamma_1 \oplus \cdots \oplus \Gamma_{N_\Lambda}$,
   $\Gamma_i = \frac{I_P}{\|A_i\|_2} - \frac{\tilde{A}_i \tilde{A}_i^T}{\|A_i\|_2^2}, i = 1, \ldots, N_\Lambda$,
   where $\oplus$ is the direct sum of matrices.
6: Compute $\gamma \in \mathbb{R}^{N_\Lambda P}$
   $\gamma = (\tilde{D}^T \tilde{D} \otimes I_P + \lambda \Gamma)^{-T} \text{vec}(\hat{W} \tilde{A} - \hat{Y}^T \hat{W})$.
   where $\text{vec}(\cdot)$ and $\hat{W}$ denote the vectorization operator and $\Lambda$ columns of $W$ respectively.
7: Let $\beta \in \mathbb{R}^{N_\Lambda P}$. Set $\beta_{A^c} = 0$ and construct $\beta_\Lambda \in \mathbb{R}^{N_\Lambda \times P}$ that satisfies
   $\text{vec}(\beta_\Lambda^T) = \gamma$.
8: Choose the learning rate $\rho_t \leftarrow \min(\rho, \rho_t^0)$.
9: Update the parameters by gradient projection step
   $W \leftarrow W - \rho_t ((W \alpha_c - y) \alpha_c^T + \mu W)$,
   $D \leftarrow D - \rho_t (-D \beta A^T + (X - DA) \beta^T)$,
   and normalize every column of $D^{(t+1)}$ with respect to $\ell_2$-norm.
10: end for
11: return $D$ and $W$.

Computing the derivative of Eq. (3.15) with respect to $D_{mn}$ and transposing both sides

$$
\frac{\partial \left\{ (X - DA)^T D \right\}}{\partial D_{mn}} = \lambda \left[ \Gamma_1 \frac{\partial \tilde{A}_1^T}{\partial D_{mn}}, \ldots, \Gamma_{N_\Lambda} \frac{\partial \tilde{A}_{N_\Lambda}^T}{\partial D_{mn}} \right],
$$
(3.16)
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where \( \Gamma_i = \frac{1}{\|A_i\|_2} - \frac{\tilde{A}_i^\top \tilde{A}_i}{\|A_i\|_2^2}, \ i = 1, \ldots, N_A \). By vectorizing Eq. (3.16), we have

\[
vec \left( \frac{\partial X^\top \hat{D}}{\partial D_{mn}} - \hat{A}^\top \frac{\partial \hat{D}^\top \hat{D}}{\partial D_{mn}} - \frac{\partial \hat{A}^\top}{\partial D_{mn}} \hat{D}^\top \hat{D} \right) = \lambda \cdot \Gamma vec \left( \frac{\partial \hat{A}^\top}{\partial D_{mn}} \right), \quad (3.17)
\]

where \( \Gamma = \Gamma_1 \oplus \cdots \oplus \Gamma_{N_A} \). From Eq. (3.17), we reach the vectorization form of the derivative of \( \hat{A} \) with respect to \( D_{mn} \), given as

\[
vec \left( \frac{\partial \hat{A}^\top}{\partial D_{mn}} \right) = \left( \hat{D}^\top \hat{D} \otimes I_P + \lambda \Gamma \right)^{-1} vec \left( \hat{A}^\top \frac{\partial \hat{D}^\top \hat{D}}{\partial D_{mn}} + \frac{\partial X^\top \hat{D}}{\partial D_{mn}} \right). \quad (3.18)
\]

Now we can update the dictionary element-wise using Eq. (3.18). In order to reach a more concise form for updating the dictionary, we perform algebraic transformations on Eq. (3.13) and Eq. (3.18), which are illustrated in Appendix 8.1. We illustrate the overall optimization for TDDL-JS in Algorithm 1. It should be noted that in the Algorithm 1, we define \( \hat{A} = [0, \ldots, \alpha_c, \ldots, 0] \in \mathbb{R}^{N \times P} \) and \( \hat{Y} = [0, \ldots, y, \ldots, 0] \in \mathbb{R}^{K \times P} \).

### 3.4 Task-driven Dictionary Learning with Laplacian Sparsity Prior

The joint sparsity prior is a relatively stringent constraint on the sparse codes since it assumes that all the neighboring pixels have the same support as the center pixel. The
assumption of the joint sparsity prior can easily be violated on non-homogeneous regions, such as a region that contains pixels from different classes. This makes choosing a proper neighborhood window size a difficult problem. When the window size is too large, the sparse codes of the non-homogeneous regions within the window are indiscriminative. On the other hand, the sparse codes are not stable if the window size is chosen to be too small. Ideally, we hope that the performance is insensitive to both the choice of the window size and the topology of the image. To achieve this requirement, we propose to enforce the Laplacian sparsity (LP) prior (TDDL-LP) on the TDDL, where the degree of similarity between neighboring pixels can be utilized to push the sparse codes of the neighboring pixels that belong to the same class to be similar, instead of enforcing all the neighboring pixels to have a similar sparse codes blindly. The corresponding Lasso problem can be stated as follows

$$A = \arg \min_Z \|X - DZ\|_2^2 + \lambda \|Z\|_1 + \gamma \sum_{i,j} c_{ij} \|Z^i - Z^j\|_2^2,$$  \hspace{1cm} (3.19)\)

where \(Z^i\) and \(Z^j\) denote the \(i^{th}\) and \(j^{th}\) columns of \(Z\). \(c_{ij}\) is a weight whose value is proportional to the spectral similarity of \(X^i\) and \(X^j\), which are the \(i^{th}\) and \(j^{th}\) columns of \(X\). \(\gamma\) is a regularization parameter.

The Laplacian sparse recovery described by Eq. (3.19) in [42] is able to discriminate pixels from different classes by defining an appropriate weighting matrix \(C = [c_{ij}] \in \mathbb{R}^{P \times P}\). Additionally, it enforces both the support and the magnitude of sparse coefficients of similar spectral pixels to be similar, whereas the joint sparsity prior enforces sparse
coefficients of all the pixels within the neighborhood window to have the same support.

Eq. (3.19) can be reformulated as

$$\mathbf{A} = \arg \min_{\mathbf{Z}} \| \mathbf{X} - \mathbf{DZ} \|_2^2 + \lambda \| \mathbf{Z} \|_1 + \gamma tr(\mathbf{ZLZ}^\top),$$

(3.20)

where \( \mathbf{L} = \mathbf{B} - \mathbf{C} \in \mathbb{R}^{P \times P} \) is the Laplacian matrix \([69]\). \( \mathbf{B} = [b_{ij}] \in \mathbb{R}^{P \times P} \) is a diagonal matrix such that \( b_{ii} = \sum_j c_{ij} \).

In this chapter, we adopt the method of Sparse Reconstruction by Separable Approximation (SpaRSA) \([25, 52]\) to solve the Laplacian sparse coding problem.

### 3.4.1 Sparse Recovery Algorithm

A modified feature sign search \([42]\) is capable of solving the optimization problem (3.20). It uses coordinate descent to update each column of \( \mathbf{A} \) iteratively. Although it gives plausible performance for the SRC-based HSI classification \([25]\), it demands a high computational cost. The SpaRSA-based method can achieve a similar optimal solution of Eq. (3.20) while being less computational burdensome. Despite the fact that our previous work \([25]\) has shown that the performance of the SRC-based approach for HSI classification can be largely influenced by the choice of specific optimization technique, we found that such influence is reasonably small when employing the dictionary-learning-based approach. Therefore, we use a SpaRSA-based method to solve the sparse recovery for the Laplacian sparsity prior. Although, SpaRSA is originally designed to solve the optimiza-
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In the single-signal case, it can be easily extended to tackle the problem with multiple signals, such as the collaborative hierarchical Lasso (C-Hilasso) [46].

SpaRSA is able to solve optimization problems that have the following form

$$\min_{A \in \mathbb{R}^{N \times P}} f(A) + \lambda \psi(A),$$  \hspace{1cm} (3.21)

where $f: \mathbb{R}^{N \times P} \to \mathbb{R}$ is a convex and smooth function, $\psi: \mathbb{R}^{N \times P} \to \mathbb{R}$ is a separable regularizer and $\lambda$ is the regularization parameter. In the particular case of the Laplacian sparse recovery, the regularizer $\psi$ is chosen to be the $\ell_1$-norm, i.e. $\psi(A) = \|A\|_1$, and the convex function $f$ is set as

$$f(A) = \|X - DA\|_F^2 + \gamma \text{tr}(ALA^\top).$$  \hspace{1cm} (3.22)

In order to search the optimal solution of Eq. (3.21), SpaRSA generates a sequence of iterations $A^{(t)}$, $t = 1, 2, \ldots$, by solving the following subproblem

$$A^{(t+1)} \in \arg \min_{Z \in \mathbb{R}^{N \times P}} \left( Z - A^{(t)} \right)^\top \nabla f(A^{(t)}) + \frac{\eta^{(t)}}{2}\|Z - A^{(t)}\|_F^2 + \gamma \psi(Z),$$  \hspace{1cm} (3.23)

where $\eta^{(t)} > 0$ is a nonnegative scalar such that $\eta^{(t)} = \mu \eta^{(t-1)}$ and $\mu > 1$. The Eq. (3.23) can be simplified into the following form by eliminating the terms independent of $Z$

$$\min_{Z \in \mathbb{R}^{N \times P}} \frac{1}{2}\|Z - U^{(t)}\|_F^2 + \frac{\gamma}{\eta^{(t)}} \psi(Z),$$  \hspace{1cm} (3.24)

where $U^{(t)} = A^{(t)} - \frac{1}{\eta^{(t)}} \nabla f(A^{(t)})$. The optimization problem in Eq. (3.24) is separable.
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Algorithm 2 Sparse recovery for Laplacian sparsity prior using SpaRSA

Require: Dictionary D, constants $\eta_0 > 0$, $0 < \eta_{\text{min}} < \eta_{\text{max}} < \eta_0$, $\mu > 1$

1: Set $t = 0$ and $A^{(0)} = 0$
2: repeat
3: choose $\eta(t) \in [\eta_{\text{min}}, \eta_{\text{max}}]$;
4: compute $U^{(t)} \leftarrow A^{(t)} - \frac{1}{\eta(t)} \nabla f(A^{(t)})$;
5: repeat
6: $A^{(t)} \leftarrow S_{\frac{1}{\eta(t)}} (U^{(t)})$;
7: $\eta(t) \leftarrow \mu \eta(t)$;
8: until stopping criterion is satisfied
9: $t \leftarrow t + 1$.
10: until stopping criterion is satisfied
11: return The optimal sparse coefficients $A^\ast$.

element-wise, which can be reformulated into

$$
\min_{A_{ij}} \frac{1}{2} (z_{ij} - u_{ij}^{(t)})^2 + \frac{\lambda}{\eta(t)} \psi_{ij}(Z), \forall i = 1, \ldots, N \text{ and } j = 1, \ldots, P. \quad (3.25)
$$

The problem in Eq. (3.25) has a unique solution and can be solved by the well-known soft thresholding operator $S(\cdot)$

$$
z_{ij}^\ast = S_{\frac{1}{\eta(t)}} (u_{ij}^{(t)}) = \text{sign}(u_{ij}^{(t)}) \max\{0, |u_{ij}| - \frac{\lambda}{\eta(t)}\}. \quad (3.26)
$$

Comparing with the algorithm proposed in [42], which is based on the coordinate descent, Laplacian sparse recovery using SpaRSA is more computationally efficient since it is able to cheaply search for a better descent direction $\nabla f(A)$. The corresponding optimization is stated in Algorithm 2.
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3.4.2 Dictionary Updating Rule

In order to adjust the dictionary, we now follow Eq. (3.13) to derive $\frac{\partial A}{\partial D}$ using the fixed point differentiation. Applying differentiation on Eq. (3.19) on the fixed point $\hat{A}$

$$\frac{\partial}{\partial A} \left[ \frac{1}{2} \| X - DA \|_F^2 + \gamma \text{tr} (ALA^T) \right]_{A=\hat{A}} = -\lambda \frac{\partial \| A \|_1}{\partial A} \bigg|_{A=\hat{A}}. \quad (3.27)$$

In the following part, we omit the fixed point notation. By computing the derivation and then applying the vectorization on Eq. (3.27), we have

$$\text{vec} \left( D^\top (X - DA) - \gamma AL \right) = \lambda \cdot \text{vec} \left( \text{sign} (A) \right). \quad (3.28)$$

The differentiation $\frac{\partial \text{vec} (\text{sign}(A))}{\partial D_{mn}}$ is not well defined on zero points of $\text{vec} (\text{sign} (A))$. Similar as in TDDL-JS, we set the $i$th element $\frac{\partial \text{vec} (\text{sign}(A))}{\partial D_{mn}} = 0$ when $\text{vec} (\text{sign} (A))_i = 0$. Denote the $\Lambda$ as the index set of nonzero elements of $\text{vec} (\text{sign} (A))$. Compute the derivative of Eq. (3.28) with respect to $D_{mn}$

$$\frac{\partial \left\{ \text{vec} \left( D^\top (X - DA) - \gamma AL \right) \right\}_\Lambda}{\partial D_{mn}} = 0, \quad (3.29)$$

which leads to

$$\text{vec} \left( \frac{\partial D^\top D}{\partial D_{mn}} A - \frac{\partial D^\top X}{\partial D_{mn}} + D^\top D \frac{\partial A}{\partial D_{mn}} + \gamma \frac{\partial A}{\partial D_{mn}} L \right)_\Lambda = 0. \quad (3.30)$$
Algorithm 3 Stochastic gradient descent algorithm for task-driven dictionary learning with Laplacian sparsity prior

Require: Initial dictionary $D$ and classifier $W$. Parameter $\lambda$, $\rho$ and $t_0$.

1: for $t = 1$ to $T$ do
2: Draw one sample $(X, y_c)$ from training set.
3: Find sparse code $A$ according to Eq. (3.10).
4: Find the active set $\Lambda$
   \[ \Lambda \leftarrow \{ i : vec(A)_i \neq 0, i \in \{1, \ldots, NP\} \}, \]
   where $vec(A)_i$ is the $i$th element of $vec(A)$.
5: Let $\beta \in \mathbb{R}^{N \times P}$. Set $vec(\beta)_{\Lambda^c} = 0$ and compute $vec(\beta)_{\Lambda}$
   \[ vec(\beta)_{\Lambda} = \left( I_P \otimes D^T D + \gamma L \otimes I_N \right)^{-1}_{\Lambda, \Lambda} vec(W^T (W \hat{A} - \hat{Y}))_{\Lambda}, \]
   and $\otimes$ denotes the Kronecker product.
6: Choose the learning rate $\rho_t \leftarrow \min(\rho, \rho_0^{\frac{t}{T}})$.
7: Update the parameters by gradient projection step
   \[ W \leftarrow W - \rho_t ((W \alpha_c - y) \alpha_c^T + \mu W), \]
   \[ D \leftarrow D - \rho_t (-D \beta \hat{A}^T + (X - DA) \beta^T), \]
   and normalize every column of $D^{(t+1)}$ with respect to $\ell_2$-norm.
8: end for
9: return $D$ and $W$.

Now we reach the desired gradient
\[ vec \left( \frac{\partial A}{\partial D_{mn}} \right)_{\Lambda} = \left( I_P \otimes D^T D + \gamma L \otimes I_N \right)^{-1}_{\Lambda, \Lambda} vec \left( \frac{\partial D^T D}{\partial D_{mn}} \hat{A} + \frac{\partial D^T X}{\partial D_{mn}} \right)_{\Lambda}. \] (3.31)

By applying algebraic simplification to Eq. (3.31), which is shown in Appendix 8.1, we reach the optimization for TDDL-LP as stated in the Algorithm 3. It should be noted that $\hat{A}$ and $\hat{Y}$ have the same definitions as those in Algorithm 1.
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3.5 Experimental Verification

3.5.1 Datasets and Dictionary Generation

Cross-validation to obtain the optimal values for all parameters, including $\lambda, \epsilon, \gamma$ (sparse coding regularization parameters), $\mu$ (regularization parameter for the classifier), $\rho_0$ (initial step size), $N$ (dictionary size) and $P$ (number of neighboring pixels), would introduce significant computational cost. Instead, we search for the optimal values for the above parameters according to the following procedure.

- The candidate dictionary sizes are from 5 to 10 atoms per class. The choice of dictionary size depends on the classification performance and computational cost. In our experiment, we set the dictionary size to be 5 atoms per class.

- Searching for the optimal window size and the regularization parameters would be cumbersome. Empirically, we found that the optimal regularization parameters are less likely to be affected by the choice of the window size. Therefore, for each image, we fix the window size to be $3 \times 3$ in order to save computational resource during the search of the optimal regularization parameters. Candidate regularization parameters are $\{10^{-3}, 10^{-2}, 10^{-1}\}$.

- The possible candidate window sizes are $3 \times 3, 5 \times 5, 7 \times 7$ and $9 \times 9$. We search for the optimal window size for each image after finding the optimal regularization parameters.
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Table 3.1: Parameters used for dictionary learning on the Indian Pine image

<table>
<thead>
<tr>
<th>Structured Priors</th>
<th>$\lambda$</th>
<th>$\gamma$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_1$</td>
<td>$10^{-2}$</td>
<td>-</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>JS</td>
<td>$10^{-2}$</td>
<td>-</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>LP</td>
<td>$10^{-2}$</td>
<td>$10^{-3}$</td>
<td>$10^{-1}$</td>
</tr>
</tbody>
</table>

Figure 3.1: (a) Training sets and (b) test sets of the Indian Pine image.

Computing the gradient for a single training sample at each iteration of Algorithm 1 or 3 will make the algorithm converge very slowly. Therefore, following the previous work [58, 59], we implement the two proposed algorithms with the mini-batch method, where the gradients of multiple training samples are computed in each iteration. For the unsupervised learning methods, the batch size is set to 200. For the supervised learning methods, the batch size is set to 100 and $t_0 = T/10$. We search the optimal regularization parameters for each image and found that their optimal values are coincidentally the same. The reason could be due to our choice of a large interval for the search grid. The regularization parameters used in our chapter are shown in Table 3.1. We set $\mu = 10^{-4}$. As a standard procedure, we evaluate the classification performance on HSI image using the overall accuracy (OA), average accuracy (AA) and kappa coefficient ($\kappa$). The classification methods
that are tested and compared are SVM, SRC, SRC with joint sparsity prior (SRC-JS), SRC with Laplacian sparsity prior (SRC-LP), unsupervised dictionary learning (ODL), unsupervised dictionary learning with joint or Laplacian sparsity prior (ODL-JS, ODL-LP), TDDL, TDDL-JS and TDDL-LP. During the testing stage, all training pixels are excluded from the HSI image, which means there may be some 'holes' (training pixels deleted) inside a neighborhood window. This is reasonable since we do not want the classification results to be affected by the spatial distribution of the labelled samples. We use SPAMS toolbox [70] to perform the joint sparse recovery via the Fast Iterative Shrinkage-Thresholding Algorithm [68]. The sparse recovery for SRC-based methods are performed via the Alternating Direction Method of Multipliers [67]. The modified SpaRSA shown in Algorithm 2 is used to solve the Laplacian sparse recovery problem.

For the unsupervised dictionary learning methods, the dictionary is initialized by randomly choosing a subset of the training pixels from each class and updated using the online dictionary learning (ODL) procedure in [58]. The classifier’s parameter are then obtained by using a multi-class linear regression. For the supervised dictionary learning methods, the dictionary and classifier’s parameter are initialized by the training results of ODL for the unsupervised method.
Table 3.2: Number of training and test samples for the Indian Pine image

<table>
<thead>
<tr>
<th>Class #</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alfalfa</td>
<td>6</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>Corn-notill</td>
<td>137</td>
<td>1297</td>
</tr>
<tr>
<td>3</td>
<td>Corn-min</td>
<td>80</td>
<td>754</td>
</tr>
<tr>
<td>4</td>
<td>Corn</td>
<td>23</td>
<td>211</td>
</tr>
<tr>
<td>5</td>
<td>Grass/Pasture</td>
<td>48</td>
<td>449</td>
</tr>
<tr>
<td>6</td>
<td>Grass/Trees</td>
<td>72</td>
<td>675</td>
</tr>
<tr>
<td>7</td>
<td>Grass/Pasture-mowed</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>Hay-windrowed</td>
<td>47</td>
<td>442</td>
</tr>
<tr>
<td>9</td>
<td>Oats</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>Soybeans-notill</td>
<td>93</td>
<td>875</td>
</tr>
<tr>
<td>11</td>
<td>Soybeans-min</td>
<td>235</td>
<td>2233</td>
</tr>
<tr>
<td>12</td>
<td>Soybean-clean</td>
<td>59</td>
<td>555</td>
</tr>
<tr>
<td>13</td>
<td>Wheat</td>
<td>21</td>
<td>191</td>
</tr>
<tr>
<td>14</td>
<td>Woods</td>
<td>124</td>
<td>1170</td>
</tr>
<tr>
<td>15</td>
<td>Building-Grass-Trees-Drives</td>
<td>37</td>
<td>343</td>
</tr>
<tr>
<td>16</td>
<td>Stone-steel Towers</td>
<td>10</td>
<td>85</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>997</td>
<td>9369</td>
</tr>
</tbody>
</table>

Figure 3.2: The result with different dictionary sizes for the Indian Pine image.
CHAPTER 3. SPARSE CODING WITH TASK-DRIVEN DICTIONARY LEARNING AND STRUCTURED SPARSITY PRIORS

Figure 3.3: The effect of different window sizes for the Indian Pine image. The dictionary size is fixed at five atoms per class.
Figure 3.4: Classification map of the Indian Pine image obtained by (a) SVM, (b) SRC, (c) SRC-JS, (d) SRC-LP, (e) ODL, (f) ODL-JS, (g) ODL-LP, (h) TDDL, (i) TDDL-JS and (j) TDDL-LP.
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Table 3.3: Classification accuracy (%) for the Indian Pine image

<table>
<thead>
<tr>
<th>Class</th>
<th>SVM</th>
<th>SRC</th>
<th>SRC-JS</th>
<th>SRC-LP</th>
<th>ODL</th>
<th>ODL-JS</th>
<th>ODL-LP</th>
<th>TDDL</th>
<th>TDDL-JS</th>
<th>TDDL-LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77.08</td>
<td>68.75</td>
<td>79.17</td>
<td>82.42</td>
<td>75.00</td>
<td>97.92</td>
<td>70.83</td>
<td>50.00</td>
<td>35.42</td>
<td>56.25</td>
</tr>
<tr>
<td>2</td>
<td>84.96</td>
<td>58.84</td>
<td>81.94</td>
<td>81.34</td>
<td>59.69</td>
<td>91.24</td>
<td>94.26</td>
<td>84.03</td>
<td>94.57</td>
<td>93.95</td>
</tr>
<tr>
<td>3</td>
<td>62.67</td>
<td>24.40</td>
<td>56.67</td>
<td>47.35</td>
<td>62.93</td>
<td>81.20</td>
<td>49.76</td>
<td>84.40</td>
<td>69.73</td>
<td>84.13</td>
</tr>
<tr>
<td>4</td>
<td>8.57</td>
<td>49.52</td>
<td>27.62</td>
<td>49.76</td>
<td>23.81</td>
<td>47.62</td>
<td>61.90</td>
<td>14.76</td>
<td>79.05</td>
<td>46.19</td>
</tr>
<tr>
<td>5</td>
<td>77.18</td>
<td>81.88</td>
<td>85.46</td>
<td>83.96</td>
<td>82.55</td>
<td>93.29</td>
<td>92.62</td>
<td>89.04</td>
<td>90.16</td>
<td>90.83</td>
</tr>
<tr>
<td>6</td>
<td>91.82</td>
<td>96.88</td>
<td>98.36</td>
<td>97.48</td>
<td>88.24</td>
<td>99.55</td>
<td>98.66</td>
<td>99.55</td>
<td>98.96</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>13.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.35</td>
<td>17.39</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>95.65</td>
</tr>
<tr>
<td>8</td>
<td>96.59</td>
<td>96.59</td>
<td>100.00</td>
<td>99.55</td>
<td>96.36</td>
<td>99.32</td>
<td>99.09</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>5.56</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>71.30</td>
<td>24.00</td>
<td>18.94</td>
<td>31.89</td>
<td>67.51</td>
<td>77.73</td>
<td>91.04</td>
<td>72.90</td>
<td>90.13</td>
<td>94.03</td>
</tr>
<tr>
<td>11</td>
<td>35.25</td>
<td>96.22</td>
<td>91.63</td>
<td>94.58</td>
<td>67.94</td>
<td>88.25</td>
<td>94.10</td>
<td>85.46</td>
<td>96.22</td>
<td>97.37</td>
</tr>
<tr>
<td>12</td>
<td>42.39</td>
<td>32.97</td>
<td>45.29</td>
<td>64.68</td>
<td>80.62</td>
<td>88.59</td>
<td>83.15</td>
<td>59.06</td>
<td>86.78</td>
<td>95.47</td>
</tr>
<tr>
<td>13</td>
<td>91.05</td>
<td>98.95</td>
<td>99.47</td>
<td>99.48</td>
<td>95.79</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>94.85</td>
<td>98.97</td>
<td>98.97</td>
<td>99.49</td>
<td>87.20</td>
<td>97.77</td>
<td>99.14</td>
<td>98.11</td>
<td>99.40</td>
<td>99.40</td>
</tr>
<tr>
<td>15</td>
<td>30.70</td>
<td>49.71</td>
<td>55.85</td>
<td>63.84</td>
<td>32.16</td>
<td>70.76</td>
<td>67.84</td>
<td>47.66</td>
<td>77.78</td>
<td>82.75</td>
</tr>
<tr>
<td>16</td>
<td>27.06</td>
<td>88.24</td>
<td>95.29</td>
<td>97.65</td>
<td>69.41</td>
<td>96.47</td>
<td>85.88</td>
<td>92.94</td>
<td>91.76</td>
<td>98.82</td>
</tr>
<tr>
<td>OA [%]</td>
<td>64.94</td>
<td>71.17</td>
<td>76.41</td>
<td>79.40</td>
<td>71.04</td>
<td>88.36</td>
<td>91.39</td>
<td>81.43</td>
<td>92.65</td>
<td>94.20</td>
</tr>
<tr>
<td>AA [%]</td>
<td>56.53</td>
<td>60.72</td>
<td>64.67</td>
<td>64.67</td>
<td>62.10</td>
<td>77.94</td>
<td>82.18</td>
<td>66.43</td>
<td>76.56</td>
<td>83.86</td>
</tr>
<tr>
<td>κ</td>
<td>0.647</td>
<td>0.695</td>
<td>0.737</td>
<td>0.712</td>
<td>0.691</td>
<td>0.851</td>
<td>0.907</td>
<td>0.8087</td>
<td>0.924</td>
<td>0.940</td>
</tr>
</tbody>
</table>

3.5.2 Performance on AVIRIS Indian Pine Dataset

We first perform HSI classification on the Indian Pine image, which is generated by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS). Every pixel of the Indian Pine consists of 220 bands ranging from 0.2 to 2.4 µm, of which 20 water absorption bands are removed before classification. The spatial dimension of this image is 145 × 145. The image contains 16 ground-truth classes, most of which are crops, as shown in Table 3.2. We randomly choose 997 pixels (10.64% of all the interested pixels) as the training set and the rest of the interested pixels for testing.

The total iterations of unsupervised and supervised dictionary learning methods are set to 15 and 200 respectively for this image. The classification results with varying dictionary size \(N\) are shown in Fig. 3.2. In most cases, the classification performance increases with the increment in the dictionary size. All methods attain their highest OA when the
dictionary size is 10 atoms per class. The OA of ODL-JS, ODL-LP, TDDL-JS and TDDL-LP do not change much when the dictionary size increase from 5 to 10 atoms per class. Therefore, it is reasonable to set the dictionary size to be 5 atoms per class by taking computational cost into account. Fig. 3.2 also suggests that a plausible performance can be obtained even when the dictionary is very small and not over-complete. The classification performance with respect to the window size is demonstrated in Fig. 3.3. Using a window size of $5 \times 5$, ODL-JS and TDDL-JS achieves the highest OA of 88.36% and 92.65%, respectively. When the window size is set to $7 \times 7$, the ODL-LP and TDDL-LP reach their highest OA = 91.39% and OA = 94.20%, respectively. ODL-JS and TDDL-JS reach better performance when the window size is not larger than $5 \times 5$. The TDDL-LP outperforms all other methods when the window size is $7 \times 7$ or larger. Since a larger window size has more chances to include non-homogeneous regions, it verifies our argument that the Laplacian sparsity prior works better for classifying pixels lying in the non-homogeneous regions.

Table 3.4: Number of training and test samples for the University of Pavia image

<table>
<thead>
<tr>
<th>Class #</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Asphalt</td>
<td>548</td>
<td>6304</td>
</tr>
<tr>
<td>2</td>
<td>Meadows</td>
<td>540</td>
<td>18146</td>
</tr>
<tr>
<td>3</td>
<td>Gravel</td>
<td>392</td>
<td>1815</td>
</tr>
<tr>
<td>4</td>
<td>Trees</td>
<td>524</td>
<td>2912</td>
</tr>
<tr>
<td>5</td>
<td>Metal sheets</td>
<td>265</td>
<td>1113</td>
</tr>
<tr>
<td>6</td>
<td>Bare soil</td>
<td>532</td>
<td>4572</td>
</tr>
<tr>
<td>7</td>
<td>Bitumen</td>
<td>375</td>
<td>981</td>
</tr>
<tr>
<td>8</td>
<td>Bricks</td>
<td>514</td>
<td>3364</td>
</tr>
<tr>
<td>9</td>
<td>Shadows</td>
<td>231</td>
<td>795</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>3921</td>
<td>40002</td>
</tr>
</tbody>
</table>
Figure 3.5: (a) Training sets and (b) test sets of the University of Pavia image.

displayed in Fig. 3.4. The OA of ODL-LP reaches 91.39%, which is more than 20% higher than that of ODL and 3% higher than that of ODL-JS. The TDDL-LP has the highest classification accuracy for most classes. Most methods have 0% accuracy for class 9 since there are too few training samples in this class. The overall performance of TDDL-JS and TDDL-LP have at least 13% improvement over the other conventional dictionary learning techniques. TDDL-LP significantly outperforms other methods on the classes that occupy small regions in the image. The class 7 (Grass/Pasture-mowed), lying in a non-homogeneous region, has only 3 training samples and 23 test samples. The TDDL-LP is capable of correctly classify 95.65% test samples while the second highest accuracy is only 17.39%. We notice that the AA of both ODL-LP (82.18%) and TDDL-LP (83.86%) are at least 4% higher than that of the other methods. This also suggests that the Laplacian-
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sparsity-enforced dictionary learning methods work better on non-homogeneous regions, since the AA can only attain high value when both the most regions reach high accuracy.
Figure 3.6: Classification map of the University of Pavia image obtained by (a) SVM, (b) SRC, (c) SRC-JS, (d) SRC-LP, (e) ODL, (f) ODL-JS, (g) ODL-LP, (h) TDDL, (i) TDDL-JS and (j) TDDL-LP.
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Table 3.5: Classification accuracy (%) for the University of Pavia image

<table>
<thead>
<tr>
<th>Dictionary Size</th>
<th>SVM</th>
<th>SRC</th>
<th>SRC-JS</th>
<th>SRC-LP</th>
<th>ODL</th>
<th>ODL-JS</th>
<th>ODL-LP</th>
<th>TDDL</th>
<th>TDDL-JS</th>
<th>TDDL-LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>84.55</td>
<td>57.11</td>
<td>77.04</td>
<td>95.08</td>
<td>39.16</td>
<td>86.64</td>
<td>79.38</td>
<td>74.60</td>
<td>79.27</td>
<td>87.77</td>
</tr>
<tr>
<td>2</td>
<td>82.45</td>
<td>58.22</td>
<td>67.98</td>
<td>66.70</td>
<td>66.37</td>
<td>56.48</td>
<td>75.89</td>
<td>51.27</td>
<td>86.85</td>
<td>78.89</td>
</tr>
<tr>
<td>3</td>
<td>77.08</td>
<td>57.33</td>
<td>44.32</td>
<td>77.55</td>
<td>65.40</td>
<td>80.72</td>
<td>62.42</td>
<td>77.19</td>
<td>71.13</td>
<td>78.79</td>
</tr>
<tr>
<td>4</td>
<td>94.19</td>
<td>95.94</td>
<td>95.13</td>
<td>95.19</td>
<td>78.67</td>
<td>99.04</td>
<td>96.91</td>
<td>98.08</td>
<td>98.87</td>
<td>98.21</td>
</tr>
<tr>
<td>5</td>
<td>99.01</td>
<td>100.00</td>
<td>99.85</td>
<td>100.00</td>
<td>99.91</td>
<td>100.00</td>
<td>99.91</td>
<td>99.91</td>
<td>99.91</td>
<td>99.91</td>
</tr>
<tr>
<td>6</td>
<td>23.55</td>
<td>89.60</td>
<td>88.31</td>
<td>96.60</td>
<td>64.94</td>
<td>96.89</td>
<td>72.13</td>
<td>90.07</td>
<td>68.74</td>
<td>91.64</td>
</tr>
<tr>
<td>7</td>
<td>2.06</td>
<td>83.27</td>
<td>96.59</td>
<td>96.59</td>
<td>91.64</td>
<td>91.23</td>
<td>84.10</td>
<td>86.14</td>
<td>68.09</td>
<td>93.17</td>
</tr>
<tr>
<td>8</td>
<td>33.89</td>
<td>48.65</td>
<td>65.20</td>
<td>67.36</td>
<td>67.36</td>
<td>90.81</td>
<td>75.98</td>
<td>78.00</td>
<td>95.54</td>
<td>94.20</td>
</tr>
<tr>
<td>9</td>
<td>53.05</td>
<td>93.69</td>
<td>99.59</td>
<td>99.59</td>
<td>71.07</td>
<td>98.37</td>
<td>93.46</td>
<td>95.72</td>
<td>91.82</td>
<td>95.09</td>
</tr>
<tr>
<td>OA [%]</td>
<td>69.84</td>
<td>66.51</td>
<td>74.05</td>
<td>80.82</td>
<td>64.57</td>
<td>75.83</td>
<td>78.15</td>
<td>69.30</td>
<td>84.48</td>
<td>85.70</td>
</tr>
<tr>
<td>AA [%]</td>
<td>61.09</td>
<td>75.98</td>
<td>80.06</td>
<td>88.80</td>
<td>71.66</td>
<td>88.91</td>
<td>82.23</td>
<td>83.44</td>
<td>84.47</td>
<td>90.85</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.569</td>
<td>0.628</td>
<td>0.681</td>
<td>0.758</td>
<td>0.549</td>
<td>0.731</td>
<td>0.747</td>
<td>0.662</td>
<td>0.817</td>
<td>0.835</td>
</tr>
</tbody>
</table>

3.5.3 Performance on ROSIS Pavia Urban Dataset

The last two images to be tested are the University of Pavia and the Center of Pavia, which are urban images acquired by the Reflective Optics System Imaging Spectrometer (ROSIS). It generates 115 spectral bands ranging from 0.43 to 0.86 µm.

The University of Pavia image contains 610 × 340 pixels. 12 noisiest bands out of all 115 bands are removed. There are nine ground-truth classes of interests as shown in Table 3.4. For this image, the training samples were manually labelled by an analyst. The total number of training and testing samples is 3,921 (10.64% of all the interested pixels) and 40,002 respectively. The training and testing map are visually displayed in Fig. 3.5.

For the University of Pavia, we set the total iterations of unsupervised and supervised dictionary learning methods to be 30 and 200 respectively. The window size is set to 5 × 5 for all joint or Laplacian sparse regularized methods to obtain the highest OA. The ODL-LP is able to reach a performance of 78.15% for OA, which is more than 14% higher than that of ODL. The ODL-JS also significantly improves the OA, which is more than 11% higher than that of ODL. TDDL-LP has the highest OA = 85.70%, which indicates that it
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Table 3.6: Number of training and test samples for the Center of Pavia image

<table>
<thead>
<tr>
<th>Class #</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Water</td>
<td>745</td>
<td>64533</td>
</tr>
<tr>
<td>2</td>
<td>Trees</td>
<td>785</td>
<td>5722</td>
</tr>
<tr>
<td>3</td>
<td>Meadows</td>
<td>797</td>
<td>2094</td>
</tr>
<tr>
<td>4</td>
<td>Bricks</td>
<td>485</td>
<td>1667</td>
</tr>
<tr>
<td>5</td>
<td>Soil</td>
<td>820</td>
<td>5729</td>
</tr>
<tr>
<td>6</td>
<td>Asphalt</td>
<td>678</td>
<td>6847</td>
</tr>
<tr>
<td>7</td>
<td>Bitumen</td>
<td>808</td>
<td>6479</td>
</tr>
<tr>
<td>8</td>
<td>Tile</td>
<td>223</td>
<td>2899</td>
</tr>
<tr>
<td>9</td>
<td>Shadows</td>
<td>195</td>
<td>1970</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5536</td>
<td>97940</td>
</tr>
</tbody>
</table>

outperforms other methods when classify large regions of the image. It also has the highest $\kappa = 0.935$. The best classification accuracy for class 1 (Asphalt), which consists of narrow strips, is obtained by using TDDL-LP (87.77%). Class 2 (Meadows) is composed of large smooth regions, as expected, TDDL-JS gives the highest accuracy (86.85%) for this class. TDDL has large amount of misclassification pixels for class 2. The highest AA (90.85%) is given by TDDL-LP, which confirms that the TDDL-LP is superior to other methods when classify the pixels in non-homogeneous regions.

The third image where we evaluate various approaches is the Center of Pavia, which consists of $1094 \times 492$ pixels. Each pixel has 102 bands after removing 13 noisy bands. This image consists of nine ground-truth classes of interest as shown in Table 3.6 and Fig. 3.7. 5,536 manually labelled pixels are designated as the training samples and the remaining 97,940 interested pixels are used for testing.

Since this image has more labeled samples than the other two images, we set the total iterations of unsupervised and supervised dictionary learning methods to be 75 and 1000
Figure 3.7: (a) Training sets and (b) test sets of the Center of Pavia image.

respectively. The window size is set to $5 \times 5$ for the joint sparse and Laplacian sparse regularized methods. Although the OA of most methods are close, the OA of ODL-JS and ODL-LP are still around 3% higher than that of ODL. The TDDL-LP reach the highest OA = 98.67% over all the other methods. The OA of TDDL-JS (98.01%) is slightly lower than that of the TDDL-LP. We notice that SRC-JS (OA = 98.01%) and SRC-LP (OA=98.36%) also render competitive performance when compared to TDDL-JS and TDDL-LP due to the fact that the raw spectral features of this image is already highly discriminative. TDDL-LP outperforms other methods on almost all classes and works especially well for Class 4 (Bricks), achieving highest accuracy of 97.41%. Except for SRC-LP where the accuracy
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Table 3.7: Classification accuracy (%) for the Center of Pavia image

<table>
<thead>
<tr>
<th>Dictionary Size</th>
<th>(N = 5536)</th>
<th>(N = 45)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
<td>SRC</td>
</tr>
<tr>
<td>1</td>
<td>98.97</td>
<td>99.38</td>
</tr>
<tr>
<td>2</td>
<td>91.09</td>
<td>90.07</td>
</tr>
<tr>
<td>3</td>
<td>96.08</td>
<td>95.42</td>
</tr>
<tr>
<td>4</td>
<td>86.32</td>
<td>79.96</td>
</tr>
<tr>
<td>5</td>
<td>88.57</td>
<td>93.70</td>
</tr>
<tr>
<td>6</td>
<td>95.27</td>
<td>95.62</td>
</tr>
<tr>
<td>7</td>
<td>94.03</td>
<td>93.86</td>
</tr>
<tr>
<td>8</td>
<td>99.83</td>
<td>99.17</td>
</tr>
<tr>
<td>9</td>
<td>85.74</td>
<td>98.58</td>
</tr>
<tr>
<td>OA[%]</td>
<td>95.68</td>
<td>97.57</td>
</tr>
<tr>
<td>AA[%]</td>
<td>93.77</td>
<td>94.00</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>0.923</td>
<td>0.961</td>
</tr>
</tbody>
</table>

is 94.72%, none of others reaches accuracy over 90% for Class 4. Additionally, the AA of TDDL-LP (97.21%) is almost 2% better than that of TDDL-JS (95.68%). These results support our assertion that the Laplacian sparsity prior provides stronger discriminability on nonhomogeneous regions. Performance comparison between the SRC-based and TDDL-based methods have shown that the dictionary size can be drastically decreased by applying supervised dictionary learning while achieving even better performance.

3.6 Summary

In this chapter, we proposed novel a task driven dictionary learning method with joint or Laplacian sparsity prior for HSI classification. The corresponding optimization algorithms are developed using fixed point differentiation, and are further simplified for ease of implementation. We also derived the optimization algorithm for solving the Laplacian sparse recovery problem using SpaRSA, which improves the computational efficiency due to the availability of a more accurate descent direction. The performance and the behavior
of the proposed methods, i.e. TDDL-JS and TDDL-LP, have been extensively studied on the popular hyperspectral images. The results confirm that both TDDL-JS and TDDL-LP give plausible results on smooth homogeneous regions, while TDDL-LP one works better for classifying small narrow regions. Compared to TDDL-JS, TDDL-LP is able to obtain a more stable performance by describing the similarities of neighboring pixels’ sparse codes more delicately. The results also confirm that a significantly better performance can still be achieved when joint or Laplacian prior is imposed by using a very small dictionary. The overall accuracy of our algorithm can be improved by applying kernelization to the proposed approach. This can be achieved by kernelizing the sparse representation [33] and using a composite kernel classifier [71].
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Figure 3.8: Classification map of the Center of Pavia image obtained by (a) SVM, (b) SRC, (c) SRC-JS, (d) SRC-LP, (e) ODL, (f) ODL-JS, (g) ODL-LP, (h) TDDL, (i) TDDL-JS and (j) TDDL-LP.
Chapter 4

Invariant Single Layer Sparse Coding

In this chapter, we show how to enforce invariant property for sparse coding using large displacement optical flow. Although sparse representation-based classifiers have shown outstanding accuracy and robustness in image classification tasks even with the presence of intense noise and occlusion, it has been discovered that the performance degrades significantly either when test image is not aligned with the dictionary atoms or the dictionary atoms themselves are not aligned with each other, in which cases the sparse linear representation assumption fails. In this chapter, having both training and test images misaligned, we introduce a novel sparse coding framework that is able to efficiently adapt the dictionary atoms to the test image via large displacement optical flow. In the proposed algorithm, every dictionary atom is automatically aligned with the input image and the sparse code is then recovered using the adapted dictionary atoms. A corresponding supervised dictionary learning algorithm is also developed for the proposed framework. Experimental results on
digit datasets recognition verify the efficacy and robustness of the proposed algorithm.

## 4.1 Alignment Issue with Sparse Representation

### Classifier

SRC has been found to be highly sensitive to the misalignment of the image dataset: a small amount of image distortion due to translation, rotation, scaling and 3-dimensional pose variations can lead to a significant degradation on the classification performance \cite{72}. One straightforward way to solve the misalignment problem is to register the test image with dictionary atoms before sparse recovery. By assuming the dictionary atoms are registered, Wagner \textit{et al.} \cite{72} parameterize the misalignment of the test image with an affine transformation. These parameters are optimized using generalized Gauss-Newton methods after linearizing the affine transformation constraints. By minimizing the sparse registration error iteratively and sequentially for each class, their framework is able to deal with a large range of variations in translation, scaling, rotation and even 3D pose variations. Due to the adoption of holistic features, sparse coding is more robust and less likely to overfit.

In the case of local feature-based sparse coding, max pooling strategy \cite{73} is often employed over the neighboring coefficients to produce local translation-invariant property. Based on spatial pyramid matching framework, Yang \textit{et. al.} \cite{74} proposed a local sparse coding model with local SIFT features followed by multi-scale max pooling. The results on several large variance datasets achieved plausible performance that can hardly be pur-
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sued by simply applying holistic sparse coding. To improve the discriminability of the sparse codes, their dictionary was trained with supervised learning via backpropagation \[63\]. Classification performance of local feature-based sparse coding has also been evaluated on several large datasets in \[75\], demonstrating a state-of-art performance that is competitive with deep learning \[76, 77\]. Another interesting approach is the convolutional sparse coding \[78\], where the local features are reconstructed by convoluting the local sparse codes using local dictionary. Visualization of its dictionary shows that the dictionary atoms contain more complex features, therefore having more discriminative power.

In this chapter, we present a novel sparse coding framework that is robust to image transformation. In the proposed model, each dictionary atom is constructed in the form of a tensor and is aligned with the test image using the large displacement optical flow concept \[79\]. We show experimentally that the proposed sparse coding framework outperforms most other sparsity-based methods. Specifically, our chapter has the following novelties and contributions: (i) The proposed algorithm does not require the training dataset to be pre-aligned. (ii) Adapting the dictionary to the input test image is highly efficient: requiring only \(O(PT)\) operations for adapting each dictionary atom, where \(T\) is the number of pixels in a searching window and \(P\) is the total number of subatoms to be aligned. (iii) Supervised dictionary learning algorithm is developed for the proposed sparse coding framework.

The remainder of the chapter is organized as follows: We first introduce the proposed sparse coding framework for dealing with dataset misalignment in Section \[4.2.1\]. Next, in Section \[5.3\] we show how to train the dictionary in a supervised manner by solving a
bilevel optimization problem. Finally, in Section 6.4, experimental results demonstrate that
the proposed framework has a state-of-art performance, which is more promising over most
existing sparsity-based methods.
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Figure 4.1: Proposed sparse coding framework: Dictionary tensor atoms \( \{D_n\}_{n=1}^N \) and the test tensor image \( X \) are shown in the lower part of the figure. Searching window of size \( T = 3 \times 3 \) within each tensor atom is colored with purple. Each group of neighboring \( T \) subatoms \( B_{np} \) is matched with the corresponding vector pixel \( x_p \) of the test tensor image, resulting in an aligned subatom. After the matching process, the sparse code for \( x_p \) is recovered using all the aligned subatoms. For illustration purposes, only five dictionary tensor atoms are shown in the figure and the magnitude of the sparse codes are displayed with various intensities in red.
CHAPTER 4. INVARIANT SINGLE LAYER SPARSE CODING

4.2 Large Displacement Optical Flow

4.2.1 Invariant Sparse Coding via Large Displacement Optical Flow

In this section, we first introduce how to construct the dictionary atoms and input images in the form of tensors. We then illustrate how to eliminate the misalignment by dynamically adapt the tensor dictionary atoms to the input tensor image.

In the proposed sparse coding model, as shown in Fig. 5.2, both dictionary atom and input image are represented by image tensors. Each pixel in the tensor image is a vectorized version of a local patch in the original image, referred to as a vector pixel. Denote the $n^{th}$ tensor atom as $D_n = [d_{n1}, \ldots, d_{nP}] \in \mathbb{R}^{M \times P}$ and a given test tensor image as $X = [x_1, \ldots, x_P] \in \mathbb{R}^{M \times P}$, where $d_{np} \in \mathbb{R}^M$ is the $p^{th}$ subatom of the $n^{th}$ tensor atom and $x_p \in \mathbb{R}^M$ is the $p^{th}$ vector pixel of the input image. $M$ is the dimension of vector pixel, $n$ is the dictionary atom index and $P$ is the total number of subatoms in the tensor atom, which is the same number of vector pixels in the test tensor image. The dictionary is denoted as $D = [D_1, \ldots, D_N] \in \mathbb{R}^{M \times NP}$. Given a dictionary with $N$ tensor atoms, a typical sparse recovery problem [18] is formulated as:

$$\hat{\alpha} = \arg \min_{\alpha} \frac{1}{2} \sum_{p=1}^{P} \left| \sum_{n=1}^{N} \alpha_n d_{np} - x_p \right|^2_2 + \lambda \|\alpha\|_1, \tag{4.1}$$

where $\alpha = [\alpha_1, \ldots, \alpha_N]^{\top} \in \mathbb{R}^N$ is the sparse coefficient and $\lambda > 0$ is the regularization parameter.
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parameter. Problem (4.1) is a standard form of $\ell_1$-sparse recovery problem that can be efficiently solved using alternating direction method of multipliers (ADMM) [67].

When images in both the training and test datasets are misaligned, sparse coefficients recovered by solving the problem (4.1) become unreliable, thus resulting in poor classification performance. To alleviate the misalignment problem, we propose to register each tensor atom with the input test image via large displacement optical flow [79]. The notion of optical flow field is used here to describe the displacements of vector pixels within each tensor atom, and the sparse recovery is then performed by using only the best matching subatoms selected from the tensor atoms. The proposed framework is illustrated in Fig. 5.2. Denote $B_{np} \in \mathbb{R}^{M \times T}$ as the $T$ subatoms within the searching window centered at the location $p$ of the $n^{th}$ tensor atom. The recovery of the optical flow and sparse codes can be formally described as follows:

$$
(\hat{\alpha}, \{\hat{c}_{np}\}) = \arg \min_{\alpha, \{c_{np}\}} \frac{1}{2} \sum_{p=1}^{P} \sum_{n=1}^{N} \alpha_n B_{np} c_{np} - x_p \|^{2} + \lambda \|\alpha\|_1,
$$

s.t. \(\|c_{np}\|_0 = 1, \|c_{np}\|_1 = 1, c_{np} \geq 0,\)

$$
\forall n \in [N], p \in [P],
$$

where \(\|c_{np}\|_0 = 1\) is the cardinality constraint and \(c_{np} \in \mathbb{R}^T\) is the sparse index vector that is used to characterize the optical flow field. The constraint in (4.2) suggests that \(c_{np}\) is a binary index vector and only one element is nonzero, which means that it can only select one subatom within the searching window.
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The optimization problem in (4.2) is a mixed-integer problem and NP-hard [80]. Therefore, we propose a heuristic algorithm to find an informative $\alpha$ and the sparse index vectors \( \{c_{np}\}_{n,p=1}^{N,P} \) for all vector pixels. As shown in Fig. (5.2), the optical flow field for each vector pixel is found by searching for the best match between neighboring subatoms and the corresponding input vector pixel. In practice, we found that searching for the best match without involving the sparse code is the key to render plausible performance in both classification accuracy and computational efficiency. Formally, we propose to find a local optimum of problem (4.2) by solving the following optimization problem:

$$\hat{\alpha} = \arg \min_{\alpha} \frac{1}{2} \sum_{p=1}^{P} \left( \sum_{n=1}^{N} \alpha_n B_{np} \hat{c}_{np} - x_p \right)^2 + \lambda \| \alpha \|_1$$

s.t. \( \hat{c}_{np} = \arg \min_{c_{np}} \frac{1}{2} \| B_{np} c_{np} - x_p \|_2^2 \),

$$\| c_{np} \|_0 = 1, \| c_{np} \|_1 = 1, c_{np} \geq 0, \forall n \in [N], p \in [P].$$

(4.3)

In our approach, the sparse coding part of (4.3) is solved by using the alternating direction method of multipliers (ADMM) [67]. One important advantage of the above model is that it is highly computational efficient because it only takes $O(T)$ operations to search for the best match for each vector pixel.
4.2.2 Supervised Dictionary Learning for Invariant Sparse Coding

In order to improve the efficiency of sparse coding and discriminability of the dictionary, we employ the supervised dictionary learning framework [59, 63, 81] to optimize the dictionary and the classifier parameters simultaneously. Formulated as a bilevel optimization problem, the dictionary is updated using back propagation to minimize the classification error. Formally, the supervised dictionary learning problem can be formulated as follows:

$$
\min_{W,D} \mathbb{E}_{y,x} \left[ \ell(y, W\hat{\alpha}(X, \{\hat{c}_{np}(D)\}, D)) + \frac{\mu}{2} ||W||^2_F \right], \quad (4.4)
$$

where $\ell(\cdot)$ is some smooth and convex function that is used to define the classification error and $\mu > 0$ is the regularization parameter used to alleviate the overfitting of the classifier. Due to the triviality of updating classifier parameters, here we only state the update for the dictionary:

$$
D \leftarrow \Pi(D - \rho^t \cdot \partial\ell/\partial D), \quad (4.5)
$$

where $\rho > 0$ is the learning rate, $t$ is the iteration counter and $\Pi$ is the projection that regulate the Frobenius norm of every tensor atom to be one. Similar to [59, 63, 81], (4.4) suggests that the update of both the dictionary and the classifier are driven by reducing classification error. The local optima can be solved by using descent method [62] based on
error backpropagation. The sparse code $\alpha$ is an implicit function of $X$, $\{c_{np}\}$ and $D$. In addition, each optical flow field $c_{np}$ is an implicit function of $D$ and $x_{np}$. Therefore, given an input image $X$ and an optimal sparse code $\hat{\alpha}$, apply the chain rule of differentiation, the direction along which the upper-level cost decreases can be formulated as:

$$\frac{\partial \ell(y, W\alpha)}{\partial D} = \frac{\partial \ell}{\partial \alpha} \frac{\partial \alpha}{\partial D} + \sum_{p=1}^{P} \frac{\partial \ell}{\partial C_p} \frac{\partial C_p}{\partial D}, \quad (4.6)$$

where $C_p = \bigoplus_{n=1}^{N} \tilde{c}_{np} \in \mathbb{R}^{NP \times N}$ and $\bigoplus$ denotes the direct sum. Also, $\tilde{c}_{np} \in \mathbb{R}^{NP}$ is obtained by zero-padding with $c_{np}$, where $(N - 1)P + 1$ to $NP$ elements of $\tilde{c}_{np}$ are from those of $c_{np}$. Due to the binary constraints on $\{c_{np}\}$, every element of the gradient $\partial C_p / \partial D$ equals to zero. On the other hand, the first part of the derivative can be solved by applying fixed point differentiation [66]. Due to the page limitation of the chapter and the triviality for deriving the term $\partial \ell / \partial \alpha$, we only show the final derivation of $\partial \alpha / \partial D$ as follows:

$$\frac{\partial \alpha}{\partial d_{mnp}} = \Theta_{\Lambda,\Lambda}^{-1} \left( \frac{\partial (DC_p)\Lambda^T}{\partial d_{mnp}} x_p - \frac{\partial \Theta_{\Lambda,\Lambda}}{\partial d_{mnp}} \alpha \right), \quad (4.7)$$

where $\Lambda$ is the index set of active atoms of the sparse code $\alpha$. $(DC_p)\Lambda$ is the matrix obtained by collecting the active columns of $DC_p$, $\Theta = \sum_{p=1}^{P} C_p^T D^T DC_p$ and $\Theta_{\Lambda,\Lambda}$ is the submatrix obtained by selecting the active columns and rows of $\Theta$. The matrix $\Theta_{\Lambda,\Lambda}$ is always nonsingular since the total number of measurement $MP$ is always significantly larger than the number of active atoms. Combining (5.11) with (5.15) for each dictionary element, the gradient for updating the dictionary can be achieved. For a large dataset, the
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dictionary and the classifier parameters are updated in an online manner.

4.3 Experimental Verification

In this section, we evaluate the proposed algorithm on hand-written digits datasets including the MNIST and USPS. The sparse coding is performed with a single dictionary and linear SVM is used for classification. For a fair comparison, we only compare with the results that are produced with the same SRC strategy. The dictionary size in our chapter is set to be no larger than those used in other methods. Similar to [63], parameters in our experiments are chosen heuristically. The batch size for updating the dictionary is 512. Initial learning rate $\rho$ is set to 0.001 and $\lambda = 0.01$.

4.3.1 Evaluation on the MNIST Database

MNIST [82] consists of a total number of 70,000 images of digits, of which 60,000 are training set and the rest 10,000 are test set. Each digit is centered and normalized in a $28 \times 28$ field. The dictionary size $N$ is set to be 150 for this database.

We first evaluate the performance of the proposed algorithm under various number of training samples. We follow the same experimental setting as in [83], examining the classification accuracy given the training size $\{300, 1K, 2K, 5K, 10K, 20K, 40K, 60K\}$. The performance is shown in Fig. 4.2 (a). The proposed method significantly outperforms the $\ell_1$ sparse coding-based algorithm (L1SC) [59].
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We then demonstrate the robustness of the proposed method towards various image deformations. Following a similar setting as in [72], we perform the translation along $x$ direction, rotation and scaling separately only on the test samples. We report the classification accuracy with respect to various levels of deformation and compare the performance with L1SC. The experimental results are shown in Fig. 4.2(b)-(d). Performance of our method and L1SC are illustrated in red and blue lines, respectively. The shadow area at the bottom of each figure is the accuracy difference between the two methods. We can see for all three deformations, the proposed method consistently outperforms L1SC. In addition, the hump shape of the shadow area indicates that the proposed method is robust to numerous image deformations.

Finally, the error rate for the MNIST is shown in Table 4.1. Our method reaches the lowest error rate of 1.12%. On MNIST, differences of more than 0.1% are statistically significant [84]. Comparing with the second best algorithm, the proposed method reduces the error rate by 0.12%, exhibiting better generality and dictionary compactness.

4.3.2 Evaluation on the USPS Database

The USPS dataset has 7,291 training and 2,007 test images, where each of them is of size $16 \times 16$. Being compared to MNIST, the USPS dataset has a much larger variance and a smaller training set, which challenges the dictionary generality. For a fair comparison, the dictionary size $N$ is set to be 80. Local patch size is $5 \times 5$ ($M = 25$). Searching window size is $5 \times 5$ ($T = 25$). The performance of various approaches on USPS database are depicted
CHAPTER 4. INVARIANT SINGLE LAYER SPARSE CODING

<table>
<thead>
<tr>
<th>Method</th>
<th>MNIST</th>
<th>USPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBN</td>
<td>1.95 (3 × 10^4)</td>
<td>4.14 (7291)</td>
</tr>
<tr>
<td>ESC [85]</td>
<td>5.16 (150)</td>
<td>6.03 (80)</td>
</tr>
<tr>
<td>Ramirez et al. [24]</td>
<td>1.26 (800)</td>
<td>3.98 (80)</td>
</tr>
<tr>
<td>Deep Belief Network  [76]</td>
<td>1.25 (-)</td>
<td>- (-)</td>
</tr>
<tr>
<td>MMDL [86]</td>
<td>1.24 (150)</td>
<td>- (-)</td>
</tr>
<tr>
<td>Proposed</td>
<td><strong>1.12</strong> (150)</td>
<td><strong>3.43</strong> (80)</td>
</tr>
<tr>
<td>Improvements</td>
<td>9.7%</td>
<td>13.8%</td>
</tr>
</tbody>
</table>

Table 4.1: Error rate (%) on MNIST and USPS datasets. The dictionary size is shown in the parentheses. Improvements over the second best algorithm is shown in the last line.

in Table 4.1, Our algorithm achieves the lowest error rate 3.43% among other supervised learning-based methods. The experimental result validates the efficacy of our proposed algorithm on a dataset with a larger variance.

4.4 Summary

In this chapter, we present a novel sparse coding algorithm that is able to dynamically select the dictionary subatoms to adapt to the misaligned image dataset. In the proposed method, both the dictionary atoms and the input test image are represented by tensors, and each vector pixel in the tensor image is a vectorized local patch. Each tensor atom is aligned with the input tensor image using large displacement optical flow, which is highly computationally efficient. Using the fixed point differentiation, a supervised dictionary learning algorithm is developed for the proposed sparse coding framework, which significantly reduces the required dictionary size.
Figure 4.2: The proposed method demonstrates plausible performance on MNIST digits recognition with a small number of training samples. It also demonstrates robustness towards various image deformations. Classification accuracy of different experimental settings are shown in the above sub-figures: (a) Error rate under various sizes of training samples. (b) Translation along $x$ direction versus classification accuracy. (c) In-plane rotation only. (d) Scale variation only. In (b)-(c), red and blue lines are the results of the proposed method and L1SC, respectively. Gray shadow area at the bottom of each figure is the accuracy difference between the proposed method and L1SC.
Chapter 5

Unsupervised Multilayer Invariant Sparse Coding for Large Dataset

Invariant feature extraction has always been pursued in object recognition algorithms due to its significance in enhancing the classifier generality towards unseen samples. In this chapter, we introduce a novel local feature-based hierarchical framework to produce invariant sparse codes for object recognition. In order to enforce the invariant property for each sample patch (local feature descriptor) in the image, its sparse code is recovered with a dedicated dictionary whose atoms are adaptively chosen from several bags of candidate atoms. The single-layer invariant sparse coding model is naturally extended to a multi-layer hierarchical architecture to further improve the invariance of the sparse codes. We show that the proposed hierarchical sparse coding model is able to generate complex invariant properties with layer-wise unsupervised dictionary learning. Experimental results on the
popular image datasets, including MNIST, CIFAR-10 and STL-10, verify the efficacy and robustness of the proposed algorithm.

5.1 Introduction

Sparse coding has been successfully applied to numerous computer vision tasks. However, when the objects in the images have noticeable variations in illumination, translation, scaling and rotation, these objects are no longer effectively captured by the atoms of the SRC dictionary. In this case, the underlying linear assumption of SRC is violated and its classification performance plunges.

To handle the misalignment problem, Wagner et al. [72] proposed to align the test image with dictionary atoms before performing sparse recovery. Their framework is able to handle a large range of variations in translation, scaling, rotation and even 3D pose variation. Similar methods have also been proposed in [87, 88] to handle the misalignment in face recognition or to perform dynamic scene registration. However, these methods are based on the holistic sparse coding, which is usually intractable when the size of image is large or when the scene is complex with multiple objects of interest. Besides, the performance of these methods are limited by the enormous variabilities in the image database where most of these variations cannot be parameterized into any known transformation group [89].

On the other hand, a patch set-based method in [90] represents each image with numer-
ous centers of patch clusters so that their location information is discarded. Unfortunately, since the local features are usually highly correlated, the recovered sparse codes are usually unstable, resulting in severe overfitting. Numerous works based on collaborative sparse recovery \cite{42, 91} have also been proposed to improve the robustness of the sparse codes.

However, neither the local sparse coding nor the collaborative sparse recovery enforce any invariance. To efficiently embed the invariant property within the sparse coding-based image classifiers, max pooling process is usually employed after the sparse recovery stage, mimicking an architecture similar to the convolutional neural networks (CNN) \cite{92}. Based on the spatial pyramid matching framework, Yang et. al. \cite{20} proposed a local sparse coding model with multi-scale max pooling using local SIFT features. Extracting invariant features via group sparsity has also been proposed in \cite{93}, where each group of dictionary atoms represents complex discriminative features. In a more direct approach for enforcing invariant property, Sohn et. al. \cite{94} explicitly employed linear transformation to handle the image deformation in order to achieve invariance over numerous image transformations. Another interesting approach is convolutional sparse coding \cite{78}, where the local features are reconstructed by convoluting the local sparse codes with a local dictionary. Visualization of their learned dictionary suggests that the dictionary atoms contain more complex features when the sparse coding is locally translation-invariant.

Most of these local feature-based methods achieve invariant property through either bypassing the alignment problem \cite{42, 90, 91} or applying post processing \cite{2, 20, 63}, such as max pooling. Few attempts have been made to simultaneously achieve an inherently invari-
ant sparse code through a sparse recovery method with embedded misalignment compensation. In this chapter, we develop a novel sparse coding framework that is able to produce invariant sparse codes by adaptively constructing a dedicated dictionary for each input sample patch during the sparse recovery stage. Layer-wise unsupervised dictionary learning is also developed for the proposed sparse coding framework. The proposed invariant sparse coding model is formulated in an intuitively similar way as archetypal analysis [95, 96], where each adaptive dictionary acts as archetype patterns. For a given input sample, an adaptive dictionary is constructed from several sub-dictionaries and we refer to each sub-dictionary as a Bag of Atoms (BoA), where each of them is akin to Bag of Words (BoW) [97]. We distinguish BoA from BoW in this chapter since the latter one is usually used directly as a dictionary for sparse recovery in the literature [2, 20] while instead we use a large number of BoAs for constructing an adaptive dictionary, with which the sparse code is recovered. Moreover, the sparse recovery is performed using the collaborative representation so that the invariant property can be enforced with unsupervised dictionary learning and naturally extended to a multi-layer hierarchical architecture. Specifically, our proposed model has the following contributions:

- We propose to construct an adaptive dictionary which is dedicated to each input sample in order to produce inherently invariant sparse code under data variations. Unlike CNN-based sparse coding methods whose invariant features are obtained with max-pooling operations, the invariant property of the local sparse codes in the proposed framework is enforced and integrated into the sparse recovery stage, rendering sparse
CHAPTER 5. UNSUPERVISED MULTILAYER INVARIANT SPARSE CODING FOR LARGE DATASET

codes that are more stable and more invariant.

- Based on a local feature descriptor matching method, we propose to use several BoAs to adaptively build dedicated dictionaries, which are highly robust and efficient in sparsely capturing the object of interest.

- We propose a novel method to adaptively construct a dedicated dictionary for each input sample from several BoAs in order to produce inherently invariant sparse codes.

- We develop a layer-wise unsupervised dictionary learning algorithm with bilevel optimization in order to simultaneously minimize the errors of local feature descriptor matching and signal reconstruction. Using our layer-wise unsupervised dictionary learning algorithm, we are able to design diverse and contextually rich BoAs.

The rest of the chapter is organized as follows: We first briefly review the local translation invariant sparse coding proposed in [63, 75] and formulate the proposed hierarchical invariant sparse coding framework in Section 5.2. Layer-wise unsupervised dictionary learning is developed in Section 5.3. Experimental results on three publicly available dataset, including MNIST, CIFAR-10 and STL-10, are demonstrated in Section 6.4. Finally, we summarize the chapter with advantages and disadvantages of the proposed model in Section 5.5.
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Figure 5.1: Proposed invariant sparse coding framework: $N$ Bags of candidate atoms $\{B_n\}_{n=1}^N$ are shown in the upper part of the figure. The input neighboring local feature vectors $\{x_t\}_{t \in N_s}$ and the adaptive dictionaries $\{D^t_s\}_{t \in N_s}$ are shown in the lower part of the figure. Each bag of atoms $B_n$ is matched against an input local feature descriptor $x_t$, resulting in an adaptive dictionary atom $B_n c^s_{t,n}$. After this matching process, the invariant sparse code $\alpha$ for neighboring local feature vectors $\{x_t\}_{t \in N_s}$ is recovered using all the adaptive dictionaries $\{D^t_s\}_{t \in N_s}$ simultaneously. In the above illustrative figure, the number of atoms $P$ in each BoA is $3$, the number of neighboring features vectors $T$ is $4$, and the total number of BoA $N$ is $8$.

5.2 Hierarchical Invariant Sparse Coding with Adaptive Dictionary

Suppose an image is represented by a set of local feature descriptors $X = [x^1, \ldots, x^S] \in \mathbb{R}^{M \times S}$, where $x^s \in \mathbb{R}^M$ is the $s^{th}$ local feature of the image. At each image pixel we generate a local feature vector, which is obtained by vectorizing all the pixels within a local patch or extracting a local SIFT feature descriptor from the local patch. In the rest of the
chapter, we use the term pixel to refer to our feature vector at each image pixel location. Let \( \{x_t\}_{t \in \mathcal{N}_s} \) be a set of neighboring local feature vectors that are extracted from a window centered at the pixel \( x^s \), where \( \mathcal{N}_s \) is an index set that includes all the pixel indexes in the specified window. In this chapter, we assume that all the neighboring local features \( \{x_t\}_{t \in \mathcal{N}_s} \) have originated from a single latent invariant feature \( z^s \in \mathbb{R}^M \) which can be encoded with a single invariant sparse code \( \alpha^s \in \mathbb{R}^N \). An interesting question is whether we can recover the archetypal invariant sparse code \( \alpha^s \) from the local warped features \( \{x_t\}_{t \in \mathcal{N}_s} \)?

In the sparse coding-based approach [63], the neighboring local features are encoded separately and the invariant sparse code is reached by a pooling strategy. Specifically, given a dictionary \( D \in \mathbb{R}^{M \times N} \), the sparse codes \( \{\alpha^s_t\}_{t \in \mathcal{N}_s} \) corresponding to the local feature vectors \( \{x_t\}_{t \in \mathcal{N}_s} \) are recovered by solving the following problem:

\[
\hat{\alpha}^s_t = \arg\min_{\alpha^s_t} \frac{1}{2} \|D\alpha^s_t - x_t\|^2_2 + \lambda \|\alpha^s_t\|_1, \forall t \in \mathcal{N}_s, \tag{5.1}
\]

where \( \lambda > 0 \) is the regularization parameter and \( \hat{\alpha}^s_t \in \mathbb{R}^N \) is the recovered sparse code for input \( x^s_t \). Solving problem (5.1) alone cannot achieve the invariant sparse code since the neighboring local features belong to different subspaces, max pooling is therefore applied to force all neighboring sparse codes to be the same in order to generate a single invariant \(^1\)The invariant archetypal feature \( z^s \) is not unique.
sparse code $\hat{\alpha}^s \in \mathbb{R}^N$ at image location $s$:

$$
(\hat{\alpha}^s)_i = \max \{|(\hat{\alpha}^s_t)_i|, \ldots, |(\hat{\alpha}^s_T)_i|\}, \forall i = 1, \ldots, N,
$$

(5.2)

where $|(\hat{\alpha}^s_t)_i|$ is the absolute value of $(\hat{\alpha}^s_t)_i$, which is the $i^{th}$ element of $\hat{\alpha}^s_t$. Major drawback for this pooling-based strategy is that, it forcefully combines the subspaces that belong to every neighboring local features all together and produces a sparse code which is not inherently invariant.

In this chapter, we are trying to recover an invariant sparse code for each input during the sparse recovery stage. As we will see, instead of using a single dictionary for recovering the sparse codes of all the neighboring local features, we propose to construct a dedicated dictionary for each input local feature. Interestingly, the proposed model has a formulation similar to that of the archetypal analysis [96].

### 5.2.1 Invariant Sparse Coding with Adaptive Dictionaries

In pursuit of invariant sparse representation, we would like to find a set of adaptive dictionaries $\{D^s_t\}_{t \in \mathcal{N}_s}$ to recover the invariant sparse code $\alpha^s$ from the neighboring feature vectors $\{x_t\}_{t \in \mathcal{N}_s}$, where

$$
D^s_t = [d^s_{t,1}, \ldots, d^s_{t,N}] \in \mathbb{R}^{M \times N},
$$

(5.3)
and $d_{t,n}^s \in \mathbb{R}^M$ is the $n$th atom of the adaptive dictionary $D_t^s$. As shown in Fig. 5.1, we describe every adaptive dictionary atom $d_{n,t}^s$ as a linear combination of atoms from a BoA, $B_n = [\vec{b}_{n,1}, \ldots, \vec{b}_{n,P}] \in \mathbb{R}^{M \times P}$, where each $\vec{b}_{n,p} \in \mathbb{R}^M$ is a candidate atom. Formally, for all the adaptive dictionaries $\{D_t^s\}_{t \in \mathcal{N}_s}$, where

$$d_{t,n}^s = B_n c_{t,n}^s, \quad \forall n \in [N], \forall t \in \mathcal{N}_s,$$  

and $c_{t,n}^s \in \mathbb{R}^P$ is the matching coefficient such that $c_{t,n}^s > 0$, $\|c_{t,n}^s\|_0 = 1$, define the invariant sparse code $\alpha^s$ as the minimizer of

$$\hat{\alpha}^s = \arg\min_{\alpha^s} \frac{1}{2} \sum_{t \in \mathcal{N}_s} \|D_t^s \alpha^s - x_t\|^2_2 + \frac{\lambda}{T} \|\alpha^s\|_1,$$  

where $\|c_{t,n}^s\|_0$ is the $\ell_0$ or the cardinality norm, and $\|\alpha^s\|_1 = \sum_{n=1}^N |(\alpha^s)_n|$ is the $\ell_1$-norm of the sparse codes. The above formulation is similar to that of the archetypal analysis. Combining (5.3) and (5.4), we can see that each adaptive dictionary $D_t^s$ in (5.5) is formulated as

$$D_t^s = [B_1 c_{t,1}^s, \ldots, B_N c_{t,N}^s].$$  

Each optimal matching coefficient $\hat{c}_{t,n}^s$ is obtained by solving the following $\ell_0$-minimization

---

2Each BoA may contain $P$ different candidates, yet for illustrative purpose, we define the number $P$ as the same for every BoA.
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problem:

\[
\hat{c}_{t,n}^s = \arg \min_{c_{t,n}^s} \|B_n c_{t,n}^s - x_t\|^2_2
\]

s.t. \(\|c_{t,n}^s\|_0 = 1, \forall n \in [N], \forall t \in \mathcal{N}, s, \forall s \in [S]\) (5.7)

where \(\|c_{t,n}^s\|_0\) is the \(\ell_0\)-norm or the cardinality of \(c_{t,n}^s\). The matching coefficient is optimized using the nonnegative orthogonal matching pursuit (OMP) \[98\] by setting the sparsity level to one. The formulation of the matching problem (5.7) leads to several advantages over previous works: First, it is able to handle illumination variance since the magnitude of \(c_{t,n}^s\) is unconstrained. Second, it forces the coefficients \(c_{t,n}^s\) to have exactly one nonzero element: we assume that the candidate atoms in the same BoA do not belong to the same linear subspace since they are generated by nonlinear transformation of a latent archetypal local feature. Therefore, further increase in the number of nonzero elements in \(c_{t,n}^s\) is not necessary and can cause high coherency of atoms during the dictionary design. Finally, the matching coefficient is computed through matching with the original input sample \(x_t\). On the other hand, in previous works such as the group sparsity-based invariant feature \[93\], each atom in the dictionary is implicitly matched with a residue of the original input sample, eventually leading to unstable sparse codes under data variations.

The proposed invariant sparse coding for a set of given input neighboring samples

\[3\]In this chapter, we are only interested in enforcing pixel-level instead of subpixel-level invariant property.
\( \{x_t\}_{t \in N_s} \) can be formulated compactly by combining (5.5), (5.6) and (5.7):

\[
\hat{\alpha}_s = \min_{\alpha_s} \frac{1}{2} \sum_{t \in N_s} \| \sum_{n=1}^{N} (\alpha_s)_n B_n \hat{c}_{t,n}^s - x_t \|^2_2 + \frac{\lambda}{T} \| \alpha_s \|_1,
\]

s.t. \( \hat{c}_{t,n}^s = \arg \min_{c_{t,n}^s} \| B_n c_{t,n}^s - x_t \|^2_2 \),

\( \| c_{t,n}^s \|_0 = 1, c_{t,n}^s \geq 0, \forall n \in [N], t \in N_s, \forall s \in [S] \).

From (5.8), we can see that the variance of the input samples is captured by the matching coefficients \( c_{t,n}^s \) and thus the sparse code becomes invariant. Furthermore, the employment of collaborative sparse recovery over the neighboring features in (5.8) improves the stability of the sparse codes by achieving a sparser solution. More importantly, it generates a single output feature vector by integrating the information from all neighboring input samples so that this local invariant sparse feature vector can be directly used as input to the next layer in a multi-layer architecture. The proposed sparse recovery stage for problem (5.8) is solved by using the alternating direction method of multipliers (ADMM) [67].

### 5.2.2 Hierarchical Invariant Sparse Coding

Extending the proposed invariant sparse coding model to a multi-layer hierarchical architecture is necessary for pursuing sparse codes that are progressively invariant and discriminative. The proposed sparse recovery (5.8) not only produce invariant sparse codes, but combines all the information within the neighborhood window into a single sparse output, which is highly stable and consists of more complicated patterns compared with its
input counterpart. Formally, at each layer \( h = 1, \ldots, H \), let its input be represented by a set of local features \( \mathbf{X}^h = [\mathbf{x}^{1h}, \ldots, \mathbf{x}^{Sh}] \in \mathbb{R}^{M_h \times S_h} \). To get the output of layer \( h \), we first apply invariant sparse recovery (5.8) on every neighborhood local features of \( \mathbf{X}^{(h)} \) as shown in Fig. (5.2). Let \( \mathbf{A}^{(h)} = [\alpha_1^{(h)}, \ldots, \alpha_S^{(h)}] \in \mathbb{R}^{M_{(h+1)} \times S_h} \), then the output of layer \( h \) is:

\[
\mathbf{Y}^{(h)} = g(\mathbf{A}^{(h)}),
\]

where \( g(\cdot) \) is a pooling function on \( \mathbf{A} \), \( \mathbf{X}^{(h+1)} = \mathbf{Y}^{(h)} \in \mathbb{R}^{M_{(h+1)} \times S_{(h+1)}} \). For the initial input layer \( h = 0 \), each column vector \( \mathbf{x}_s^{(0)} \) of \( \mathbf{X}^{(0)} \) is a vectorized local patch. The output sparse codes are concatenated together and fed into a linear classifier, which is chosen as the linear SVM in this chapter.

Similar to any other multi-layer architecture, overfitting can be a serious problem if not being dealt with properly. It has been observed that enforcing simply enforcing sparsity can lead to severe overfitting \([20, 75]\) due to the intense variance of the output sparse codes at each layer. To alleviate the overfitting problem, we apply two strategies for the unsupervised dictionary learning and invariant sparse recovery. First, we adopt the dropout scheme that has been widely used in deep learning to avoid the scenario that certain atoms always being active. For each given input samples, we randomly drop a rate \( p \) of all the BoA. We found that this heuristic scheme is able to efficiently alleviate the coadaptation problem among BoA. Second, we only enforce the \( \ell_0 \)-norm constraint on \( c^* \) as already shown in problem (5.7), leaving its magnitude to be unconstrained so that the sparse code can be illumination invariant without normalizing the local sparse code descriptors. In
order to alleviate the overfitting for the proposed multi-layer architecture, avoiding the normalization of local descriptors is critical since it can make the hidden layer focus on learning the robust and stable inputs, which usually corresponds to a higher $\ell_2$-norm due to the small reconstruction error. On the contrary, the hidden layer would try to absorb more information from the unstable inputs if they have the same $\ell_2$-norm as the stable ones.

5.3 Layer-wise Unsupervised Dictionary Learning

In order to enhance the performance of invariant sparse coding, we employ the layer-wise unsupervised dictionary learning to acquire the BoAs. Formulated as a bilevel optimization problem, the dictionary is updated using back propagation to minimize both the reconstruction error (5.5) and the matching error (5.7). Given $K$ number of input neighboring samples for layer $h$, the unsupervised dictionary learning problem can be formulated as follows:

$$
\min_B \sum_{i=1}^{K} \sum_{s=1}^{S} \ell(\{x_t\}_{t \in \mathcal{N}_s}, B; \{c_{t,n}^s\}_{t \in \mathcal{N}_s}),
$$

(5.10)

where $B = \{B_n\}_{n=1}^N$. We have dropped the layer index $h$ and sample index $i$ for simplicity. Problem (5.10) is separable across different neighboring features and can be updated by independently minimizing $\ell(\cdot)$. Therefore, we only focus on optimizing $\ell(\cdot)$ from now on.
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on. Optimizations (5.8) and (5.10) suggest that the update of the dictionary is driven by reducing reconstruction error. The local optima can be solved by using gradient descent method [62] which is based on the error backpropagation algorithm. Each matching coefficient \( c^s_{t,n} \) is an implicit function of \( B_n \) and \( x_t, \forall t \in \mathcal{N}_s \). More specifically, we have
\[
\begin{align*}
  c^s_{t,n} &= c^s_{t,n}(B_n, x_t), \forall t \in \mathcal{N}_s.
\end{align*}
\]
Given input neighboring samples \( \{x_t\}_{t \in \mathcal{N}_s} \), we apply the chain rule of differentiation, the direction along which the upper-level cost decreases can be formulated as:
\[
\frac{\partial \ell}{\partial B} = \frac{\partial \ell}{\partial B} + \sum_{t=1}^{T} \sum_{n=1}^{N} \frac{\partial \ell}{\partial c^s_{t,n}} \frac{\partial c^s_{t,n}}{\partial B_n}.
\]
\[ (5.11) \]
The derivation for the first term of (5.11) is trivial. We now focus on the derivation of the second term. Similar to the strategy adopted in [59, 63, 81, 86], we apply the fixed point differentiation to solve for \( \frac{\partial c^s_{t,n}}{\partial B_n} \). Assuming \( \max_{j \in \Lambda} |b_{n,j}^\top c^s_{t,n}| \) is strictly larger than \( \max_{i \in \Lambda^c} |b_{n,i}^\top c^s_{t,n}| \), then the optimal solution \( \hat{c}^s_{t,n} \) of (5.8) which is given by nonnegative OMP satisfies:
\[
\begin{align*}
  \left\{ \begin{array}{l}
    (B_n^\top (B_n \hat{c}^s_{t,n} - x_t))_\Lambda = 0, \\
    (B_n^\top (B_n \hat{c}^s_{t,n} - x_t))_{\Lambda^c} \neq 0,
  \end{array} \right.
\end{align*}
\]
\[ (5.12) \]
where \( \Lambda \subset [N] \) is the active set, \( \Lambda^c \) is the complementary set. Here we have assumed that the matching error \( \|B_n \hat{c}^s_{t,n} - x_t\|_2^2 \neq 0 \) which is a rather reasonable assumption. It is not difficult to see that the implicit function \( c^s_{t,n}(B_n) \) is only continuous and differentiable at its only nonzero point. We set the gradient \( \frac{\partial (\hat{c}^s_{t,n})_\Lambda}{\partial (b_{n,i})_m} = 0 \) to avoid having unstable
update for inactive candidate atoms, and only the active candidate atoms are updated, where 
\((b_{n,i})_m \in \mathbb{R}\) is the \(m^{th}\) element of \(b_{n,i}\). Applying differentiation on both sides of (5.12) at
the nonzero points of the matching coefficient:

\[
\frac{\partial b_{n,j}^\top (b_{n,j} (e_{t,n})_j - x_t)}{\partial (b_{n,j})_m} = 0,
\]

(5.13)

where \((e_{t,n})_j\) is the \(j^{th}\) element of \(e_{t,n}\). Expand the above equation yields:

\[
\frac{\partial b_{n,j}^\top b_{n,j} (e_{t,n})_j}{\partial (b_{n,j})_m} + b_{n,j}^\top b_{n,j} \frac{\partial (e_{t,n})_j}{\partial (b_{n,j})_m} - \frac{\partial b_{n,j}^\top x_t}{\partial (b_{n,j})_m} = 0.
\]

(5.14)

Therefore, we reach the desired gradient:

\[
\frac{\partial (e_{t,n})_j}{\partial (b_{n,j})_m} = (b_{n,j}^\top b_{n,j})^{-1} \left( \frac{\partial b_{n,j}^\top x_t}{\partial (b_{n,j})_m} - \frac{\partial b_{n,j}^\top b_{n,j} (e_{t,n})_j}{\partial (b_{n,j})_m} \right).
\]

(5.15)

After combining (5.15) with (5.11) for each element of candidate dictionary atoms, the
gradient for updating the dictionary can be achieved. For large datasets, the dictionary and
the classifier parameters are updated in an online manner.

### 5.4 Experimental Verification

In this section, we evaluate our proposed invariant sparse coding algorithm on three
publicly available datasets, including the MNIST, CIFAR-10 and STL-10. The classifica-
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ation is performed using linear SVM with LIBSVM toolbox [99]. The step size used in the unsupervised dictionary learning is based on the classical neural network method:

$$\rho^t = \frac{\rho_0}{\sqrt{(Bt)/K + 1}}$$

(5.16)

where $t$ is the iteration counter, $\rho_0$ is the initial step size and $B$ is the batch size which is set to 2048 in our experiments. Parameters are chosen with a 5-fold cross-validation. We start searching the step size from $10^{-2}$ and increase the step size by a factor of 10 until the performance on the validation set decreases. The regularization parameter $\lambda$ is optimized over the set $\{10^{-5}, 10^{-4}, \ldots, 10^{-1}, 10^0\}$. The searching window size is chosen from the set $\{2 \times 2, 3 \times 3, 4 \times 4\}$. Patch size for the first layer is in the set $\{3 \times 3, 4 \times 4, \ldots, 8 \times 8\}$. Using a larger number of BoA in this chapter is chosen from the set $\{100, 200, 400, 800\}$. Larger number of BoA may produce better performance, but is right now beyond our computational capacity. In all the experiments, the dropout rate is set to 0.5.

5.4.1 Evaluation on the MNIST Database

The MNIST dataset [82] consists of a total number of 70,000 images of digits, of which 60,000 are the training set and the remaining 10,000 are the test set. Each digit is centered and normalized to a $28 \times 28$ field.

Before evaluating the object recognition performance, we first examine the patterns of the atoms within the BoAs obtained by the unsupervised dictionary learning in order to help
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<table>
<thead>
<tr>
<th>Method</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang et. al. [63]</td>
<td>0.84</td>
</tr>
<tr>
<td>CNN [92]</td>
<td>0.53</td>
</tr>
<tr>
<td>CKN-PM1</td>
<td>0.63</td>
</tr>
<tr>
<td>CKN-PM2</td>
<td>0.53</td>
</tr>
<tr>
<td>Proposed - Single Layer</td>
<td>0.66</td>
</tr>
<tr>
<td>Proposed - Two Layers</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 5.1: MNIST Classification Error.

us understand how the proposed method produces the invariant sparse codes. We randomly select 10,000 samples from the training set for the dictionary learning. All atoms in BoAs are initialized with Gaussian random samples and the patch size is set to $12 \times 12$. The number of atoms in each BoA is set to $P = 5$ and the searching window size is set to $4 \times 4$. The total number of BoA is set to $N = 96$, i.e., each adaptive dictionary has 128 atoms. We show all the learned BoAs in Fig. 5.3. It is obvious that the atoms in the same BoA are highly similar and most of them are slightly translated or rotated versions of each other, which clearly shows that the proposed sparse coding model can achieve invariant property towards a number of image variations. On the other hand, this similarity pattern property also demonstrates that the learned BoAs are highly redundant, which makes it possible to construct redundant dedicated adaptive dictionaries $\{D^s_t\}_{t \in \mathcal{N}_s}$ in order to produce stable sparse codes.

The performance of MNIST classification is shown in Table 5.1. The dictionary is trained using the raw input images without any preprocessing. The number of BoA for the single layer architecture is set to 200. For the multi-layer architecture, the number
of layers is 2, the number of BoA is set to be 200 and 400 for the first and the second layer, respectively. The number of atoms in each bag is set to 9 for every layer. The patch size for the first layer is 8 × 8. We use max pooling over 2 × 2 regions with stride 2 for the multi-layer architecture. The proposed single layer invariant sparse coding reaches an error rate of 0.66%, which gains 21.43% improvement over the supervised sparse coding-based method [63]. With a two-layer architecture, the proposed method further reduced the classification error to 0.51%, which is competitive comparing to the state-of-art supervised CNN [92]. This performance is also slightly better than the convolutional kernel networks.

5.4.2 Evaluation on the CIFAR-10 Database

The CIFAR-10 dataset consists of a total number of 60,000 color images that belongs to 10 classes. The database is split into 50,000 training samples and 10,000 test samples. Each class has 5000 training images and 1000 testing images, the size of each image is 32 × 32. Comparing with MNIST, the variance of this image data is significantly larger, which makes it a more difficult classification task. On the other hand, the local patch descriptors extracted from CIFAR-10 are highly correlated, which can lead to the production of unstable matching coefficients and sparse codes.

We perform 5-fold cross-validation on 10,000 samples of the training set. All results are reported without using data augmentation. The patch size is 6 × 6 for constructing the first layer. The local patch feature descriptors are extracted from the whitened image patches. The number of BoA is set to 800 for the single layer model. For multi-layer model, the
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<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKN-PM</td>
<td>78.30</td>
</tr>
<tr>
<td>Lin et. al. [100]</td>
<td>80.90</td>
</tr>
<tr>
<td>Coates et. al. [75]</td>
<td>81.50</td>
</tr>
<tr>
<td>Coates et. al. [101]</td>
<td>82.00</td>
</tr>
<tr>
<td>Sohn et. al. [94]</td>
<td>82.20</td>
</tr>
<tr>
<td>Proposed - Single Layer</td>
<td>80.53</td>
</tr>
<tr>
<td>Proposed - Two Layers</td>
<td><strong>82.27</strong></td>
</tr>
</tbody>
</table>

Table 5.2: CIFAR-10 Classification Accuracy.

first and second layer has a number of 200 and 800 BoAs, respectively. Number of atoms in each BoA is 9. The searching window size for the first and second layers are set to $3 \times 3$ and $4 \times 4$. Max pooling over $3 \times 3$ with stride 2 is applied for the multi-layer model.

We report the performance in Table 6.2 in comparison with several state-of-art deep learning-based algorithms. The proposed multi-layer architecture achieves 82.27% classification accuracy, which is almost 4% higher than the performance of convolutional kernel networks. Our performance on the CIFAR-10 is also competitive with other state-of-art methods, which usually use significantly more filters (dictionaries) as well as data augmentation, such as the ones used in [94, 101, 102]. In the work of [75, 101], a total number of 1600 or 4000 filters are used for sparse coding, which is twice the number used for our proposed model. Even more features are used in the work of [100], where 3200 and 6400 number of dictionary atoms are used for sparse recovery. Therefore, our algorithm is highly efficient in terms of exploiting the dictionary expressiveness.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKN-PM</td>
<td>60.25</td>
</tr>
<tr>
<td>Lin et. al. - 1 Layer</td>
<td>59.00</td>
</tr>
<tr>
<td>Lin et. al. - 2 Layers</td>
<td>60.40</td>
</tr>
<tr>
<td>Sohn et. al. [94]</td>
<td>58.70</td>
</tr>
<tr>
<td>Proposed - 1 Layer</td>
<td>58.03</td>
</tr>
<tr>
<td>Proposed - 2 Layers</td>
<td>58.96</td>
</tr>
</tbody>
</table>

Table 5.3: STL-10 Classification Accuracy.

5.4.3 Evaluation on the STL-10 Database

The dataset STL-10 is similar to CIFAR-10, but the number of labeled training samples are even more limited. With a total number of 10 classes, each class in STL-10 has 500 labeled training images and 800 test images, where each image has a size of $96 \times 96$ pixels. Due to its relatively large image size, we have downsampled the images to $32 \times 32$ although most of the compared algorithms are evaluated on the original $96 \times 96$ images. This dataset is more challenging than CIFAR-10 due to the small number of labeled training samples.

The patches extracted from the dataset are preprocessed with zero-phase whitening. The patch size is set to $6 \times 6$. The searching window size is $3 \times 3$ and $5 \times 5$ for the first and second layers, respectively. The number of BoA is set to 800 for the single layer architecture. For the two-layer architecture, the number of BoA for the first and the second layers are set to 100 and 800, respectively. Max pooling is processed over $3 \times 3$ region with stride 2.

The performance of the proposed invariant sparse coding algorithm on STL-10 is shown in Table 5.3. Our method achieves classification accuracy of 58.03% and 58.96% for the
one-layer and two-layers architecture, respectively. The standard deviation of our method is smaller than 0.6%. Our proposed algorithm demonstrates a performance better than the invariant neural network [94]. The OMP-based method [100] gives a state-of-art performance with an accuracy of 60.40% using a two-layer architecture. Our performance is competitive while using a significantly smaller number of features. The number of dictionary atoms $N$ used in the work [100] is set to 3200 and 6400 for the first and second layers, respectively, while we only use a dictionary with at most 800 atoms for sparse recovery. On the other hand, CKN-PM is performed on the original image dataset without downsampling. The major obstacle for further improvement in performance of our algorithm is that we are not able to train model with enough number of BoAs or with large image size due to the intense computation complexity of sparse recovery. In the future work, we will try to exploit some more computationally efficient coding scheme to substitute the labored sparse recovery.

5.5 Summary

In this chapter, we have proposed a novel invariant sparse coding algorithm that is able to build adaptive dictionaries for each input sample, which shares a similar formulation with the archetypal analysis. By capturing the image misalignment through the matching coefficients, the sparse codes are set free from the variabilities in the local features. We have also extended the invariant sparse coding model to a multi-layer architecture in
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In order to produce sparse codes that are progressively invariant. Different from the CNN-based sparse coding architectures, the proposed invariant sparse coding framework is able to achieve inherently invariant sparse codes even without using max-pooling operations. Our proposed algorithm is also advantageous to CNN when dealing with small training set due to a stronger generality towards unseen samples. In addition, using the fixed point differentiation, a layer-wise unsupervised dictionary learning algorithm is developed for the proposed invariant sparse coding framework, which is able to simultaneously reduce the reconstruction errors of both the sparse recovery and the local feature descriptor matching. Experiments on the MNIST, CIFAR-10 and STL-10 datasets show that the performance of the proposed method is competitive with the state-of-art methods. We have discovered that the learned atoms in each BoA display similar patterns even if we do not explicitly enforce the similarity constraints over these atoms.
Figure 5.2: Multi-layer invariant sparse coding architecture: The input of layer $h$ is $X^{(h)}$. Invariant sparse code for every location $s$ is computed by solving problem (5.8), producing a sparse output $A^{(h)}$, which can be used directly as the layer output or further processed through a max pooling layer.
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Figure 5.3: Visualization of BoAs learned from the MNIST dataset. Number of BoA is set to 96, each BoA contains 5 candidate atoms. The searching window size is set to $4 \times 4$. The training patch size is $12 \times 12$. All training patches have been whitened. We can see that each BoA contains atoms with similar patterns in that the atoms in the same BoA are slightly translated or rotated versions of each other.
Chapter 6

Supervised Multilayer Sparse Coding Networks

In this chapter, we propose a novel multilayer sparse coding network capable of efficiently adapting its own regularization parameters to a given dataset. The network is trained end-to-end with a supervised task-driven learning algorithm via error backpropagation. During training, the network learns both the dictionaries and the regularization parameters of each sparse coding layer so that the reconstructive dictionaries are smoothly transformed into increasingly discriminative representations. We also incorporate a new weighted sparse coding scheme into our sparse recovery procedure, offering the system more flexibility to adjust sparsity levels. Furthermore, we have devised a sparse coding layer utilizing a 'skinny' dictionary. Integral to computational efficiency, these skinny dictionaries compress the high dimensional sparse codes into lower dimensional structures.
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The adaptivity and discriminability of our 13-layer sparse coding network are demonstrated on four benchmark datasets, namely Cifar-10, Cifar-100, SVHN and MNIST, most of which are considered difficult for sparse coding models. Experimental results show that our architecture overwhelmingly outperforms traditional one-layer sparse coding architectures while using much fewer parameters. Moreover, our multilayer architecture fuses the benefits of depth with sparse coding’s characteristic ability to operate on smaller datasets. In such data-constrained scenarios, we demonstrate our technique can overcome the limitations of deep neural networks by exceeding the state of the art in accuracy.

6.1 Introduction

Sparse coding is well suited to real-life image recognition tasks in which images are often degraded by sensor static or when objects in the image are occluded. However, when the noise in the data is actually an expression of the natural variation of objects, such as those caused by changes in illumination or orientation, the linear representation of sparse coding becomes a liability [63, 72]. As such, sparse coding models exhibit disappointing performance on large datasets where variability is broad and anomalies are common.

Conversely, deep neural networks thrive on bountiful data. Their success derives from an ability to distill the core essence of a subject from abundant diverse examples [3, 11, 103, 104, 105]. This feat has encouraged researchers to try and augment the learning capacity of traditionally shallow sparse coding methods by adding layers [100, 106, 107]. Theoret-
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ically, multilayer sparse coding networks are expected to combine the best of both strategies. For instance, the imperative for sparse codes to adequately reconstruct an input signal ameliorates information degeneracy issues within deep architectures. Furthermore, multilayer sparse coding networks demand less training data as compared to deep neural networks. To date, however, endeavors to marry the two techniques have not achieved significant improvements over their individual counterparts.

The realization of a successful multilayer sparse coding architecture is obstructed by three critical challenges:

• Efficiently learning dictionaries with sufficient discriminative power.

• Avoiding the growth of overly fat dictionaries.

• Calibrating large quantities of regularization parameters.

Supervised dictionary learning with labeled data provides an opportunity to overcome the first challenge. However, the difficulty lies in computing the gradient with respect to each dictionary element. As covered in the first portion of Section 6.2, there has been inspiring breakthroughs in adapting supervised dictionary learning algorithms for use in shallow sparse coding frameworks, but recent progress has slowed. We attempt to build on past achievements by training a multilayer sparse coding network using end-to-end supervised dictionary learning.

The second challenge arises during the sparse recovery procedure. The dictionary must grow fat with reference data if it is to perform a satisfactory reconstruction of the input sig-
nal from a sparse code. In a multilayer environment, dictionaries deeper in the network bear a greater burden, for they must convey crucial information with increasing austerity. This is particularly problematic for unsupervised dictionary learning. The unsupervised learning algorithm cannot judge what information to retain or discard based on reconstructive feedback. As the dictionaries grow more obese, the sparse codes become further attenuated. Processing such structures is computationally prohibitive. We apply supervised dictionary learning and signal compression algorithms to address this issue. Inspired by the Network in Network [111] and SqueezeNet [112] architectures, we propose a downsampling sparse coding layer that balances discriminative power with reconstructive potential. In contrast to the fat dictionary, the downsampling layer uses a much skinnier dictionary for lossy compression of the high-dimensional sparse codes while also introducing an additional nonlinearity to the network.

The third obstruction is inflicted by the large parameter space of the multilayer sparse coding network. Traditionally, the sparsity level in a sparse coding model is chosen manually by cross-validation and remains fixed throughout training. As the network gains layers, the manual selection of regularization parameters quickly becomes daunting. Hence, we propose automatically adapting the sparsity level via task-driven regularization.

To summarize, this chapter makes the following contributions to sparse coding networks:

- Reduction of sparse code dimensionality by employing 'skinny' dictionaries to create downsampling sparse coding layers.
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- Dynamic adaptation of $\ell_1$ regularization parameters with task-driven regularization.

- Supervised, end-to-end training of a multilayer sparse coding network with the aforementioned features.

In Section 6.2 we briefly review the works related to supervised dictionary learning and adaptive regularization. In Section 6.3 we elaborate on our network design, adaptive regularization technique, and end-to-end supervised training procedure. In order to clearly perceive the efficiency of supervised learning, we do not apply any unsupervised learning schemes to pretrain the dictionary. In Section 6.4 we evaluate our multilayer sparse coding network on four benchmark datasets, including Cifar-10, Cifar-100, SVHN and MNIST. The first three datasets are considered to be highly challenging for sparse coding. Of particular interest is the Cifar-100 which poses formidable challenges to sparse coding and deep networks alike. In our evaluation, we show our network to decisively outperform shallow sparse coding architectures as well as a similarly structured convolutional neural network baseline. Moreover, we demonstrate our network attains highly competitive results with state-of-the-art models such as residual representation [103] in terms of both classification accuracy and convergence rate.
6.2 Supervised Learning and Adaptive Regularization

Supervised dictionary learning strengthens the discriminative power of the sparse codes by exploiting the labeled samples. Due to the nonsmoothness of the $\ell_1$-regularizer, computing the gradient with respect to the dictionary is a tricky task. Overcomplete independent component analysis [113] is proposed to orthogonalize the dictionary and approximate the sparse coding with a linear function such that the differentiation of the implicit sparse coding function can be avoided. Fast approximation of sparse coding is proposed in [106] to train the dictionary of each layer in a greedy, unsupervised fashion and initialize a corresponding multilayer neural network with the pretrained sparse coding dictionaries. Bradley et al. [66] propose to directly compute the gradient of the dictionary by switching the $\ell_1$ regularizer with the smoothed Kullback-Leibler divergence. More thorough study on task-driven dictionary learning algorithms with various applications are carried out in [59]. Applying fixed point differentiation and error backpropagation, a supervised dictionary learning scheme for the shallow sparse coding model is proposed in [63].

In sparse coding, by adapting the sparsity level we can achieve a better approximation of the underlying model for a given training data with lower estimation bias. The adaptive Lasso is proposed in [114] and has been proved to satisfy the oracle property [115]. Do et al. [116] propose to substitute the sparsity level of orthogonal matching pursuit (OMP) with a predefined halting criterion. In low-level feature representation, a nonparametric method
based on expectation minimization algorithm \[117\] is proposed to automatically adjust the sparsity level for the soft thresholding operator. In the case of image deblurring and superresolution, the regularization parameters are proposed to be estimated by assuming the distribution of sparse codes follow a zero-mean Laplacian distribution \[118\]. To be noted, all these methods are carried out for the purpose of low-level feature extraction and are based on shallow structures with unsupervised learning.

### 6.2.1 Multilayer Architecture

To begin, we formulate a generalized, multilayer sparse coding architecture as illustrated Fig. 6.1. Let an image with \( H \times W \) pixels and \( C \) channels be represented by a 3-dimensional tensor \( X \in \mathbb{R}^{H \times W \times C} \). Denote a single \( C \)-channel pixel as \( x_i \in \mathbb{R}^C \), where \( i \in [HW] \) is the linear index of the pixel. We define the hyperpixel \( x_i \in \mathbb{R}^M \) as the concatenation of neighboring pixels of \( x_i \) within a \( K \times K \) receptive field (a patch of neighboring pixels) such that \( x_i = [y_i^\top, \ldots, x_{i+K^2}^\top]^\top \) and \( M = CK^2 \). We denote the sparse coding as a nonlinear function \( f : \mathbb{R}^M \rightarrow \mathbb{R}^N \) such that the sparse code at the location \( i \) can be recovered as

\[
\alpha_i^* = f(x_i, \Theta), \tag{6.1}
\]

where \( \Theta \) represents the parameters for a given sparse coding layer.

The sparse code \( \alpha^* \in \mathbb{R}^N \) is generally of much higher dimension than the input signal. Thus, if output sparse codes are naively and repeatedly fed into successive sparse

\(^1\)\([N]\) denotes the set of nonnegative integers no larger than \( N \).
coding layers, computational complexity quickly explodes. Inspired by Network in Net-
work [111] and SqueezeNet [112], we introduce a downsampling sparse coding layer with
an excessively skinny dictionary to reduce the dimensions of the sparse codes while also
forcing sparsity of the low-dimension outputs, as shown in Fig. 6.1a. Unlike compression
with linear projection, such as random projection or PCA, reducing the signal dimension
with a sparse coding scheme achieves a good preservation of prior layer information while
infusing more nonlinearity into the network.

6.3 Multilayer Sparse Coding networks
Figure 6.1: Architecture of our multilayer sparse coding network: (a) Composite sparse coding module consists of vectorization operation on a patch of pixels for generating a hyperpixel and followed by consecutively stacking upsampling and downsampling sparse coding layers. In our experiment, vectorization operations at all layers are conducted within $3 \times 3$ receptive fields. (b) Our multilayer sparse coding network is constructed by repeatedly stacking multiple composite sparse coding modules. The network does not contain any pooling operation, subsampling is conducted with a stride of 2.
Our multilayer sparse coding network is constructed by the repeated stacking of our composite sparse coding modules, as depicted in Fig. 6.1. There are three main operations within a module. First is i) hyperpixel construction within $3 \times 3$ receptive fields of low dimensional inputs. Next, ii) an upsampling sparse coding layer transforms the input hyperpixel into a feature map of high dimension sparse codes. Finally, with iii) downsampling sparse coding, our skinny dictionary compresses the high-dimensional sparse codes into a low-dimensional space. More specifically, we have

$$\alpha^* = f(f(x, \Theta_u), \Theta_d), \quad (6.2)$$

where we have dropped the subscript indices for simplicity. $\Theta_u, \Theta_d$ are the parameter sets of the upsampling and downsampling sparse coding layers, respectively. In this chapter, all upsampling dictionaries have $3 \times 3$ receptive fields and all downsampling dictionaries have $1 \times 1$ receptive fields. The $1 \times 1$ receptive field is used to make the dimensionality reduction more efficient. Unlike multilayer neural networks, there is no need to implement nonlinear activation functions after the sparse coding layer because of the enforcement of the nonlinear sparsity regularization prior.

### 6.3.1 Weighted Nonnegative Sparse Coding

Sharing a formulation similar to adaptive Lasso [114], our loss function is designed to increase the efficiency of the proposed multilayer sparse coding network. Formally, given
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an input signal \( x \in \mathbb{R}^M \) and a dictionary \( D \in \mathbb{R}^{M \times N} \) with \( N \) atoms and \( M \) measurements, we would like to represent the local feature \( x \) with a sparse signal \( \alpha \in \mathbb{R}^N \) by solving the following problem

\[
\alpha^* = \arg \min_{\alpha > 0} \frac{1}{2} \| x - D\alpha \|_2^2 + \sum_{i=1}^{N} |\lambda_{1i}x_i| + \frac{\lambda_2}{2} \| \alpha \|_2^2,
\]

(6.3)

where \( \{\lambda_{1i}\}_{i=1}^{N} \), \( \lambda_2 \) are the regularization parameters, \( \lambda_{1i} \neq 0, \forall i \in [N] \) and \( \lambda_2 > 0 \). Eq. (6.3) can be simplified as

\[
\alpha^* = \arg \min_{\alpha > 0} \frac{1}{2} \| y - D\alpha \|_2^2 + \| \Gamma\alpha \|_1 + \frac{\lambda_2}{2} \| \alpha \|_2^2,
\]

(6.4)

by denoting \( \Gamma = \text{diag}(\lambda_{11}, \ldots, \lambda_{1N}) \in \mathbb{R}^{N \times N} \).

There are two major differences between Eq. (6.4) and the adaptive Lasso models previously reported in [114, 119]. First, in the case of the adaptive Lasso, the initial regularization parameter is set with a nonzero estimation. In our case, the adaptive \( \ell_1 \) regularization parameters need not start from a nonzero point since we train these parameters with backpropagation. The nonnegative constraint on the sparse code prevents our network from getting trapped into a linear system. Second, the \( \ell_1 \)-regularization parameters are only constrained to be nonzero, not nonnegative, so as to reduce the chance of getting stuck at zero, where the boundary of the projection set lies.

In this chapter, nonnegativity is enforced upon sparse codes to promote stability and efficiency during sparse recovery [100, 120, 121, 122]. At the outset of training, the near-
zero initialized $\ell_1$ regularization parameters have negligible effect on enforcing sparsity patterns. Therefore, the nonnegativity constraint has the supplementary upshot of preventing the network from collapsing into a linear system. We observe through experimentation the nonnegativity constraint hastens convergence.

We solve problem (6.4) using the algorithm of alternative direction method of multipliers (ADMM) [67]. For clarity, we describe the ADMM algorithm for our multilayer sparse coding network in Algorithm 4. In practice, we set the parameter of the augmented Lagrangian term to be a fixed value so that we only have to compute the matrix inversion once when given a fixed dictionary. Similar strategies have also been adopted in [43]. The parameter $\rho$ in Algorithm 4 needs to be carefully chosen in order to achieve a fast convergence for the sparse codes. In the case of our multilayer sparse coding network, the norm of dictionary atoms in each layer have drastically different magnitudes, which will be discussed in fuller detail in the next section. To compensate for the fluctuation of the dictionary norm, we empirically choose the parameter $\rho = \rho_0 ||A_i||_2^2$, where $i$ is the index of the dictionary atom with largest $\ell_2$-norm.

**Algorithm 4** ADMM for multilayer sparse coding network

| Require: Dictionary $D \in \mathbb{R}^{M \times N}$, input feature $x \in \mathbb{R}^M$, regularization parameters $\Gamma, \lambda_2, \rho = \rho_0 ||A_i||_2^2$, $\rho_0 = 0.1$, precomputed $C^{-1} = (D^T D + \rho I_N + |\Gamma|)^{-1}$, $B = C^{-1} A^T y$, $u, z = 0 \in \mathbb{R}^N$. |
| --- |
| 1: while stopping criterion not satisfied do |
| 2: $\alpha = B + \rho C^{-1} (z - u)$ |
| 3: $z = (\alpha + u - \text{diag}(\Gamma)/\rho)_+$ |
| 4: $u = u + \alpha - z$ |
| 5: end while |
| 6: return $\alpha$. |
6.3.2 Adaptive Regularization

Previous works on sparse coding usually select the regularization parameters manually by cross-validation. However, this scheme is infeasible when we extend the sparse coding to multilayer architectures. Tuning regularization parameters by hand would introduce two major issues in the case of multilayer architectures. First and obviously, manually searching for the optimal parameters of the underlying model would become onerous since the parameter space grows exponentially larger when the model becomes deeper. Second,
during experimentation, we found that our multilayer sparse coding network with fixed regularization parameters suffers from low convergence rate and low classification performance.

To begin training, we initialize the $\ell_1$-regularization parameter $\Gamma$ with some small value to avoid numerical issues (set to be $10^{-5}$ in this chapter) and then optimize the underlying sparsity level of the network with the given training data. Applying error backpropagation with the projected gradient descent algorithm, we have

$$\lambda_{1i} \leftarrow \lambda_{1i} - \eta \frac{\partial L}{\partial \alpha_s^*} \frac{\partial \alpha_s^*}{\partial \lambda_{1i}^*}, \text{ s.t. } \lambda_{1i} \neq 0,$$

(6.5)

where $\eta > 0$ is the learning rate, $L$ is the total task-driven loss function defined in Eq. (6.6). The detailed updating rule for regularization parameters will be discussed in the next section. As we shall see in the experiment, Eq. (8.25) causes the regularization parameters to adjust during training in order to render sparse outputs.

### 6.3.3 Supervised Dictionary Learning

Most of the dictionary learning methods confine the dictionary atoms within a closed unit $\ell_2$-norm ball in order to keep the dictionary from exploding and producing trivially sparse solutions. During the experiment, we found that such restriction severely hampers the convergence rate of our sparse coding network when it becomes significantly deep. Furthermore, enforcing normalization on the dictionary atoms is dangerous when task-driven
regularization is employed. As training progresses, some atoms will become permanently deactivated by regularization parameters which have exceeded a certain threshold. Therefore, we only loosely regularize the dictionary atoms with an $\ell_2$-norm, otherwise known as weight decay in neural networks. More specifically, we have

$$L(\Theta) = V(\Theta) + \frac{\mu}{2} \sum_{i=1}^{H} (\|D^h\|_F^2 + \|\Gamma^h\|_F^2),$$

(6.6)

where $\mu > 0$ is the weight decay, $h$ is the layer index, $\Theta$ is the parameters of the whole networks, $V(\cdot)$ is the discriminative logistic loss function and $L(\cdot)$ is the overall task-driven loss function.

To optimize the network, we need to compute the gradient of the loss function with respect to the input $x$, output $\alpha$ and the regularization parameter $\Gamma$ for each sparse coding layer. We apply fixed point differentiation to reach the desired gradients. The updating rules are stated as follows and a detailed derivation is left to the Appendix:

$$\frac{\partial L}{\partial D_{ij}} = \frac{\partial L}{\partial \alpha} \cdot (D^\top D + \lambda_2 I)^{-1} \frac{\partial D^\top \alpha}{\partial D_{ij}} - \frac{\partial D^\top \Lambda y}{\partial D_{ij}}$$

$$\frac{\partial L}{\partial x_i} = \frac{\partial L}{\partial \alpha} \cdot (D^\top D + \lambda_2 I)^{-1} \frac{\partial D^\top x}{\partial x_i}$$

$$\frac{\partial L}{\partial \lambda_{ij}} = \frac{\partial L}{\partial \alpha} \cdot -(D^\top D + \lambda_2 I)^{-1} \text{sign}(\alpha_\Lambda)_j, \text{ s.t. } \lambda_{ij} \neq 0,$$

(6.7)

where the subscript $\Lambda$ denotes the active set of the sparse code $\alpha$, $D_\Lambda$ is composed of the
active columns of $D$ and $\alpha$ is the active elements of the sparse code. During training, the computation of $(D^\top D + \lambda_2 I)^{-1}$ could be a bottleneck since we have to compute it at every location of all the sparse coding layers. Fortunately, as training progresses, the computation demand decreases since the outputs of each layer become sparser and the average size of the active set shrinks.

In the case of shallow sparse coding models, active atoms are usually defined as $\{\alpha_i : |x_i| > \epsilon, \forall i \in [N]\}$, where $\epsilon$ is a small constant value to avoid numerical instability and $\alpha_i$ is the $i$th element of the sparse code $\alpha$. In multilayer sparse coding networks, a fixed threshold $\epsilon$ does not function well since the magnitude of the sparse codes changes drastically from one layer to another due to the lack of normalization on dictionaries atoms. To compensate for this effect, we set the threshold as

$$\epsilon = \epsilon_0 \frac{\|\alpha\|_2}{\|D_i\|_2},$$

where $i$ is the index of a dictionary atom with largest $\ell_2$ norm and $\epsilon_0$ is the threshold when both dictionary atoms and input signal are $\ell_2$-normalized. We set $\epsilon_0 = 10^{-3}$ throughout our chapter.
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6.4 Experimental Verification

We evaluate our multilayer sparse coding network on the benchmark dataset of CIFAR-10, CIFAR-100, SVHN and MNIST. All programs\(^2\) are written in MATLAB with C++ and CUDA based on the MatConvNet framework [123]. All experiments are conducted on a server with three Nvidia Titan X GPUs. The batch size is set to be 64 for all four datasets.

The architecture of our sparse coding network and an equivalent CNN baseline is shown in Table 6.1. For the CNN baseline, each convolutional layer is followed by a ReLU layer [14], which is omitted in the table. The configuration of the network architecture is inspired by the residual network [103]. The network structure consists of two key features. First, there are no maxpooling layers. The spatial subsampling operation is fulfilled by specific

\(^2\)Codes used in this chapter will become publicly available soon.
spare coding layers with a stride of 2, denoted as ‘/2’. Second, the subsampling is carried out in deeper layers instead of the shallower ones. Both of these two strategies have been verified to improve the classification performance in multilayer architectures [103, 124].

Our sparse coding network consists of six composite sparse coding modules with a total number of 13 sparse coding layers, 1 global spatial average pooling layer [111] and 1 fully connected layer as shown in Table 6.1. The number of dictionary atoms of each downsampling layer is set to be 4 times smaller than its preceding upsampling layer, yielding a 0.25 compression rate. Our network has a total of 0.27 million learnable parameters.
6.4.1 Evaluation on CIFAR-10 Database

Our most extensive experiment is conducted on the CIFAR-10 dataset \cite{cifar}, which consists of 60,000 color images that are evenly splitted into 10 classes. The database is split into 50,000 training samples and 10,000 test samples. Each class has 5,000 training images and 1,000 testing images with size $32 \times 32$.

During the training, every training image undergoes data augmentation by applying random horizontal flipping as well as random translation with up to 4 pixels in each direction. Both training and testing images are preprocessed with per-pixel-mean subtraction, which is a common procedure for preprocessing CIFAR-10 \cite{89,103,106,111}. We only tune the initial learning rate by cross-validation. We use the first 45,000 samples for training and the remaining 5,000 samples for testing. The weight decay is set to 0.0001 and the initial
learning rate is set to 0.01. The learning rate is decreased by a factor of 10 after 80 epochs. We run a total number of 120 epochs which takes 76.5 hours on our server. Since we only tune the initial learning rate, we do not guarantee that our multilayer sparse coding network or the baseline CNN can reach its best performance.

In Fig. 6.3, we display the feature maps of both the sparse coding network and the baseline CNN, which are produced by the output of the 5th layer of our sparse coding network and the corresponding ReLU layer of the CNN baseline, respectively. The output of the selected layer contains 64 channels and for each image we present the eight feature maps with the largest $\ell_2$-norms. These visualizations indicate the multilayer sparse coding network has a much better separation of the foreground and background. The background contains mostly low-frequency nondiscriminative information, which can be reconstructed easily with few dictionary atoms. Together with the nonnegativity constraint on the sparse codes, our network produces the unmixing effect as we see in the feature map. In addition, the feature map is also much sparser than that of the CNN. Moreover, the feature maps of the sparse coding network are similar to each other, verifying the fact that the atoms belonging to similar subspaces are activated.

6.4.1.1 Behavior of Sparse Coding Layers

We now study the behavior of the upsampling and downsampling layers of our multilayer sparse coding network as well as the evolution of the regularization parameters by referring to Fig. 6.2.
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Optimization of regularization parameters: The evolution of the regularization parameter with respect to epochs is shown in Fig. 6.2a. The displayed regularization parameters are extracted from the last sparse coding layer, which contains a total of 256 learnable regularization parameters. The parameters grow to larger magnitude as training progresses and cease to grow when the learning rate is decreased by a factor of 10. Shown in Fig. 6.2b, more than 90% of the regularization parameters have a magnitude above 0.001, which is able to enforce the output to be highly sparse. Illustrated in Fig. 6.2c, less than 10% of the output elements of the last sparse coding layer are nonzero.

Upsampling layer: Illustrated in Fig. 6.2c, the outputs of the upsampling layers are much sparser than the downsampling layers. The shallower layers tend to have low reconstruction error with low sparsity level, whereas the deeper layers usually have high reconstruction error but low sparsity level. For instance, the first upsampling layer has approximately 45% nonzero sparse coefficients with less than 25% reconstruction errors, while the two deepest upsampling layers have less than 10% nonzero coefficients with 50% – 60% reconstruction errors. This observation verifies the fact that the shallower layers produce low-level reconstructive features, while the deeper layers produce discriminative features with weak reconstructive power.

Downsampling layer: Unlike the upsampling layers, most of the downsampling layers are far less discriminative as shown in Fig. 6.2d. Except for the last downsampling layer that reaches a sparsity level of 20%, all others have 40% – 50% nonzero sparse coefficients.
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6.4.1.2 Fast Convergence with Task-driven Regularization

We now demonstrate the advantage of using weighted Lasso over the heuristic $\ell_0$ pursuit, such as OMP. We train our 14-layer sparse coding network\[^3\] by using both weighted Lasso and OMP. For the OMP-based network, we set the desired number of nonzero elements to be 15 for all sparse coding layers. The convergence comparisons between the OMP-based network and the weighted Lasso-based network are shown in Fig. 6.4. At 120 epochs, the network with OMP has converged on a nearly 0.25 test error, while our multilayer sparse coding network descends below the same level in just 5 epochs. The result also shows our network to converge substantially faster and reach a higher classification accuracy than the CNN baseline.

6.4.1.3 Comparison with State-of-the-art Models

We compare the performance of our multilayer sparse coding network with other state-of-the-art models using CIFAR-10, most of which are based on a CNN architecture. Our 14-layer sparse coding network achieves 91.43% accuracy on CIFAR-10 using merely 0.27M parameters. Among all other methods, only the 20-layer residual network (ResNet) has a comparable number of parameters, yet we maintain fewer layers. Our model significantly overwhelms the previous sparse-coding-based models, including the OMP-based [100] and nonnegative-OMP based models [75], by a margin of 10%.

[^3]: Including 13 sparse coding layers and 1 fully connected layer.
### 6.4.2 Evaluation on CIFAR-100 Database

CIFAR-100 has exactly the same set of images as CIFAR-10 but are split into 10 times more classes, therefore each class has much fewer training samples compared with CIFAR-10, making it a more challenging dataset for the task of classification. We directly use the same network configuration and hyperparameters used in the CIFAR-10 experiment. We do not guarantee that our network is able to reach its best performance. We preprocess the images in exactly the same way as CIFAR-10, i.e., subtract per-pixel mean and perform data augmentation. A summary of the state-of-the-art methods on CIFAR-100 is provided in Table 6.3. Comparison of the convergence rate with our CNN baseline is shown in Fig. 6.5. With 14 sparse coding layers, our network achieves a classification accuracy of 72.64%, which surpasses most of the state-of-the-art CNN-based methods. Due to the strong regularization of sparse coding, we gain greater improvements on CIFAR-100 compared with the gains achieved on CIFAR-10, thus validating the efficiency of our multilayer sparse coding network.

<table>
<thead>
<tr>
<th>Method</th>
<th># params</th>
<th># layers</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maxout [75]</td>
<td>-</td>
<td>-</td>
<td>90.62</td>
</tr>
<tr>
<td>SCKN [127]</td>
<td>10.50M</td>
<td>10</td>
<td>90.80</td>
</tr>
<tr>
<td>NIN [111]</td>
<td>-</td>
<td>-</td>
<td>91.19</td>
</tr>
<tr>
<td>DSN [126]</td>
<td>1.34M</td>
<td>7</td>
<td>92.03</td>
</tr>
<tr>
<td>ResNet [103]</td>
<td>0.27M</td>
<td>20</td>
<td>91.75</td>
</tr>
<tr>
<td>OMP [75]</td>
<td>0.70M</td>
<td>2</td>
<td>81.50</td>
</tr>
<tr>
<td>PCANet [11]</td>
<td>0.28B</td>
<td>3</td>
<td>78.67</td>
</tr>
<tr>
<td>NOMP [100]</td>
<td>1.09B</td>
<td>4</td>
<td>81.40</td>
</tr>
<tr>
<td>CNN-baseline</td>
<td>0.27M</td>
<td>14</td>
<td>88.56</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.27M</td>
<td>14</td>
<td>91.43</td>
</tr>
</tbody>
</table>

Table 6.2: CIFAR-10 Classification Accuracy.
coding network when dealing with a relatively small number of training samples per class.

![Graph showing performance comparison with the CNN baseline on CIFAR-100. Dashed and bold lines denote training and testing error, respectively.](image)

Figure 6.5: Performance comparison with the CNN baseline on CIFAR-100. Dashed and bold lines denote training and testing error, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th># params</th>
<th># layers</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOMP [100]</td>
<td>1.09B</td>
<td>4</td>
<td>60.08</td>
</tr>
<tr>
<td>Maxout [75]</td>
<td>-</td>
<td>-</td>
<td>63.46</td>
</tr>
<tr>
<td>NIN [111]</td>
<td>-</td>
<td>-</td>
<td>64.32</td>
</tr>
<tr>
<td>DSN [126]</td>
<td>1.34M</td>
<td>7</td>
<td>63.46</td>
</tr>
<tr>
<td>All-CNN [124]</td>
<td>1.40M</td>
<td>10</td>
<td>66.29</td>
</tr>
<tr>
<td>Highway [128]</td>
<td>2.3M</td>
<td>19</td>
<td>67.76</td>
</tr>
<tr>
<td>ResNet [129]</td>
<td>0.46M</td>
<td>32</td>
<td>68.10</td>
</tr>
<tr>
<td>CNN-baseline</td>
<td>0.27M</td>
<td>14</td>
<td>67.58</td>
</tr>
<tr>
<td><strong>Proposed</strong></td>
<td><strong>0.27M</strong></td>
<td><strong>14</strong></td>
<td><strong>72.64</strong></td>
</tr>
</tbody>
</table>

Table 6.3: CIFAR-100 Classification Accuracy.
6.4.3 Evaluation on SVHN Database

SVHN [130] is a dataset consisting of color images of digits collected from Google Street View. The images are of size $32 \times 32$ with 73,257 images for training and 26,032 images for testing. The dataset also comes with 531,131 additional labeled images. Again, we directly use the network configuration for CIFAR-100. This dataset is less difficult due to a large number of the labeled training samples. For a fair comparison, we delete 400 samples per training class and 200 samples per class from the extra set, which are used for cross-validation by the compared methods in Table 6.4. The network is trained only on the training and the extra set. The image of the dataset is preprocessed by subtracting per-pixel-mean and we do not conduct any data augmentation. Due to the large size of the dataset, we only train our network with 20 epochs. We achieve a test error of 2.16% with a few learnable parameters. A summary of comparable methods is shown in Table 6.4. Our sparse coding network outperforms the CNN-baseline with 0.8% and is comparable with other state-of-the-art performance while using substantially fewer parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th># params</th>
<th># layers</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCNN [12]</td>
<td>2.67M</td>
<td>–</td>
<td>1.77</td>
</tr>
<tr>
<td>ReNet [13]</td>
<td>23.12M</td>
<td>7</td>
<td>2.38</td>
</tr>
<tr>
<td>DSN [126]</td>
<td>1.34M</td>
<td>7</td>
<td>1.92</td>
</tr>
<tr>
<td>Maxout [75]</td>
<td>-</td>
<td>-</td>
<td>2.37</td>
</tr>
<tr>
<td>NIN [111]</td>
<td>-</td>
<td>-</td>
<td>2.35</td>
</tr>
<tr>
<td>CNN-baseline</td>
<td>0.27M</td>
<td>14</td>
<td>2.95</td>
</tr>
<tr>
<td><strong>Proposed</strong></td>
<td><strong>0.27M</strong></td>
<td><strong>14</strong></td>
<td><strong>2.16</strong></td>
</tr>
</tbody>
</table>

Table 6.4: SVHN Classification Error.
6.4.4 Evaluation on MNIST Database

The MNIST [82] dataset consists of 70,000 images of digits, of which 60,000 are the training set and the remaining 10,000 are the test set. Each digit is centered and normalized to a $28 \times 28$ field. We subtract the per-pixel-mean of each image and do not perform any data augmentation. We run a total of 20 epochs. The classification error on this dataset is reported in Table 6.5. With limited epochs, our sparse coding network achieves a classification error of 0.39%, which is comparable with state-of-the-art performance. Meanwhile, our approach also easily outperforms the CNN baseline with a margin of 0.8%.

<table>
<thead>
<tr>
<th>Method</th>
<th># params</th>
<th># layers</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScatNet [89]</td>
<td>-</td>
<td>3</td>
<td>0.43</td>
</tr>
<tr>
<td>PCANet [1]</td>
<td>-</td>
<td>3</td>
<td>0.62</td>
</tr>
<tr>
<td>Maxout [75]</td>
<td>-</td>
<td>-</td>
<td>0.45</td>
</tr>
<tr>
<td>NIN [111]</td>
<td>-</td>
<td>-</td>
<td>0.47</td>
</tr>
<tr>
<td>CKN</td>
<td>0.44M</td>
<td>3</td>
<td>0.39</td>
</tr>
<tr>
<td>DSN [126]</td>
<td>0.35M</td>
<td>3</td>
<td>0.39</td>
</tr>
<tr>
<td>Highway [128]</td>
<td>0.15M</td>
<td>20</td>
<td>0.45</td>
</tr>
<tr>
<td>ResNet [103, 131]</td>
<td>-</td>
<td>100</td>
<td>0.51</td>
</tr>
<tr>
<td>CNN-baseline</td>
<td>0.27M</td>
<td>14</td>
<td>0.47</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.27M</td>
<td>14</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 6.5: MNIST Classification Error.

6.5 Summary

In this chapter, we have developed a novel multilayer sparse coding network by training the dictionaries and the regularization parameters simultaneously using an end-to-end
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supervised learning scheme. We have shown empirical evidence that the regularization pa-
rameters can adapt to the given training data. Experimental results also confirm that our
network converges substantially faster than the OMP-based sparse coding network. The
high computational complexity of multilayer sparse coding networks has motivated us to
explore more efficient strategies for accomplishing sparse recovery. We propose applying
downsampling within sparse coding modules to dramatically reduce the output dimension-
ality of the layers and mitigate computational costs. Moreover, we also show that our
sparse coding network is compatible with other powerful deep learning techniques such
as batch normalization. We have demonstrated our sparse coding network easily outper-
forms a comparable baseline CNN. Moreover, our network produces results competitive
with deep neural networks but uses significantly fewer parameters and layers. In particular,
our network performs exceedingly well on CIFAR-100, indicating a lower training data
requirement compared to multilayer neural networks.
Chapter 7

Conclusion and Future Research

7.1 Conclusion

In this thesis, we have exploited and evaluated four key components in sparse coding with application on image classification in order to: i) enforce various structured sparsity priors for achieving more stable sparse codes; ii) train the dictionary using task-driven dictionary learning in order to improve the coding efficiency; iii) enforce the invariant property for gaining more generality toward the variability, and iv) extend the sparse coding model to a multilayer architecture so that its learning capacity can be substantially augmented.

In Chapter 2 and Chapter 3 we have exploited various structured sparsity priors and developed supervised dictionary learning algorithms for efficient representation. We propose a new dictionary learning algorithm for task-driven dictionary learning with joint or Laplacian sparsity in order to exploit the spatial-spectral information of HSI neighboring pixels.
We show experimentally that the proposed dictionary learning methods have a significantly better performance than SRC even when the dictionary is highly compact. We also describe an optimization algorithm for solving the Laplacian sparsity recovery problem. The proposed optimization method is much faster than the modified feature sign search used in [42].

We present a novel sparse coding framework in Chapter 4 that is robust to image transformation. In the proposed model, each dictionary atom is constructed in the form of a tensor and is aligned with the test image using the large displacement optical flow concept [79]. The proposed algorithm does not require the training dataset to be pre-aligned. Adapting the dictionary to the input test image is highly efficient: requiring only $O(PT)$ operations for adapting each dictionary atom, where $T$ is the number of pixels in a searching window and $P$ is the total number of subatoms to be aligned. Supervised dictionary learning algorithm is developed for the proposed sparse coding framework.

Extending invariant sparse coding model to multilayer architecture is discussed in Chapter 5 and Chapter 6. We first develop a layer-wise unsupervised dictionary learning algorithm with bilevel optimization in order to simultaneously minimize the errors of local feature descriptor matching and signal reconstruction. Using our layer-wise unsupervised dictionary learning algorithm, we are able to design diverse and contextually rich BoAs. We have extended the sparse coding model to a multilayer architecture with as many as 13 sparse coding layers. We have demonstrated our sparse coding network easily outperforms a comparable baseline CNN. Moreover, our network produces results competitive
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with deep neural networks but uses significantly fewer parameters and layers.

7.2 Future Research

Our sparse coding networks confront with a scalability issue due to the high computational demand of the sparse recovery and dictionary learning. We intend to address the scalability issue in our future work, which is discussed in more details as follows.

7.2.1 Integrating Sparse Coding Networks with Convolutional Neural Networks

One should not ignore either the benefit of applying convolutional layer or sparse coding layer. On one hand, convolutional layer is highly computationally efficient though requiring more samples to regularize the learnable parameters. On the other hand, sparse coding layer demands much fewer training samples at the sacrifice of high computational cost for recovering the sparse codes. For a given deep architecture, the shallower layer comes with a smaller receptive field and the local features in the corresponding layer have much smaller variations. Therefore, the shallower layers require few labeled training samples to avoid overfitting. Hence, a deep network that has convolutional layers in the shallower part and sparse coding layers in the deeper part should be able to enjoy both the low computational cost and less severe data hunger issue.
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In addition, unlike our previous work that uses sparse coding layer with $1 \times 1$ kernels for dimension reduction, we propose to use the convolutional layer with $3 \times 3$ kernels to reduce the dimension of the input sparse code. The motivations are 1) The dimension reduction layer contains only few number of learnable parameters and therefore these parameters should be able to be regularized by the data itself. 2) The output of the convolutional layer is highly sparse and also nonnegative, i.e., the input for each sparse coding layer is highly sparse and nonnegative. Since the dictionary atoms and the input feature lie in the same subspace, we should be able to naturally enforce nonnegativity constraint on the dictionary. Such nonnegativity regularization on the dictionary atoms can further allow us to use the theorems related with nonnegative matrix factorization (NMF) to explain the behavior of the sparse coding layer.

### 7.2.2 Fast Approximation of Sparse Coding

The success of multilayer sparse coding network has reaffirmed that multilayer architecture can escape from degeneracy issues by resorting to a generative model. In our deep coding network, both sparse coding and sparse clustering are critical for a stabilizing multilayer system. However, there is one major issue that frustrates our sparse coding network, namely the high computation cost as well as memory requirement. One natural question is how to design highly scalable deep coding network that can largely reduce computational demand by stop chasing unnecessary recovery accuracy while encouraging clustering. As validated in neural network, network with binary activation is able to produce reasonable
performance on relatively shallow networks. Such discovery confirms that the sparse-code support is already accurate enough if we directly use the activated neurons. Again, maybe such support is already accurate enough for clustering purposes.

Denote $D$ as the weights for the neural network or the deep coding dictionary, $b$ be the bias, $x$ as the signal observation and $\alpha$ as the desired sparse code. For illustration purpose, we only consider single signal case and the convolutional case can be naturally extended. We select the support of the sparse codes using ReLU activation function $\Lambda = \text{logical}(\text{relu}(D(x + b)))$ where $\text{logical}(\cdot)$ is the binarization operation and $\Lambda$ is the active set. This clever approach allows us to compute the gradient of the loss function w.r.t. the bias using backpropagation. To reconstruct the magnitude of the sparse code $\alpha$, we propose to solve the following nonnegative least square problem:

$$\alpha^*_\Lambda = \arg\min_{\alpha > 0} \| D_\Lambda \alpha - (y + b) \|_2^2 + \lambda \| \alpha \|_2^2,$$  \hspace{1cm} (7.1)

where $\alpha_\Lambda$ is the active elements of the sparse code, $\lambda > 0$ is the $\ell_2$ regularizor used to stabilize the model when the code is not sparse enough. Problem (7.1) can be solved much more efficiently. When we add the bias to the input signal $y$, the sparse code also tries to recover the bias component, therefore preserving the gradient information. We intend to explore gradient descent techniques to optimize $D$, $b$, and $\alpha$ alternatingly.
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7.2.3 Construction of Wide Sparse Coding Network

Wide neural network, where each layer contains large number of filters, have shown its effectiveness in reducing the required number of layers, hence significantly increase the computational efficiency of the network. Unfortunately, previous works have shown that extending the network to a wider architecture is not trivial. As the network becomes wider, the overfitting issue become more and more severe.

Sparse coding layer is a perfect building block for such wide network: First, the dictionary for sparse recovery is naturally designed to have a wide architecture so as to gain the redundancy and robustness. In most cases, the number of dictionary atoms is $4 - 6$ times larger than the number of the measurement, rendering a network with extremely wide structure. Second, sparsity regularizer acts as a strong prior that is able to largely alleviate the overfitting issue when the network becomes extremely wide. Last but not least, as the network goes wider, the dictionary atoms naturally becomes sparser as we have already discussed in Section 7.2.1 In the future, we will investigate how to efficiently employ highly redundant dictionary in the sparse coding network.
Chapter 8

Appendix

8.1 Appendix A

We can infer from Eq. (3.18) that \( \text{vec}\left(\frac{\partial A}{\partial D_{mn}}\right) = 0, \forall n \in \Lambda^c \), which indicates \( \frac{\partial L}{\partial D_{mn}} = 0, \forall n \in \Lambda^c \). Therefore, we only need to take the gradient \( \frac{\partial L}{\partial D_{mn}}, \forall n \in \Lambda \) into account.

From the Eq. (3.13) and Eq. (3.18), we achieve the gradient for every element of \( \tilde{D} \),

\[
\frac{\partial L}{\partial D_{mn}} = \text{vec}\left(\frac{\partial L}{\partial \tilde{A}}\right)^\top \cdot \text{vec}\left(\frac{\partial \tilde{A}}{\partial D_{mn}}\right),
\]

(8.1)

where \( m = 1, \ldots, M \) and \( n = 1, \ldots, N_A \). Let \( g = \text{vec}\left(\frac{\partial f}{\partial A^\top}\right) = \text{vec}\left(\left( W\tilde{A} - \hat{Y}\right)^\top \tilde{W}\right) \) and \( \tilde{W} = W^\Lambda \) is the \( \Lambda \) columns of \( W \). Expand Eq. (3.18) and combine it with Eq. (8.1),
we have

\[ \frac{\partial L}{\partial \tilde{D}_{mn}} = U_{mn} - V_{mn} \quad \text{and} \quad \frac{\partial L}{\partial D} = U - V, \quad (8.2) \]

where \( U, V \in \mathbb{R}^{m \times N} \) and every element \( U_{mn}, V_{mn} \) are defined as

\begin{align*}
U_{mn} &= g^\top \left( \tilde{D}^\top \tilde{D} \otimes I_P + \lambda \Gamma \right)^{-1} vec \left( (X - DA)^\top \tilde{E}_{mn} \right), \\
V_{mn} &= g^\top \left( \tilde{D}^\top \tilde{D} \otimes I_P + \lambda \Gamma \right)^{-1} vec \left( \tilde{A}^\top \tilde{E}_{mn}^\top \tilde{D} \right),
\end{align*}

where \( \tilde{E}_{mn} \in \mathbb{R}^{M \times N} \) is the indicator matrix that element \((m, n)\) of \( \tilde{E}_{mn} \) is 1 and all other elements are zero.

Consider the simplification for \( U \) first

\[ U_{mn} = g^\top \left( \tilde{D}^\top \tilde{D} \otimes I_P + \lambda \Gamma \right)^{-1} \left( \tilde{E}_{mn}^\top \otimes I_P \right) vec \left( (X - DA)^\top \right)_{\tilde{m}}, \quad (8.3) \]

where \( F_{\tilde{n}} = \left( \tilde{D}^\top \tilde{D} \otimes I_P + \lambda \Gamma \right)^{-1}; \tilde{m}(m) = \{(m - 1)P + 1, \ldots, mP\}, \tilde{n}(n) = \{(n - 1)P + 1, \ldots, nP\} \) denote the index sets; \( F_{\tilde{n}} \) are the \( \tilde{n} \) columns of \( F \).

Let \( \xi_{\tilde{m}} = vec \left( (X - DA)^\top \right)_{\tilde{m}} \). It can be shown that \( \xi_{\tilde{m}}^\top \) is the \( \tilde{m}^{th} \) row of \( (X - DA) \).

Now the \((m, n)\) element \( U_{mn} \) of the first part \( U \) can be written as

\[ U_{mn} = (g^\top F)_{\tilde{n}} \xi_{\tilde{m}}, \quad (8.4) \]
Stacking all elements of $U$

\[
U = \begin{bmatrix}
(g^\top F)^{1\top} \xi_1 & \cdots & (g^\top F)^{N_\Lambda \top} \xi_1 \\
\vdots & \ddots & \vdots \\
(g^\top F)^{1\top} \xi_M & \cdots & (g^\top F)^{N_\Lambda \top} \xi_M
\end{bmatrix}
= \xi \begin{bmatrix}
(g^\top F)^{1\top} \cdots (g^\top F)^{N_\Lambda \top}
\end{bmatrix},
\]  
(8.5)

where $\Lambda_n$ denotes the $n^{th}$ element of set $\Lambda$.

Now consider simplification for $V$. Each element $V_{mn}$ of $V$ can be written as

\[
V_{mn} = g^\top F \cdot vec\left( \hat{A}^\top \hat{E}_{mn}^\top \hat{D} \right)
= g^\top F \left( \hat{D}^\top \hat{E}_{mn} \otimes I_P \right) vec\left( \hat{A}^\top \right)
= g^\top F \left( \hat{D}_{m}^\top \otimes I_P \right) \hat{A}_n^\top,
\]  
(8.6)

where $\hat{A}_n$ is the $n^{th}$ row of $\hat{A}$ and $\hat{D}_m$ is the $m^{th}$ row of $\hat{D}$.

Stacking every element of $V$, such that

\[
V = \begin{bmatrix}
g^\top F \left( \hat{D}_{1}^\top \otimes I_P \right) & \cdots & g^\top F \left( \hat{D}_{1}^\top \otimes I_P \right) \\
\vdots & \ddots & \vdots \\
g^\top F \left( \hat{D}_{M}^\top \otimes I_P \right) & \cdots & g^\top F \left( \hat{D}_{M}^\top \otimes I_P \right)
\end{bmatrix} A^\top
\]
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\[
\begin{bmatrix}
\sum_{n=1}^{N} D_{1n}^T (g^T F) \bar{n}_1 A_1^T & \cdots & \sum_{n=1}^{N} D_{1n}^T (g^T F) \bar{n}_N A_N^T \\
\vdots & \ddots & \vdots \\
\sum_{n=1}^{N} D_{Mn}^T (g^T F) \bar{n}_1 A_1^T & \cdots & \sum_{n=1}^{N} D_{Mn}^T (g^T F) \bar{n}_N A_N^T 
\end{bmatrix}
= D \left[ (g^T F)^T_1 \cdots (g^T F)^T_P \right] A^T,
\]

(8.7)

where \( \bar{p}(p) = \{ p, p + P, \ldots, p + (N - 1)P \} \). Combining Eq. (8.5) and Eq. (8.7)

\[
\frac{\partial L}{\partial D} = U - V = \xi \beta_\Lambda^T - \hat{D} \beta_\Lambda \hat{A}^T 
\text{and} \quad \frac{\partial L}{\partial D} = \xi \beta^T - D \beta A^T,
\]

(8.8)

where \( \beta_{\Lambda_c} = 0 \) and \( \beta_\Lambda = [(g^T F)^T_1, \cdots, (g^T F)^T_{\Lambda_c}]^T \). More generally, we have defined \( \beta_\Lambda \in \mathbb{R}^{N_\Lambda \times P} \) such that \( vec(\beta_\Lambda) = F g \).

8.2 Appendix B

The gradient for updating the dictionary can be written as

\[
\frac{\partial L}{\partial D_{mn}} = vec \left( \frac{\partial L}{\partial A} \right)^T \cdot vec \left( \frac{\partial A}{\partial D_{mn}} \right) 
\]

\[
= vec \left( \frac{\partial L}{\partial A} \right)_\Lambda \cdot vec \left( \frac{\partial A}{\partial D_{mn}} \right)_\Lambda,
\]

(8.9)
Expand Eq. (3.31) and combine it with Eq. (8.9), the desired gradient is

$$
\frac{\partial L}{\partial D_{mn}} = U_{mn} - V_{mn} \quad \text{and} \quad \frac{\partial L}{\partial D} = U - V,
$$

(8.10)

where

$$
U_{mn} = g^\top F^{-1} \text{vec} \left( E_{mn}^\top (X - DA) \right)_{\Lambda},
$$

$$
V_{mn} = g^\top F^{-1} \text{vec} \left( D^\top E_{mn} A \right)_{\Lambda},
$$

$$
F = \left( I_P \otimes D^\top D + \gamma L \otimes I_N \right)^{-1}_{\Lambda,\Lambda}.
$$

Let \( g \) has the same definition as that in Section 8.1. The first part \( U \) of \( \frac{\partial f}{\partial D_{mn}} \) is

$$
U_{mn} = g^\top F \text{vec} \left( E_{mn}^\top (X - DA) \right)_{\Lambda}
$$

$$
= (g^\top F)_{\tilde{m}} \text{vec} (X - DA)_{\tilde{m}(m,n)}
$$

(8.11)

\( E_{mn} \in \mathbb{R}^{M \times N} \) is the indicator matrix that the \((m, n)\) element is 1 and all other elements are zero. \( \tilde{m} \) and \( \tilde{n} \) are defined as the following index sets,

$$
\tilde{m}(m, n) = \{m, \ldots, m + pM, \ldots\}, \forall p \text{ s.t. } n + pN \in \Lambda
$$

$$
\tilde{n}(n) = \{n, n + N, \ldots, n + (P - 1)N\} \cap \Lambda
$$
Eq. (8.11) can be further simplified by introducing $h^{(n)} \in \mathbb{R}^P$, such that

$$ h^{(n)} = \begin{cases} (g^\top F)_{n+pN}, & \text{if } n + pN \in \tilde{n}(n), \forall p \\ 0, & \text{otherwise} \end{cases} \quad (8.12) $$

Now Eq. (8.11) can be rewritten as,

$$ U_{mn} = h^{(n)\top} \xi_m, \quad (8.13) $$

where $\xi_m^\top$ is the $m^{\text{th}}$ row of $X - DA$. The first part $U$ of the gradient $\frac{\partial f}{\partial D}$ can be obtained by stacking all $U_{mn}$ in Eq. (8.13)

$$ U = \begin{bmatrix} \xi_1^\top h^{(1)} & \cdots & x_1^\top h^{(N)} \\ \vdots & \ddots & \vdots \\ \xi_M^\top h^{(1)} & \cdots & \xi_M^\top h^{(N)} \end{bmatrix} = \xi [h^{(1)} \cdots h^{(N)}] = \xi \beta^\top, \quad (8.14) $$

where we define $\beta = [h^{(1)}, \ldots, h^{(N)}]^\top \in \mathbb{R}^{N \times P}$. By examining the nonzero elements position of $h^{(1)}, \ldots, h^{(N)}$, it is not difficult to find the relation between $\beta$ and $g^\top F$

$$ vec(\beta)_A = Fg \text{ and } vec(\beta)_{A^c} = 0. \quad (8.15) $$
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Now consider the second term $V_{mn}$ of $\frac{\partial f}{\partial D_{mn}}$

$$V_{mn} = (g^\top F) \left( \left( I_P \otimes D^\top E_{mn} \right) \Lambda A v e c \left( A \right)_A \right)$$

$$= (g^\top F) \left( \left[ D_m v e c \left( A \right)_n \cdots D_m v e c \left( A \right)_{(n+(P-1)N)} \right]^\top \right) \Lambda$$

$$= D_m \sum_{p=1}^{P} A_{n,p} \beta^p,$$

(8.16)

where $\beta^p$ is the $p^{th}$ column of $\beta$. The differentiation $\frac{\partial f}{\partial D}$ can be derived from $V_{mn}$ in Eq. (8.16)

$$V = \begin{bmatrix}
D_1 \left[ \sum_{p=1}^P A_{1,p} \beta^p, \ldots, \sum_{p=1}^P A_{N,p} \beta^p \right] \\
\vdots \\
D_M \left[ \sum_{p=1}^P A_{1,p} \left( F g \right)_p, \ldots, \sum_{p=1}^P A_{N,p} \left( F g \right)_p \right]
\end{bmatrix}$$

$$= D \left[ \sum_{p=1}^P A_{1,p} \beta^p \cdots \sum_{p=1}^P A_{N,p} \beta^p \right]$$

$$= D \beta A^\top,$$

(8.17)

Combining Eq. (8.14) and Eq. (8.17), we reach the gradient of the dictionary

$$\frac{\partial L}{\partial D} = \xi \beta^\top - D \beta A^\top.$$

(8.18)
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8.3 Appendix C

We now demonstrate the details for the derivation of Eq. (7). Let $\alpha^* \in \mathbb{R}^N$ be the optimal point of Lasso problem, which satisfies the first order optimality condition

$$D^T D \alpha - D^T x + \Gamma \text{sign}(\Gamma \alpha) + \lambda_2 \alpha = 0,$$  \hspace{1cm} (8.19)

where we have omitted the superscript ‘*’ for simplicity. We first derive the gradient $\frac{\partial \alpha}{\partial D_{ij}}$ for a single dictionary element $D_{ij}$. Differentiate both sides of Eq. (8.19) w.r.t. $D_{ij}$

$$\frac{\partial D^T D}{\partial D_{ij}} x + D^T D \frac{\partial \alpha}{\partial D_{ij}} - \frac{\partial D^T x}{\partial D_{ij}} + \Gamma \frac{\partial \text{sign}(\Gamma \alpha)}{\partial D_{ij}} = 0.$$  \hspace{1cm} (8.20)

The inactive atoms are not updated since the gradient $\frac{\partial \text{sign}(\Gamma \alpha)}{\partial D_{ij}}$ on which $\alpha_j = 0$ is not well defined \[59, 63\]. Let $\Lambda$ be the active set of the sparse code and only the active atoms are updated

$$\frac{\partial D^T D_\Lambda}{\partial D_{ij}} x + D^T D_\Lambda \frac{\partial \alpha}{\partial D_{ij}} - \frac{\partial D^T x}{\partial D_{ij}} + \Gamma_\Lambda \frac{\partial \text{sign}(\Gamma \alpha)_\Lambda}{\partial D_{ij}} = 0,$$  \hspace{1cm} (8.21)

where $j \in \Lambda$, $\Gamma_\Lambda \in \mathbb{R}^{K \times K}$ is the submatrix of $\Gamma$ selected by the active set $\Lambda$ and $K$ is the cardinality of the active set $\Lambda$. We reach the updating rule for a single dictionary element

$$\frac{\partial L}{\partial D_{ij}} = \left(\frac{\partial L}{\partial \alpha}\right)^\top_\Lambda \cdot (D^T D + \lambda_2 I)^{-1}_\Lambda \left(\frac{\partial D^T \alpha}{\partial D_{ij}} - \frac{\partial D^\top D_\Lambda}{\partial D_{ij}} \alpha_\Lambda\right),$$  \hspace{1cm} (8.22)

where $(D^T D + \lambda_2 I)_\Lambda \in \mathbb{R}^{K \times K}$ is the submatrix of $(D^T D + \lambda_2 I)$ selected by the active set $\Lambda$. Similarly, the gradient of sparse code $\alpha$ w.r.t to each input signal element $x_i$ can be reached by
differentiating both sides of Eq. (8.19) w.r.t. $x_i$

$$D_A^\top D_A \frac{\partial \alpha}{\partial x_i} - \frac{\partial D_A^\top x}{\partial x_i} + \Gamma_A \frac{\partial \text{sign}(\Gamma_A \alpha)}{\partial x_i} = 0. \quad (8.23)$$

Eq. (8.23) is equivalent with

$$\frac{\partial L}{\partial x_i} = \left( \frac{\partial L}{\partial \alpha} \right)^\top \Lambda \cdot (D^\top D + \lambda_2 I)^{-1} \frac{\partial D^\top x}{\partial x_i}. \quad (8.24)$$

Finally, differentiating both sides of Eq. (8.19) w.r.t. $\lambda_j$

$$D_A^\top D_A \frac{\partial \alpha}{\partial \lambda_j} + E_j \text{sign}(\Gamma_A \alpha) = 0, \quad (8.25)$$

where $E_j \in \mathbb{R}^{K \times K}$ is the indicator matrix such that only the element $(j, j)$ equals to one and zeros elsewhere. Eq. (8.25) can be further simplified as

$$\frac{\partial L}{\partial \lambda_j} = \left( \frac{\partial L}{\partial \alpha} \right)^\top \Lambda \cdot - (D^\top D + \lambda_2 I)^{-1} \text{sign}(\Gamma_A \alpha)_{j}, \text{ s.t. } \lambda_j \neq 0, \quad (8.26)$$

where $\text{sign}(\Gamma_A \alpha)_{j} = E_j \text{sign}(\Gamma_A \alpha) \in \mathbb{R}^K$. 
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