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Abstract

The study of circumstellar disks at a variety of evolutionary stages is essential to understand the physical processes leading to planet formation. As the earliest stage of planet formation, massive, optically thick, and gas rich protoplanetary disks give information about the distribution and composition of the dust grains that will eventually coalesce into planetesimal bodies, while the later stages of the planet formation process (debris disks) demonstrate the interactions that the dust particles in disks have with the planetary bodies. The recent development of high contrast instruments designed to directly image the structures surrounding nearby stars (e.g. Gemini Planet Imager) and coronagraphic data from the Hubble Space Telescope (HST) have made detailed studies of circumstellar systems possible. As a member of the Gemini Planet Imager (GPI) exoplanet survey team, I have developed the wavelength calibration for the lenslet-based integral field spectrograph. This work has enabled some incredible science, namely the spectral characterization of one of the lowest mass extrasolar planets ever discovered via direct imaging, 51 Eridani b. The second part of this work details the observations and characterization of three
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systems. I obtained GPI polarization data for the transition disk, PDS 66, which shows a double ring and gap structure and a temporally variable azimuthal asymmetry. This evolved morphology could indicate shadowing from some feature in the innermost regions of the disk, a gap-clearing planet, or a localized change in the dust properties of the disk. Millimeter continuum data of the DH Tau system places limits on the dust mass that is contributing to the strong accretion signature on the wide-separation planetary mass companion, DH Tau b. The lower than expected dust mass constrains the possible formation mechanism, with core accretion followed by dynamical scattering being the most likely. Finally, I present HST observations of the flared, edge-on protoplanetary disk ESO Hα 569. Using a covariance-based MCMC software toolkit I developed, I combine the scattered light image with a spectral energy distribution to model the key structural parameters such as the geometry (disk outer radius, vertical scale height, radial flaring profile), total mass, and dust grain properties in the disk using the radiative transfer code MCFOST.
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Chapter 1

Introduction

The field of extrasolar planets and disks has received increased interest over the past decade as indirect detection methods have provided statistically robust samples of extrasolar planets, and new high contrast instruments have produced detailed images of circumstellar disks. The study of circumstellar disks at a variety of evolutionary stages is essential to understand the physical processes leading to planet formation. As the earliest stage of planet formation, massive, optically thick, and gas-rich protoplanetary disks give information about the distribution and composition of the dust grains that will eventually coalesce into planetesimal bodies, and about the gas content which contributes the majority of the mass to Jovian planets. Debris disks, the remnants of planet formation (our own Kuiper Belt for example), serve as signposts for the dynamical history of the circumstellar system.

Circumstellar disks provide key insights into the physics inherent in star and planet
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formation. At the earliest stages, the disks supply the reservoir of material through which stars form. They provide the vector for angular momentum transport, hence enabling accretion and regulating the central stars rotation, possibly via a coupling with the stellar magnetic field. The disks also provide the material and energy to launch the powerful jets observed, themselves feeding back momentum, stirring, in the molecular clouds. Most importantly, and a pressing central question of modern astrophysics since the discovery of the first exoplanet 51 Peg b in 1995, the disks also provide the environment, literally the birthplaces, for planets to form! The question is how? How do gas and dust interact in protoplanetary disks? On what timescales do disks evolve, and how does this depend on the stellar mass, metallicity and environment? How do accreting planetesimals get past the ‘meter scale barrier’ set by gas drag? What is the relative role of core accretion versus gravitational instability in forming Jovian planets? What role does planetary migration play in the observed distribution of extrasolar planets? The answers to these questions depend on the disks estimated lifetimes, estimated total masses and, critically, on their internal densities. These quantities can be estimated today by ambitious, massive and coherent model fitting of observations coming from the best international telescope facilities and by using tailored and optimized radiative transfer codes running on dedicated powerful computers.

The ubiquity of circumstellar disks was revealed early on by near-infrared and millimetric surveys showing that most young stars harbour a near infrared excess
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(Bertout et al., 1988) and dust continuum thermal emission (Beckwith et al., 1990), both interpreted in terms of dust located in a disk and heated by the central star and/or by the accretion process. For many years the disks were studied in the infrared and at millimeter wavelengths, but without the spatial resolution necessary to reveal their detailed structure. Since the first images of a disk viewed in scattered light, dating back to only 1984 with observations of a debris disks surrounding Beta Pictoris (Smith & Terrile, 1984), scattered light images have provided the highest spatial resolution global view of disks. With the advent of ground-based adaptive optics (AO) systems and most recently, dedicated Extreme AO systems like the Gemini Planet Imager (GPI), these disks can now be characterized with great detail in scattered optical and near-infrared starlight. These ground based facilities complement coronagraphs on-board the Hubble Space Telescope’s NICMOS, STIS, and ACS instruments, which have produced many beautiful, detailed images of both protoplanetary and debris disks over the last several decades. Additionally, millimeter interferometers have made substantial gains in both resolution and sensitivity over time, with key contributions from CARMA, the SMA, and most recently ALMA. Together, these data provide unique information on disk structure and dust properties.
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1.1 High Contrast Techniques

Modern extreme adaptive optics systems combine several technologies to suppress light from the central star, correct for atmospheric turbulence, and to distinguish exoplanets and disk features from speckles caused by residual aberrations to the wavefront. The largest complication with direct imaging lies in the monumental levels of contrast required to resolve planets and disks within less than 100 au (≈ 33′′ at the location of the nearest disk, Eps Eri at 3 pc) and down to a few au (≤ 0.1″) of a bright, young star. For example, direct detection of Jupiter would require a contrast of $10^{-9}$ with respect to the flux from the sun. More attainable, are younger, self-luminous ≥ Jupiter mass planets that require contrast levels of $10^{-5} - 10^{-6}$ (Macintosh et al., 2006). To suppress light from the central star, a coronagraph is used. The most basic type of coronagraph is the Lyot coronagraph. A Lyot system uses a single occulting spot to mask out the light from a central star. To remove any light diffracted around this occulter, a Lyot stop is employed in the pupil plane to remove this diffracted light. The final image contains only ~ 5% of the original flux from the central star (Sivaramakrishnan et al., 2001) allowing nearby faint objects to be detected. The size of the occulting spot is often given in units of resolution elements $\lambda/D$. A larger spot size limits the diffraction of the starlight but also increases the inner working angle (i.e. the innermost radius for planet detection). Additionally, there is a tradeoff in the shape of the Lyot stop between the collecting area (or total flux received by the detector) and the percentage of the diffracted light that is blocked. While many
high contrast instruments use more complicated coronagraph designs, the principle remains the same.

The Gemini Planet Imager (GPI) is a high contrast instrument developed for the Gemini Observatory to study the complex circumstellar environment. GPI was initially developed at the NSF Center for Adaptive Optics starting in 2004 and saw first light in November 2013 [Macintosh et al., 2014a]. After four successful commissioning runs, GPI has been placed into the Gemini proposals cycle for public use in the fall of 2014 after a successful science verification run in April, 2014. GPI was designed to be the state of the art in direct planet detection through imaging, with 10 times the sensitivity to planets over previous generation instruments. It combines an extreme adaptive optics system with two deformable mirrors to correct for atmospheric turbulence [Poyneer et al., 2014], an apodized coronagraph to block the light from the central star [Soummer et al., 2009], and an Integral Field Spectrograph (IFS; Larkin et al., 2014) to achieve a $5 - \sigma$ contrast of $10^{-6}$ at 0.75 arcseconds and $10^{-5}$ at 0.35 arcseconds. The IFS features both a dispersion prism for low resolution spectroscopy and a Wollaston prism for dual polarization measurements. It is expected that GPI will be able to detect $> 15\%$ of gas giants more massive than $\sim 2 M_J$ around stars younger than 100 Myr and nearer than 75 parsecs ranging in separation from a few to hundreds of au [Nielsen et al., 2016]. When optimizing the detector real estate, a tradeoff had to be made between the spectral resolution of each lenslet and the spatial resolution or lenslet plate scale. For an 8-meter telescope, a lenslet plate scale of 14.3
mas/lenslet is necessary for Nyquist sampling at GPI's shortest operating wavelength of 0.9 \( \mu m \). The relatively low spectral resolution of GPI allows the 190 x 190 required lenslet spectra to fit on the detector while providing enough detail to distinguish between planetary atmospheric models. Furthermore, 'speckles' or wavefront errors vary in size and location with wavelength. As you step from one wavelength channel to another the speckles will move radially with wavelength while the planet candidate will remain stationary increasing our likelihood of detection.

While the direct imaging technique can’t match the large exoplanet statistics produced by indirect detection methods (e.g. radial velocity and transits), it provides unmatched capabilities for spectroscopy of planets over a wide range of wavelengths and temperatures. Direct imaging complements the parameter space probed by these indirect detection methods, neither of which are sensitive to wide separation (> 3 – 5 au) planets. Radial velocity (RV) surveys use high precision stellar spectroscopy to detect variations in the locations of spectral lines caused by the motion of the planet due to the gravitational influence of its host star. Consequently, the RV method is sensitive to only the most massive planets and provides only a lower limit on the planet mass. The transit method uses precise photometry to observe the drop in brightness of the central star as a planet passes in front of it blocking the light. While transits allow for planetary spectroscopy in favorable cases, the sample is biased strongly towards hot irradiated planets at small orbital separations and requires much longer integration times. To gain an understanding of the full population of
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extrasolar planets, information provided by all detection methods must be combined to understand both the demographics of planetary systems and the characteristics of exoplanetary atmospheres.

1.2 Evolutionary Stages of Circumstellar Disks

As early as the 1700’s it was thought that the solar system was formed as a nebula collapsed into a disk with a central bulge, forming the sun surrounded by rings of material that eventually coalesced into planets (Kant [1755]). Generally, the gravitational collapse of dense regions in molecular clouds of gas and dust form protostars over a few millions of years. The leftover material surrounding the protostar (with some initial net angular momentum) collapses into a circumstellar disk and slowly accretes onto the star. As the radius of the surrounding nebula decreases, conservation of angular momentum forces the material to rotate more quickly and eventually flatten out into a circumstellar disk. The protostar phase is fairly short lived (≈ 100,000 yrs.) and ends as Hydrogen fusion begins in the core and the star approaches the main sequence.

Most disks around young low- and intermediate-mass stars fall into one of two categories on the basis of their gross observational properties. Protoplanetary disks are optically thick at visible, near- and mid-infrared wavelengths, and are rich in molecu-
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Debris disks are optically thin at optical and near-infrared wavelengths, have only trace quantities of gas, and are found in older systems. In between, transition disks are found. These are disks where the gas content has largely diminished but not yet vanished and where a large central inner hole, several AU across, is found in the central region, leaving a clear signature in the spectral energy distribution, with a lack of near-infrared excess.

Our current understanding of the evolution of dust in these observational categories correspond to very distinct phases. During the few million year lifetimes of protoplanetary disks (e.g. Haisch et al., 2001), they undergo radical changes in their composition and structure. Initially surrounded by an optically thick disk of gas and dust supposedly of interstellar composition, (classified as class II systems, and often correlated with strongly accreting Classical T Tauri stars or CTTS as traced by H$\alpha$ emission), as the system evolves, processes such as photoevaporation, magnetospheric accretion, grain growth, and planet formation all act to remove mass (gas and small dust) from the disk. The circumstellar disks become optically thin (becoming class III type disks, analogous to Weak-lined T Tauri stars or WTTS with smaller accretion signatures) and eventually disperse entirely, leaving only dust disks produced by 2nd generation dust from protoplanetary collisions, known as debris disks. This process is not a simple homologous reduction in disk mass for a fixed disk geometry. As the disk evolves, large changes in the disk structure are expected to occur (e.g. Kenyon et al. 1996, Armitage et al. 1999). Disk evolution through magnetospheric accretion and
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photoevaporation will move the inner edge of the disk to larger radii, creating disks with large inner disk holes. Additionally, one of the key theoretically predicted stages of planet formation is dust settling, whereby large grains migrate preferentially to the disk midplane, causing dust disks to become geometrically thin (Weidenschilling, 1977; Garaud et al., 2004). These phases of dust growth are hypothesized to result in the production of planetesimals, which form rocky planets and the cores of gas giant planets. Both processes leave clear observational signatures in scattered light images and the spectral energy distribution (SED) of the disks, allowing multi-wavelength infrared surveys of young stars to investigate how far along the planet-formation process young stellar objects (YSOs) in the nearest star forming regions have gone.

1.3 Observational Signatures in Circumstellar Disks

Using the spectral information provided by direct imaging techniques of circumstellar systems we can begin to not only discover but characterize these complex structures. For resolved images of young, optically thick disks, the geometry of the disk (scale height, outer radius, vertical extent) can be directly measured. The vertical extent of the disk is related to the local disk temperature and grain distributions in the disk. Polarimetric images provide information on the size, and distribution of the dust particles in a disk (Graham et al., 2007). In general, at optical wavelengths
the disk flux is dominated by scattered light, but as you go out to longer wavelengths, the disk flux becomes dominated by thermal emission from grains within the disk. At a given wavelength, only the grains roughly larger than the wavelength will emit efficiently \( (a > \lambda/2\pi) \). Additionally, grain size distributions generally have steep slopes meaning that there are many more small grains than large. Thus, an image of a disk at a given wavelength will be dominated by thermal emission from grain sizes roughly the same size as the observed wavelength, unless it’s at a wavelength where thermal emission is negligible given the dust’s temperature, such as visible light, in which case it’s dominated by scattered light from grains of the appropriate size. Protoplanetary disks are optically thick leaving much of the inner disk unseen by the observer. However, at millimeter wavelengths, even protoplanetary disks become optically thin. In this case, the flux at these higher wavelengths provides a measure of the degree of grain growth. In the case of older, evolved systems with both planets and disks, observations of the presence and structure of disks can provide evidence for lower-mass planets that are not directly imageable (i.e. Neptune to Saturn mass bodies). These data can also be combined with dynamical studies to constrain the planetary masses \( \text{(Chiang \& Choi 2008)} \). By combining the spectroscopic and polarization capabilities of the Gemini Planet Imager, the disk geometries and grain sizes and compositions may be studied and combined for a large population of disks to investigate this relatively short lived but critical stage in disk evolution.

The spectral energy distribution (SED) of a star–disk provides another valuable
diagnostic tool as it places constraints on the mass and distribution of grain sizes within a disk. SEDs are generally double peaked with the optical emission dominated by the blackbody emission from the central star and thermal emission from the disk peaking at 10s to 100s of microns. For the case of the SED, the flux at a given wavelength roughly correlates to the distance from the central star. If we assume the disk radiates as a blackbody at the local disk temperature, then the SED of the disk is a combination of blackbodies over the range in disk temperatures weighted by the amount of material in each bin. The closer an annulus of the disk is to the central star, the higher the mid-plane temperature of the disk. The hotter the grains, the shorter the wavelength of the emitted light. For the optically thin case of a debris disk, the wavelength of the peak of thermal emission for the disk gives the temperature of the disk and thus the distance of the disk from the central star.

Observations of disks at different evolutionary stages allow us to track the formation of planetesimals from the primordial disk dust grains. In order to build larger bodies, the dust coming from the original molecular cloud must grow by several orders of magnitude and gas must be present for the process to occur efficiently (e.g. Dullemond & Dominik 2005, Heng & Kenyon 2010). As grains grow, their observational signatures will change. With smaller albedos, larger grains will result in disks with fainter surface brightnesses when seen in scattered light for example (e.g. Dullemond & Dominik 2004, 2005). A global change in the dust size distribution will also yield a change in the shape of the spectral energy distribution. Similarly, the shape of the
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silicate features is strikingly different for small and large silicate grains (Dullemond & Dominik 2005). When viewed edge-on, these young disks provide a unique view of the vertical structure. Millimeter observations of the HH 30 (Madlener et al. 2012) and HL Tau (Pinte et al. 2016) disks show significant dust settling of the larger grains to the disk midplane with very flat surface density distributions. The HH 30 disk in particular also shows a very sharp outer radius, likely due to a radial drift of particles due to gas drag.

As the remnants of the planet formation process, debris disks hold vital clues to the physical mechanisms that formed them. Debris disk geometries can intimate embedded planets, and the grain properties within the disk serve as signposts for the chemical and dynamical history of the circumstellar environment. Like their younger counterparts, the best angular resolution for debris disks is available using advanced AO systems with coronagraphs in the NIR. Images taken at several different wavelengths in the near-infrared will better constrain the color of the scattered light and therefore the particle composition and size. In addition, polarimetric images will allow us to break the degeneracy in forward scattering between particle size and porosity, and provide information on the size, composition and porosity of the dust particles in a disk (Graham et al. 2007). Spatially resolved, low resolution spectroscopy could point to chemical signatures within the disk and could reveal radial stratification of dust grains. Unlike protoplanetary disks, debris disks are flat, and optically thin, and thus the geometries can be directly measured along
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with the eccentricity of parent rings, and dust properties, which help to inform our understanding of the processing, generation, and transporting of dust grains. The rich morphologies of debris disks can elucidate the dynamical history of the circumstellar environment. Radial gaps in the disk could indicate the presence of a planet below the contrast limit of our observations, or it could point to a change in the dust particle properties, as a localized change in the grain properties would change the opacity of the disk.

For now however, a very large fraction of our knowledge of disks remains based on model fitting of the spectral energy distributions only (D'Alessio et al., 2006). The information attainable by fitting images simultaneously with spectral information, has been exploited for only a few objects (e.g., HV Tau C, HH 30, HD 61005: Duchêne et al., 2010; Madlener et al., 2012; Olofsson et al., 2016; Esposito et al., 2016). Apart from optical and near-infrared images, radio (sub)millimeter aperture synthesis images must be used to constrain the total dust mass and the radial surface density distribution, polarimetry can be used to better assess dust properties, mid-infrared thermal emission must be used to probe the intermediate region between the surface and the equatorial plane and to probe larger grain sizes, etc.
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1.4 Summary of Thesis Work

My research efforts during my graduate career have focused on the high contrast imaging of planetary systems, specifically the study of extrasolar planets and circumstellar disks of various ages. Circumstellar disks are modern day alchemists. They transform dust into astronomical gold: planets. But many specifics of planet formation remain a mystery today. I am driven by several key questions: What is the structure of protoplanetary disks? Can we reproduce all observables of a disk with a single model encompassing the innermost and outermost regions, the deepest layers and the thin surface? How and where in the disk do grains grow to form planets? On what timescale? The first two chapters of this thesis describe my work in software infrastructure development for one of the most powerful high contrast imaging instruments available today, the Gemini Planet Imager. The remainder of my thesis details work I’ve done to characterize individual circumstellar systems.

1.4.1 Gemini Planet Imager Exoplanet Survey

The Gemini Planet Imager (GPI) is a high contrast instrument designed for Gemini South to image extrasolar planets and disks around young, nearby stars (PI: Bruce Macintosh). The GPI Exoplanet Survey (GPIES) is a little over halfway through its (890 hour) campaign to search for planets and disks around 600 young (< 0.5 Gyrs), nearby (50–70 parsecs) stars. The survey targets include spectral types A - M with
apparent magnitudes brighter than 10 mags. By pre-selecting younger stars, the surrounding planets will be brighter as they are still radiating away the internal heat from gravitational collapse, providing a more favorable contrast ratio between the planet and its host star.

I was part of the team that commissioned GPI in 2014, and am one of the senior graduate students in the GPIES consortium. I have been on 5 observing runs at Gemini South, and have provided remote data pipeline support for the majority of all runs. I am also a leading contributor to the GPI data pipeline; the entire campaign and other GPI users from across the Gemini community have benefited from my improvements to the wavelength calibration of the Integral Field Spectrograph (Wolff et al., 2014, 2016a). I developed an algorithm to fit via forward modeling the four spectral parameters (x and y position, spectral dispersion, and orientation) in the 2D IFS detector frame for each of the ~35,000 lenslets, and I developed software tools to account for gravitationally-induced flexure of the IFS and automatically produce calibrations for each set of observations (Wolff et al., 2014). This approach enables measurement of spectral positions to better than 1/10th of a pixel, which can be improved by a factor of 10 with the inclusion of a quadratic dispersion function (Wolff et al., 2016a). This yields a wavelength uncertainty of ~0.2 nm across all filters, aiding in precise spectral characterization of planets. Because the integral field spectrograph is GPI’s primary science mode, my work in ensuring an accurate calibration for the spectrograph directly helps enable the majority of science observations with GPI.
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This work is described in Chapters 2 and 3.

In its third year, our GPIES campaign has already produced some major results. Most notable has been the discovery of the planet 51 Eri b [Macintosh et al., 2015; Rajan et al., 2017] shown in Figure 1.1. It is the first exoplanet discovered in the survey, and with a mass about twice the mass of Jupiter, it is among the lowest mass directly imaged exoplanets. Early predictions for the survey yield optimistically suggested detections of 20 to 50 exoplanets with masses ranging from $1 - 10 \, M_J$. While the campaign is far from complete, it is clear that the planet occurrence rate for wide separation, massive planets is lower than expected. Thus far we have detected only 7 exoplanets, most of which were already known (e.g. Beta Pic b, HR 8799 c and d, HD 95086 b: Chilcote et al., 2015; 2017; Ingraham et al., 2014b; De Rosa et al., 2016). Consequently, there has been ample time to conduct followup observations for each of these targets allowing for spectral characterization of young exoplanet atmospheres. Low resolution spectroscopy in the $0.9 - 2.5 \, \mu m$ range in which GPI operates, provides information about the temperature structure, gas composition (e.g. methane abundance) and cloud fraction of the atmospheres (Crossfield, 2015).

For survey targets with evidence for an infrared excess, GPI’s polarimetric mode is used to take a quick ‘snapshot’ to search for scattered light from dusty disks. GPI has produced many exciting debris disks results (e.g., HD 106906, AU Mic, HD 131835 Kalas et al., 2015; Wang et al., 2015b; Hung et al., 2015) shown in Figure 1.2. These disks cover a wide range in morphologies including the HD 106906 ‘needle’ which
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Figure 1.1 Top: PSF subtracted image for the 51 Eridani b planet via direct image with the Gemini Planet Imager in J and H-band and in Lp-band with Keck/NIRC2 from Macintosh et al. (2015). It is one of the lowest mass exoplanets ever detected via direct imaging, and the first new exoplanet of the GPIES campaign. Bottom: The spectrum of 51 Eridani b from Rajan et al. (2017). The planet is best fit by an effective temperature of $\sim 700 \text{ K}$, a surface gravity of $\log(g) = 3.5$-$4.0$ dex, solar metallicity, and an atmosphere with patchy clouds. Here we show the best fit iron and silicate cloudy model in red.
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could be the result of a planetary perturber, the radially moving clumps in AU Mic, and the inner clearing observed for the HD 131835 disk seen only in scattered light. I personally led a paper on the younger transitional disk PDS 66 using polarimetry data to reveal a bright inner disk component with a more diffuse disk extending to a bright outer ring (Wolff et al., 2016b). Based on the observed ring + gap structure, I placed limits on the physical mechanisms involved in shaping the disk. If the disk is optically thick, the morphology could result from a variation in the disk surface caused by either an embedded proto/planet, disk shadowing from an enhanced inner wall, or a local change in the dust properties that would effect the opacity. This work is described in Chapter 4.

1.4.2 DH Tau b Circumplanetary Disk

DH Tau is one of the few stars known to be associated with a planetary mass companion, DH Tau b, orbiting at large separation and detected by direct imaging (Itoh et al., 2005). DH Tau b is thought to be accreting based on copious Hα emission (Zhou et al., 2014). During a recent fellowship opportunity where I was a visiting student at IPAG in Grenoble for 3 months, I have estimated a circumplanetary disk mass limit for DH Tau b (Wolff et al., 2017). Using 230 GHz (1.3 mm) observations from the newly updated NOEMA interferometer at Plateau de Bure, we place constraints on the disk mass for both DH Tau b and the primary in a regime where the disks appear optically thin. We find a conservative disk mass upper limit of 0.31M⊕ for
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DH Tau b, assuming that the disk temperature is dominated by irradiation from the central star. However, given the environment of the circumplanetary disk, variable illumination from the primary or the equilibrium temperature of the surrounding cloud would lead to even lower disk mass estimates. Planetary mass companions have the potential to offer unique insight into the early stages of extrasolar planet formation and to unveil, for the first time, the properties of circumplanetary disks. My work on DH Tau is described in Chapter 5.

1.4.3 Imaging Circumstellar Disks with Hubble

I also collaborate in studying several different sets of disks with the Hubble Space Telescope (HST), including both edge-on protoplanetary disks and older debris disks. Karl Stapelfeldt led a campaign (HST program 12514) that doubled the sample of edge-on protoplanetary disks imaged in scattered light, using the disk to occult the central star and resolve the disk vertical structure. I have led the modeling efforts for one of the 11 discovered disks, the T Tauri star ESO Hα 569 (Wolff et al. 2014, & 2017; submitted). I was able to test different models for disk structure, and found that the disks morphology matches the tapered outer disk model of Hughes et al. (2008). My modeling shows this disk appears to have an unusually high mass, which was recently reinforced with new ALMA measurements (Dunham et al. 2016). Chapter 6 presents this work.

Hubble’s superb PSF stability and lower background also give it great sensitivity
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for imaging faint debris disks. I’m also a contributing member of the Archival Legacy Investigation of Circumstellar Environments (ALICE) program (PI: Remi Soummer), which utilized state-of-the-art PSF subtraction methods to improve the contrast by an order of magnitude. We have obtained images of 11 disks that had never before been seen, plus new NICMOS images of 4 more disks previously imaged with other instruments (Choquet et al. 2016). My role in this project is to provide a model fitting toolkit capable of the systematic radiative transfer modeling of these disks. The radiative transfer modeling framework is described in more detail below.

1.4.4 Improving Methods for Fitting Circumstellar Disk Models to Observations

I have developed a statistically robust toolkit for deriving physical properties of circumstellar disks at various evolutionary stages from diverse datasets including spectral information, multi-wavelength images, and polarimetry from several instruments (e.g. HST, GPI, WFIRST). My goal is to determine which set of model input parameters (disk geometry, distribution and composition of the dust particles, properties of the central star) provide the best fit to a given dataset. I employ the MCFOST Monte Carlo radiative transfer code (Pinte et al. 2006) to produce model images and spectral energy distributions for circumstellar systems. To efficiently sample parameter space, and to gain a better understanding of our uncertainties, we couple MCFOST with a
CHAPTER 1. INTRODUCTION

Monte Carlo Markov Chain using the emcee package (Foreman-Mackey et al. 2013). I have developed a suite of software tools in Python to interact with the observations, generate models, and calculate several ‘goodness of fit’ metrics to inform the MCMC iterations. This approach allows for a self-consistent and simultaneous fit to a variety of observables in order to place constraints on the physical properties (disk geometry, distribution and composition of the dust particles) of a given disk, while also rigorously assessing uncertainties in the derived properties.

A key innovation in my approach is for the first time handling covariances in the image fitting, using a Bayesian method based on the theory of Gaussian random processes (Czekala et al. 2015). Images of circumstellar disks exhibit complex structures with e.g. departures from axisymmetry and are therefore difficult to model. The covariance framework provides an advanced statistical methodology to overcome this problem, and can account for any global limitations of the model to fit the data. This enables more balanced $\chi^2$ fitting of images and the SED simultaneously, and thereby optimizes our ability to constrain model parameters. These methods are described in more detail in Chapter 6.

A large effort has gone into making this package robust and applicable to data from different instruments (e.g. HST, GPI, WFIRST). I have made the code publicly available and it is increasingly used in several collaborations. I worked with STScI postdoc Johan Mazoyer to extend my fitting code to work with the GRATER model as well as MCFOST. I mentored Berkeley student Malena Rice to extend the code to
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work with polarimetry data from GPI. Berkeley postdoc Tom Esposito and UCLA student Pauline Arriaga have now collaborated to add KLIP forward modeling, and Esposito is using my code in modeling the disk HD 35841.
Figure 1.2 Gallery of disk detections with GPI demonstrating the incredible diversity in the morphologies of circumstellar disks. While most of these are debris disks, HD 100546 is a protoplanetary disk, and V4046 Sgr, HD 141569, HD 142527, and PDS 66 (Wolff et al., 2016b) are in the transitional phase.
Chapter 2

Gemini Planet Imager

Observational Calibrations IV:
Wavelength Calibration and
Flexure Correction for the Integral
Field Spectrograph

Abstract

We present the wavelength calibration for the lenslet-based Integral Field Spectrograph (IFS) that serves as the science instrument for the Gemini Planet Imager
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(GPI). The GPI IFS features a $2.7'' \times 2.7''$ field of view and a 190 x 190 lenslet array (14.3 mas/lenslet) operating in $Y$, $J$, $H$, and $K$ bands with spectral resolving power ranging from $R \sim 35$ to 78. Due to variations across the field of view, a unique wavelength solution is determined for each lenslet characterized by a two-dimensional position, the spectral dispersion, and the rotation of the spectrum with respect to the detector axes. The four free parameters are fit using a constrained Levenberg-Marquardt least-squares minimization algorithm, which compares an individual lenslet's arc lamp spectrum to a simulated arc lamp spectrum. This method enables measurement of spectral positions to better than 1/10th of a pixel on the GPI IFS detector using Gemini’s facility calibration lamp unit GCAL, improving spectral extraction accuracy compared to earlier approaches. Using such wavelength calibrations we have measured how internal flexure of the spectrograph with changing zenith angle shifts spectra on the detector. We describe the methods used to compensate for these shifts when assembling datacubes from on-sky observations using GPI.

2.1 Introduction

The science instrument for the Gemini Planet Imager is the Integral Field Spectrograph (IFS) operating in the near-IR [James E. Larkin et al. 2014]. The IFS uses a lenslet-based design and a HAWAII-2RG detector. The instrument has a $\sim 2.7'' \times 2.7''$ field of view partitioned by a $\sim 190 \times 190$ lenslet array. The GPI IFS
contains five bandpasses ($Y, J, H, K1$ and $K2$) that has a spectral resolving power of $R \sim 35 - 78$ depending on the band. $K$ band was split to allow all 36000 lenslet spectra to fit on the detector (Chilcote et al., 2014). The relatively low spectral resolution of GPI allows for the small lenslet plate scale of 14.3 mas/lenslet necessary for Nyquist sampling at the shortest wavelengths while providing enough detail to distinguish between planetary atmospheric models (McBride et al., 2011). A data reduction pipeline has been developed by the GPI team to process this complex array of micro-spectra and has been made publicly available (Perrin et al., 2014a,b).

The focus of this paper, and one of the main obstacles in calibrating the GPI IFS, is the wavelength calibration. Each reimaged lenslet has a unique position on the detector which changes with time and elevation resulting from gravitationally induced shifts due to flexure within the IFS, and distinct spectral properties. Calibrations for all Gemini South instruments are performed using the Gemini Facility Calibration Unit (GCAL; Ramsay Howat et al., 1997) that occupies one of the ports on the bottom of the Gemini Telescope. A fold mirror directs light from GCAL into GPI. The Gemini Planet Imager has no internal wavelength calibration source and must rely on GCAL for all wavelength calibrations. GCAL contains four arc line lamps, but only Ar and Xe are useful for spectral calibration for GPI; the spectral lines for the CuAr and ThAr lamps are too faint. While Xe has the advantage of fewer blended lines, the Xe lamp is 3 - 20 times fainter and requires more overhead time for calibrations. The performance of Xe and Ar lamps are discussed in Section 2.3.2.
GPI was installed at Gemini South in October 2013, and has now completed five observing runs as of May 2014 including a successful early science run. Throughout the runs, GPI has performed well and has already produced some interesting scientific results (Macintosh et al., 2014a,b). Here we present a wavelength calibration algorithm written as a module within the GPI Data Reduction Pipeline and tested using first light results of GPI. We aim to produce an accurate wavelength solution for each lenslet across the field of view for science data with the minimal amount of overhead calibration time. A description of the wavelength solution algorithm used for GPI is given in Section 2.2. Both centroid and least squared algorithms are presented. The performance and accuracy of the wavelength solution is discussed in Section 2.3. The observed flexure within the Integral Field Spectrograph is addressed in Section 2.4.

2.2 Wavelength Calibration

The Integral Field Spectrograph for GPI produces \( \sim 36000 \) spectra each with a unique position and spectral properties that differ measurably across the field of view. Spectra are tightly packed on the detector plane, with a separation of approximately 4.5 pixels in the cross-dispersion direction. Furthermore, at the low resolving power of GPI the lines from the Xe and Ar lamps often appear strongly blended with few isolated peaks. All of these factors contribute to the need for a flexible and reliable wavelength calibration algorithm.
We begin with a dark subtracted and bad pixel corrected lamp image, and examine each lenslet spectrum individually. The wavelength as a function of position for a given lenslet is represented as a line and defined by Equation 2.1

\[
x = x_0 + \sin \theta \frac{\lambda - \lambda_0}{w} \quad \text{and} \quad y = y_0 - \cos \theta \frac{\lambda - \lambda_0}{w}
\]

(2.1)

Here \( \lambda \) is the wavelength in microns, \( w \) is the dispersion in \( \mu \text{m}/\text{pixel} \), \( x \) and \( y \) are pixel positions on the detector, \( \lambda_0 \) is some reference wavelength (in \( \mu \text{m} \)), and \( x_0 \) and \( y_0 \) gives the pixel locations for \( \lambda_0 \). These values are calculated individually for each lenslet and saved in a 281 x 281 x 5 datacube. These data cubes are later used to extract science spectral data into 37 wavelength channels. In the sections below, we describe the methods used to calculate these values for a given lenslet spectrum.

### 2.2.1 Centroiding Algorithm

The original algorithm developed for wavelength calibration for GPI worked by measuring the positions of individual spectral lines one at a time and then fitting Equation 1 to the derived positions of each line. The routine begins with a 2D detector arc lamp image, locates the brightest spectral peak in the central lenslet. For that lenslet, it measures the location of the spectral peaks for a predefined set of emission lines using a barycenter algorithm. After fitting the central lenslet, the code works its way outwards fitting each lenslet across the detector. The position of
each subsequent lenslet is estimated by calculating an offset from the prior fit lenslet based on assumed values for the separation and orientation of the lenslets. Once the positions of the individual spectra were calculated, the dispersion and tilts for each lenslet are reevaluated.

Using this method, we found that 99.9% of spectra are detected with an accuracy better than 0.3 pixels and 80% are detected within 0.12 pixels in lab testing of arc lamp data \cite{Maire2012}. However, we discovered that the asymmetric shape of the lenslet PSFs coupled with the spectral peaks being under Nyquist sampled led to errors in the spectral positions found using the center-of-mass centroiding algorithm. These errors result in different wavelength solutions between adjacent spectra causing the moiré pattern seen in Figure 2.1.

### 2.2.2 Least Squares Fitting Algorithm

In order to correct the issues with the centroiding algorithm, a new method was implemented designed to fit all the peaks in the lenslet spectrum simultaneously, and with increased sub-pixel sensitivity. The new algorithm uses a least squares fitting approach to compare an individual lenslet spectrum in the 2D detector plane to a modeled spectrum. We implement this using the mpfit2dfun IDL package written by Craig B. Markwardt, which fits parameters $P$ for a user defined function $f(x, P)$ using the Levenberg-Marquardt algorithm. The Levenberg-Marquardt method is a non-linear least squares fitting technique which aims to minimize the error weighted
Figure 2.1 Illustration of the moiré pattern. The top image gives the dispersion of all 36000 spectra. This should be a smooth distribution, but the zoomed in region shows the moiré pattern caused by aliasing between adjacent lenslets.
Figure 2.2 Illustration of the least squares fitting results. For each lenslet, the 2D observed spectrum and compared to a modeled lenslet spectrum. (a) H band + Xe arc lamp; On the left is an observed lenslet spectrum with best fit modeled spectrum plotted on the same scale. The spectrum used to model the Xe arc is given on the right. The GCAL emission lines are plotted in blue while the black line and points give the Xe spectrum binned to the resolution of the GPI IFS. (b) H band + Ar arc lamp; same as (a). The Ar lamp is much more difficult to fit because there are many blended emission lines and only a single sharp peak. The J band Ar arc lamp is even more difficult.
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squared residuals [Levenberg 1963, Marquardt 1944].

\[
\min_P \sum_{i=0}^{M} r_i(P)^2, \quad \text{where } r_i(P) = \frac{y_i - f(x_i, P)}{\sigma_i}
\]  

(2.2)

In this case, the user defined function returns an array containing \(N\) Gaussian PSFs of varying peak flux and FWHM, where the number of peaks in a lenslet spectrum, \(N\), varies with band and filter combination. For example, an \(H\) band Xe lamp exposure fits four Gaussians simultaneously at the four peak locations resolved in a lenslet spectrum shown in Figure 2.2(a). The more complicated case of an \(H\) band Ar lamp exposure is illustrated in Figure 2.2(b) with only one clear spectral peak and many blended lines. For this case, there are twelve emission lines in this band, which we approximating by fitting only the six brightest emission lines. The free parameters in the fit are the initial \(x_0\) and \(y_0\) values, the dispersion \((w)\), the angle \((\theta)\) of rotation for the lenslet, the flux ratios of the peaks, and the total flux scaling for the lenslet.

A previous wavelength solution is read in and used as an initial guess for the starting parameters of the fit. Constraints on acceptable values can be placed on each of the free parameters. The errors \((\sigma_i)\) are given by the photon noise and weighted by the bad pixel map.

Empirically this algorithm does succeed in mitigating the problems which impacted the centroiding algorithm. Known bad pixels can be weighted to zero to avoid affecting the fits, and errors in fitting one lenslet do not propagate into erroneous starting guesses for subsequent lenslet fits. Statistical tests of the derived lenslet locations
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show reduced statistical biases compared to the centroiding algorithm; specifically the histogram for position offsets is much more Gaussian and the bimodal distribution (Moiré pattern) is greatly reduced. The wavelength solution can be calculated by using the “2D Wavelength Solution” module in the GPI Data Reduction Pipeline.
2.2.3 Gaussian vs. Microlens PSFs

There has been substantial work done to determine the shape of the microlens PSFs for this instrument by GPI team members (see Ingraham et. al., these proceedings) \cite{Ingraham2014a}. High resolution microlens PSFs for each lenslet have been produced in all bands. Use of these microlens PSFs in place of the Gaussian PSFs for the wavelength solution fitting was tested. Figure 2.3 shows residual spectral images using both the Gaussian and microlens PSFs to fit an $H$ band Xe arc lamp image. For the $H$ band Xe spectra, we find that the empirical microlens PSFs result in $\chi^2_M = 9.1$ (Reduced $\chi^2$ computed assuming the per-pixel noise $\sigma_i$ is given by the photon noise), an improvement over the result using Gaussian PSFs of $\chi^2_G = 32.9$. However, when considering only the flux from the more brightly illuminated parts of the spectra by selecting the brightest third of the image pixels, the Gaussian PSFs provide a better fit with $\chi^2_G = 3.9$ and $\chi^2_M = 10.9$. This implies that the Gaussian PSFs provide a good fit to the cores of the emission line PSFs, though they do not fit as well the wings of the PSFs. The higher $\chi^2_G$ when computed over the full array is driven by the 68% of less-illuminated pixels between the spectra that are less used in the spectral extraction but are well fit by the wings of the microlens PSFs. The distribution of positions, dispersions, and tilts produced in both of these wavelength solutions are roughly the same. Because we are simultaneously fitting multiple spectral peaks at once, the pixel phase errors introduced in the Gaussian PSF fits average out and the mean position of each lenslet does not vary between the two methods.
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The main advantage of the microlens PSFs is an improvement in the accuracy of fitting a single peak and in distinguishing between blended peaks. For example, in $Y$ band, the systematic error in fitting a Gaussian PSF is $\sim 0.025$ pixels, and for the microlens PSF it is $\sim 0.0004$ pixels (Ingraham et al., 2014a). This allows a more precise fit to the dispersion and tilts of the lenslets and will aid in future studies of the non-linearity of the wavelength solution. The microlens PSF implementation of the wavelength solution is not yet available in the public GPI Data Reduction Pipeline, but will be released for the 2014B observing semester.

2.2.4 Quick Wavelength Algorithm

The least squares fitting algorithm described above in Section 2.2.2 works well, but is very computationally intensive and takes several hours to run. In order to calibrate small changes of the position of lenslet spectra on the detector at a fast timescale (i.e. for corrections due to flexure in the IFS as discussed in Section 2.4), a quick wavelength solution algorithm was developed. The “Quick Wavelength Solution” GPI Pipeline primitive calculates changes in position of the lenslet spectra from an arc lamp image by fixing all parameters except the $x_0$ and $y_0$ positions for a user-selectable subset of lenslets across the field of view and computing an average shift. By default, this primitive uses a grid of lenslets spaced twenty lenslets apart in row and column. By combining information from multiple lenslets, we can achieve a good measurement of the $x$ and $y$ shifts with lower S/N arc lamp images to enable quick
Figure 2.3 (a) A 50 x 50 pixel cutout of an observed H band Xe arc lamp image. (b) A model Xe arc lamp image created using Gaussian PSFs. (c) A model Xe arc lamp image created using Microlens PSFs. (d) The residuals obtained by subtracting the observed lenslet spectrum array from a lenslet spectrum array created by simulating gaussian PSFs. The reduced $\chi^2$ value for the full image (2048 x 2048 pixels; ignoring bad pixels) is given. (e) The same as (d) for the microlens PSFs. Though both the Gaussian and microlens PSFs fit the peak locations, dispersion and spectral rotation well, the microlens method does a much better job of fitting the image background, and the shape of the PSF.
nighttime calibrations. This algorithm executes in seconds, several hundred times faster than the full wavelength calibration algorithm.

2.3 Wavelength Performance

2.3.1 Accuracy of the Wavelength Solution

To achieve the science goals of GPI, we require an uncertainty in the spectral characterization of $< 5\%$ which requires the wavelength solution to be accurate to within $1\%$. To test the accuracy of the wavelength solution, we created an extracted datacube of a lamp image with 37 spectral channels and compared the theoretical location of the brightest spectral peak to a histogram of peak locations in the reduced cube. An example histogram using an $H$ band Ar wavelength solution to fit a Xe arc lamp is provided in Figure 2.4. The histogram is sharply peaked at 0.0321 detector pixels from the expected location, demonstrating an accuracy in the wavelength solution of 0.032%. Note that the discrepancy of 0.0321 pixels is the value of pixel-phase error that you would expect from Gaussian fitting (Ingraham et al., 2014a). Table 2.1 provides the accuracy in pixel location and percent (i.e. $\Delta \lambda / \lambda \times 100$) for all bands. In all bands, the peak wavelength was within a tenth of a pixel of the expected location and was accurate to within a tenth of a percent or less, well below the required accuracy.
Table 2.1 Derived accuracy of the wavelength solution using the Ar arc lamp. Column 2 gives the difference in the measured and expected wavelength of the emission lines in detector pixel. Column 3 gives the associated wavelength discrepancy in microns. Column 4 gives the accuracy of the wavelength solution in percentage ($\Delta\lambda/\lambda \times 100$).

<table>
<thead>
<tr>
<th>Band</th>
<th>Pixel Offset</th>
<th>$\Delta\lambda$ ($\mu m$)</th>
<th>$\Delta\lambda/\lambda$ %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>0.096</td>
<td>0.0013</td>
<td>0.14</td>
</tr>
<tr>
<td>J</td>
<td>0.084</td>
<td>0.00068</td>
<td>0.054</td>
</tr>
<tr>
<td>H</td>
<td>0.032</td>
<td>0.00049</td>
<td>0.032</td>
</tr>
<tr>
<td>K</td>
<td>0.095</td>
<td>0.0014</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Figure 2.4 Histogram of the measured wavelength in $\mu m$ of the brightest spectral peak for an H band Xe arc lamp spectral extraction using an Ar wavelength solution, for all the lenslets in the image. The dotted line represents the theoretical location of the peak. The histogram is strongly peaked at a value within 0.032 pixels of the correct wavelength.
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2.3.2 Ar vs. Xe Lamps

The accuracy of the wavelength solution is limited by the calibration sources available in GCAL. At the spectral resolution of GPI, neither the Xe nor the Ar lamps provide multiple defined peaks to fit the spectral dispersion in all bands. Figure 2.5 provides a cutout of the detector images for both Xe and Ar arc lamps in all bands. To fit the wavelength solution as described in Eq. (1), a spectrum must have multiple sharp and unblended peaks. Multiple blended peaks at low signal to noise bias the dispersion estimate and consequently, the spectral positions. For all bands but Y, the Xe lamp provided the most accurate solution. However, the Xe lamp in GCAL is ~ 3 times fainter than the Ar lamp, requiring more time spent on overhead calibrations. With the new least squares algorithm, we are able to reproduce the results of the Xe lamp with the brighter Ar lamp by fitting many of the blended lines at once. The GPI pipeline is able to produce wavelength solutions with < 1% uncertainty for both lamps.

Figure 2.6 examines the disparities in the wavelength solution produced by the Ar and Xe lamps. Wavelength solutions for each band were calculated separately using both the Ar and Xe arc lamps. Histograms of the Xe - Ar values for the x and y positions, dispersions (w) and spectral tilt (θ) are given. The Ar and Xe wavelength solutions agree best in K2 band with σ < 0.02, where both arc lamps have only two distinct peaks. The consequences of mixed emission lines is demonstrated well in the J band dispersion histogram in Figure 2.6. J band has only one easily distinguishable
Figure 2.5 Examples of GCAL spectra for Xe and Ar for all GPI filters, for a 50x50 pixel subregion near the center of the detector. These are all shown displayed on a log scale from 0.1 to 50 counts per second per detector pixel. The Ar spectra are consistently brighter than Xe but generally have less well separated emission lines. In the K1 and K2 spectra, the thermal background continuum is visible and at K2 is the dominant source of light. Background exposures must be observed and subtracted prior to generating wavecals for K1 and K2 but are not needed at shorter wavelengths.
line and a faint clump of blended lines in both Xe and Ar. Due to uncertainties in the best fit location of the fainter, blended lines, the dispersion preferred by the Xe lamp wavelength solution is $\sim 0.2$ nm/pixel greater than the Ar lamp solution, leading to a disagreement in the $x_0$ and $y_0$ locations. The x-axes of the histograms exacerbate the disagreements between the Xe and Ar lamps, however, the $\sim 0.2$ nm/pixel discrepancy in dispersion only contributes to a $\sim 1\%$ uncertainty (average dispersion is $\sim 14$ nm/pixel).

### 2.4 Flexure

The wavelength calibration algorithm described above is capable of tracking the motion of the lenslet spectra across the detector plane to an accuracy of 1/10th of a pixel. Therefore, it can be used to trace the flexure of the optics within the IFS causing shifts in the spectral positions with instrument position. These shifts are thought to be caused by motion of one or more of the optics between the lenslet array and the detector. Using the flexure rig at Gemini South Observatory during early commissioning, we examined the magnitude and direction of shifts due to IFS flexure from motions of GPI when the telescope moves in elevation, and from rotations of the Cassegrain Rotator about the telescope optical axis. The observed flexure appears to be a complex function of instrument current elevation, hysteresis from prior elevations, and occasional larger shifts which sometimes but not always correlate with thermal...
Figure 2.6 Performance of the Ar and Xe lamps. This figure gives histograms of the difference in the $x$ and $y$ positions, dispersions ($\sigma$) and tilt ($\theta$) values between the Ar and Xe lamps for each band. The bands are listed down the side and the spectral properties are listed across the top. Histograms were calculated using Xe - Ar values. The probability distribution (sum of the bin size times the number of lenslets in that bin) is normalized to one, with 100 bins per histogram. The variance $\sigma$ is included with each plot. Differences between the Ar and Xe lamp wavelength calibrations are generally small, but there are biases in the solutions in the $Y$, $J$, and $K1$ bands caused by the different sets of emission lines available between the two lamps.
cycling of the IFS. There is a reproducible general trend as a function of elevation but substantial scatter around this due to changing offsets as a function of time. These factors are not yet all fully understood. With changes in elevation from zenith to the horizon, the observed flexure follows an arc showing ~0.8 pixels of motion along the X-axis and ~0.4 pixels along the Y-axis. The motion is generally repeatable to within 0.1 pixels. Figure 2.7 shows the change in position on the detector over time due to flexure. The bulk shifts between observing runs are thought to be partially the result of motion about the rotational axis which occurs when other Gemini instruments that require compensation for field rotation are in use. Over the course of an observing run, only the elevation axis is expected to change with elevation of the target. The rotational axis is only affected when other instruments on Gemini South are observing.

The shifts due to flexure are not constant across the field of view of the detector. Figure 2.8 provides a vector plot illustrating the change in position of the lenslets over the detector resulting from a 30 degree change in elevation. The magnitude of the flexure shifts changes by ~ 0.15 pixels across the detector. At most, this will cause flexure variations of ~ 0.08 pixels from the mean shifts in $x$ and $y$ for an image which is below the threshold for uncertainties in the wavelength solution. Thus, deviations in the flexure correction for different regions of the detector are currently being ignored. It is sufficient to use only the mean shifts in the correction. In the future it may be possible to correct for flexure within the spectral extraction process by implementing a least square inversion flux extraction method (e.g. Draper).
Figure 2.7 Gravitationally induced flexure shifts with varying elevation for the four GPI commissioning runs thus far. Top: x-shifts (roughly perpendicular to dispersion direction) as a function of elevation. Bottom: y-shifts (parallel to dispersion direction) as a function of elevation. The predicted shifts from the Flexure table calibration file constructed from October 2013 data is given by the blue dashed line. Data taken on different dates is color coded and described by the legend. During the course of a single night, the x and y shifts with elevation are repeatable. However, large shifts occur from night to night most likely due to rotation of GPI about its rotational axis while other Gemini Instruments are in use.
2.5 Recommended Practices

Deep arc lamp exposures should be taken in all bands at least once an observing semester to calibrate the GPI Integral Field Spectrograph with a spectral accuracy of $< 1\%$. This requires Xe or Ar arc lamp images with SNR $\gg 20$ per pixel in the emission line wings, corresponding to SNR of $\sim 50 - 80$ at the spectral peaks. In $H$ and both $K$ bands an Ar arc lamp is sufficient and requires less time spent on calibrations. We recommend using the Xe arc lamp for $J$ and $Y$ bands because the Ar lamp does not have sufficient bright and unblended peaks to perform an accurate calibration. To correct the spectral positions for flexure variations with elevation and from night to night, a single one-minute $H$ band Ar arc lamp exposure is recommended contemporary with each science target, at the same elevation.

The GPI Data Reduction Pipeline (See Perrin et al., 2014b) includes modules (termed primitives) to create both the high S/N wavelength calibration files and a fast method for determining offsets from a short arc lamp exposure. The “2D Wavelength Solution” primitive performs the full wavelength solution for all lenslets. Because that this primitive is computationally intensive and takes several hours to run, the “Quick Wavelength Solution” primitive was developed to fit only the positions of a subset of the lenslet spectra over the field of view to calculate an average bulk shift.
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For the quick look reductions produced at Gemini, if an arc lamp image in any band is taken directly before a science image, the GPI DRP will automatically run the quick wavelength solution algorithm, determine the positional shifts due to flexure, extrapolate those shifts to the band of the science observations and correct for these shifts when performing the spectral extraction. If an arc lamp image isn’t taken prior to a science image, the pipeline will use the most recent arc lamp image for the correction.
Figure 2.8 Flexure across the field of view. Using arc lamp images taken at zenith (90 degrees) and 30 degrees off of zenith, we track the variation in flexure over the detector area. There is a clear variation from top to bottom of the FOV, but at 30 degrees, the difference is ± 0.08 pixels.
Chapter 3

Gemini Planet Imager

Observational Calibration XIII:
Wavelength Calibration

Improvements, Stability, and Nonlinearity

Abstract

We present improvements to the wavelength calibration for the lenslet-based Integral Field Spectrograph (IFS), that serves as the science instrument for the Gemini
Planet Imager (GPI). The GPI IFS features a 2.7” × 2.7” field of view and a 190 x 190 lenslet array (14.1 mas/lenslet) with spectral resolving power ranging from R ~ 35 to 78. A unique wavelength solution is determined for each lenslet characterized by a two-dimensional position, an n-dimensional polynomial describing the spectral dispersion, and the rotation of the spectrum with respect to the detector axis. We investigate the non-linearity of the spectral dispersion across all Y, J, H, and K bands through both on-sky arc lamp images and simulated IFS images using a model of the optical path. Additionally, the 10-hole non-redundant masking mode on GPI provides an alternative measure of wavelength dispersion within a datacube by cross-correlating reference PSFs with science images. This approach can be used to confirm deviations from linear dispersion in the reduced datacubes. We find that the inclusion of a quadratic term provides a factor of 10 improvement in wavelength solution accuracy over the linear solution and is necessary to achieve uncertainties of a few hundredths of a pixel in J band to a few thousands of a pixel in the K bands. This corresponds to a wavelength uncertainty of ~ 0.2 nm across all filters.

3.1 Gemini Planet Imager Wavelength Calibration

The Gemini Planet Imager (GPI) is a high contrast instrument located at Gemini South designed to directly detect and characterize exoplanets. The main science
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instrument on GPI is an Integral Field Spectrograph (IFS) capable of obtaining low resolution spectroscopy with $R \sim 35 - 78$ across all the $Y$, $J$, $H$, and $K$ bands. The GPI IFS uses a lenslet based design to reproduce 190 x 190 microspectra in the narrow 2.7” x 2.7” field of view of the Hawaii 2RG detector (Chilcote et al., 2014). Each bandpass is split into 37 wavelength channels, with $K$ band split into two separate bands to limit the overlapping of the microspectra for adjacent lenslets. The field of view and spectral resolution were carefully chosen to produce Nyquist sampling on the detector at the shortest wavelengths, while providing sufficient spectral resolution at the longer wavelengths to resolve important features in planetary atmospheric models (McBride et al., 2011).

A wavelength solution is determined for each lenslet individually, and is characterized by a 2D position, the dispersion, and the tilt (angle from vertical in radians) of the spectrum. Each set of parameters is different for the ~ 36000 lenslets and vary widely across the field of view. A cutout of a single lenslet is modeled by placing 2D Gaussian PSFs at the predicted spectral peak locations for the GCAL (Gemini’s calibration lamp unit; Ramsay Howat et al., 1997) Xe or Ar arc lamp sampled at the resolution of GPI. The data and model spectra are compared using the constrained Levenberg-Marquardt least-squares minimization algorithm to minimize the error weighted squared residuals of the two images over the free parameters above (Levenberg, 1963; Marquardt, 1944). This allows measurement of spectral positions to better than 1/10th of a pixel. For a full description of this algorithm, (see Wolff...
In this paper, we present work completed on the wavelength calibration of the Gemini Planet Imager since 2014, and includes many lessons learned from ~ 2 years on sky at Gemini South. In Section 1.1, we describe the recommended practices for the wavelength calibration of any spectral mode GPI science data for the general GPI user. In Section 1.2, we provide techniques for checking the quality of your data and troubleshooting any data quality issues. In Section 2, we discuss the stability of the wavelength calibration over time. In Section 3, we examine the non-linearity of the wavelength solution. Finally, we discuss ongoing work on the simultaneous wavelength solution across all filters.

3.1.1 Recommended Practices

For the ease of use of the general observer, the GPI team has provided a publically available Data Reduction Pipeline (DRP) for the calibration and analysis of both spectral and polarimetry modes of GPI (Perrin et al. 2014a,b). ‘Recipes’ are furnished for different types of data and are made up of ‘Primitives’ which handle the individual tasks (Ex. dark subtraction, bad pixel correction, wavelength calibration, generating the spectral data cubes, PCA post processing techniques etc.). There are several recipes devoted to wavelength calibration. These are discussed in detail below. See Perrin et al. (these proceedings) for a full description of the data infrastructure developed for the GPI Exoplanet Survey Campaign, including the GPI DRP. Below
we discuss the steps for properly calibrating the spectra of a science target; both the data to be obtained, and the data reduction processes using the GPI DRP.

- As part of Gemini South’s regular calibration program, a set of high signal-to-noise arc lamp images are obtained each time GPI is remounted on the bottom port of the Gemini South telescope using the Gemini Facility Calibration Unit (GCAL). The Argon arc lamp is used as it requires a shorter exposure time than the Xenon lamp to achieve the same SNR.

- The user should reduce these data using the **Wavelength Solution 2D** Recipe in the GPI DRP. With the new release of the GPI DRP in July 2016, the user now has the option to choose between a Gaussian PSF and a Microlens PSF (Ingraham et al., 2014a) to simulate the arc lamp spectra. The Microlens PSF generally does a better job in fitting the wings of the PSF and produces a better wavelength solution overall. Note that a full wavelength calibration is computationally intensive. We recommend using the parallelization option for faster computing time (Ex. \( \sim 10 \text{ min.} \) using 4 cores).

- At the beginning of each science sequence, a short 30 second \( H \) band Argon Arc lamp exposure should be taken at the elevation of your target. This will be later used to correct for any shifts of the lenslets on the detector due to internal flexure of the IFS. \( H \) band data are used to limit exposure time, and can also be used to provide an offset to other bands.
These short arc lamp images should be reduced using the **Quick Wavelength Solution** Recipe in the GPI DRP. Instead of computing a solution for each lenslet individually, this recipe computes the locations of every 20th lenslet (by default) and computes the average shift across the entire field of view.

When reducing a science sequence, the wavelength calibration is added in the **Load Wavelength Calibration** primitive. The files generated in the steps above should be selected automatically, but the user can manually input a file as well. To correct for the internal flexure of the IFS, we recommend using the ‘BandShift’ mode in the **Update Spot Shifts for Flexure** primitive. This primitive will use the short arc lamp image to correct for any shift in the lenslet spectra that occurred between the high SNR wavelength calibration images and the science data.

A description of each the steps above is available in the GPI pipeline documentation ([http://docs.planetimager.org/pipeline/](http://docs.planetimager.org/pipeline/)). In the next section, we discuss how to check the quality of a wavelength calibration file, and several suggestions for troubleshooting.

### 3.1.2 Quality Checks and Troubleshooting

For the general GPI user, we have included several tools to inspect the quality of the wavelength calibration in the GPI DRP. Before beginning to reduce any arc
lamp image files, we recommend inspecting them by hand. There is an issue in the communication software between the GCAL unit and GPI that occasionally causes a shutter to remain closed, allowing no photons to reach the instrument during an arc lamp exposure. Once you have confirmed that the raw files have counts, generate a wavelength calibration file using the steps outlined above. To check if the produced wavelength calibration file (extension ‘wavecal’) is a good fit to your science data, display both images using GPItv (display module used in the GPI DRP). First, open your science image in GPItv, and overplot the wavelength calibration file first by selecting it and then by using the ‘Plot Wavecal/Polcal Grid’ in the Labels menu of GPItv. This will draw a grid of lenslet spectra over-top of the observed spectra. A window allows the user to manually adjust the x and y positions of the lenslet spectra before drawing. Alternatively, the ‘Move Wavecal Grid’ Mouse Mode will allow the user to click and drag in the GPItv window to move the grid of lenslet spectra.

The Quality Check Wavelength Calibration Primitive is included in all Wavelength calibration recipes. It performs several checks that are often performed by eye in GPItv. First, the size of the wavelength calibration file is checked for the correct dimensions, and the primitive confirms that all of the lenslet positions are not the same. Histograms are generated for the x and y positions, dispersion (μm/pixel), and the tilt (orientation of the spectra on the detector in radians) of the lenslet spectra. If any two neighboring lenslets have values that are some threshold above the mean difference, the wavelength calibration file will fail the basic quality check. By default,
this occurs if the x or y positions vary by more than 2 pixels, the dispersion varies by more than 0.002 \( \mu \text{m/pixel} \), or the spectral tilt varies by more than 0.1 radians (\( \sim 5^\circ \)). As the name implies, this is only a basic quality check. It is still recommended that the users display the wavelength calibration file overplotted with their science data in GPItv.

### 3.2 Stability of the Wavelength Calibration

After more than two years of on-sky science operations, we have a better understanding of how the stability of the wavelength calibration for the IFS changes with environment and time. Including both long exposure arc lamp images taken once per GPI run and short arc lamp images taken with each science sequence, we have generated over 1000 wavelength calibration files across all bands (\( \sim 800 \) in \( H \)-band and 50 - 100 in each of the other filters), with data obtained as early as November 2013.

We examined the behavior of the lenslet positions, spectral dispersion, and tilt with several header keywords relating to the environment on Gemini South including the temperature in the IFS and the detector temperature, the telescope elevation, and the date of the observation. We found no correlation with temperature inside or outside of the instrument. While the tilt of the lenslet spectra varies across the field
of view, for a given lenslet the tilt is very stable with variations < $10^{-3}$ radians in the entire sample.

The spectral dispersion was observed to change with time gradually by $\sim 4 - 5\%$ in 1.5 years, with an apparent turning point at the beginning of 2015, and potentially another change at the beginning of 2016 (Figure 3.1). The direction and magnitude of the change varies with band, and the reason for this evolution remains unknown. It is unclear whether this is a gradual or discontinuous change. Some number of jumps with superimposed noise could mimic a gradual change in the data, and may be easier to explain with a mechanical change in the IFS. It is possible that a mechanical change in the prism could cause some angle to drift over time, but we have not identified an optic in the IFS that could reproduce this change in dispersion while conserving the tilt of the lenslet spectra.

Alternatively, the dispersion change could be an artifact of the aging of the GCAL arc lamps. Any changes in excitation associated with aging cathodes, gas contamination or leaks etc. could effect our ability to distinguish between the blended lines that make up the low resolution GPI spectra. This could explain why the effect is largest in $J$ and $H$ bands which have the fewest distinct spectral lines. We see no change in the trend between Xe and Ar lamp data, though we only have Xe arc lamp data in $H$-band. This could also be a data processing effect. We have not reduced all of the wavelength calibration files with the same version of the Data Reduction Pipeline. However, when re-processing a subset of older calibration files, we found no
change in the dispersion.

![Mean dispersion for all GPI wavelength calibration files vs. Time](image)

Figure 3.1 Mean spectral dispersion for all GPI wavelength calibration files as a function of time; colorcoded by filter. Beginning in 2015, there is a change in the spectral dispersion with time by $\sim 4 - 5\%$ over 1.5 years.

As mentioned previously, the x and y positions of the lenslets vary with flexure. The internal flexure of the IFS has two components: (1) Repeateable sub-pixel shifts vary with the elevation of the telescope as the gravity vector on the IFS changes. This behavior is well defined by a hysteresis curve and can be easily corrected. (2) Occasionally, a large shift of $\leq \pm 3$ pixels in either x or y will result from the shifting of an unidentified optic within the IFS by a few millimeters. This is unpredictable and must be corrected using 30 second arc lamp images taken before each science
Both behaviors are demonstrated in Figure 3.2 which gives the change in the x and y pixel locations for the central lenslet between the short arc lamp image (quick), and the long exposure arc lamp image (master) taken at the beginning of the run in the same bandpass, color coded with elevation. While there is some scatter, most points in the sample fall into three distinct regions. This is likely a result of the loose optic oscillating between two states, i.e. state (a) and state (b). For the largest population, both the master and quick wavelength calibration files were taken with the optic in the same state. The two other groups correspond to occasions when the master files were taken with the optic in state (a) and the quick files were taken with the optic in state (b) and vice versa. Within each of the three populations, there is a clear trend in elevation. Larger shifts occur as the telescope is moved away from zenith (90 °).

3.3 Nonlinearity of the Wavelength Solution

In this section, we investigate any departures from linearity of the wavelength solution. We examine any uncertainties in the spectral positions that could result from the assumption of a linear dispersion solution, and look for alternate expressions for the wavelength as a function of position on the detector. We first use simulations
Figure 3.2 The change in the x and y pixel locations for the central lenslet between the quick arc lamp image, and the long exposure arc lamp image taken at the beginning of the run in the same bandpass. Color coded with elevation. Zenith is at 90°.
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of the IFS output on the detector, and compare this to GCAL arc lamp observations. We also use GPI’s Non-Redundant Mask mode for an independent measurement of the wavelength scaling.

3.3.1 Modeled Performance

Using the geometry of the optical path within the GPI IFS, we are able to examine the theoretical spectrum of each lenslet produced by the dispersing prism. We derived the theoretical pixel position as a function of wavelength, $\lambda$, by combining the optical path of the GPI IFS using Zeemax files with the Sellmeier approximations for the indices of refraction of both glass components of the dispersing prism. This was then propagated into pixel values using an estimate for the effective camera focal length of 232 mm and the pixel size of 18 $\mu$m.

We fit the resulting dispersion by several n-dimensional polynomials in $\lambda$ with $n = 1 - 4$ for each band individually. In the case of a 4th degree polynomial, the residuals no longer show any obvious structure. However, given our ability to resolve spectral features on the detector plane, it is unlikely that we will be able to detect pixel positions below the 1/100th of a pixel level. A quadratic solution for position as a function of $\lambda$ is required for uncertainties $< 0.01$ pixels. This gives an order of magnitude improvement in pixel uncertainties from a linear fit to the dispersion. An example for $H$-band is given in Figure 3.3 and this behavior is demonstrated in all filters.
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(a) Linear Dispersion

(b) Quadratic Dispersion

Figure 3.3 Theoretical fits to the dispersion of the GPI IFS using (a) a linear model for the position as a function of wavelength, and (b) a quadratic model. The quadratic solution results in errors that are an order of magnitude less than the linear case with uncertainties in the pixel position of $<0.01$ pixels.
3.3.2 Non-Redundant Masking as an Independent Wavelength Check

GPI is equipped with a Non-Redundant Mask (NRM); an interferometric mask containing 10 holes separated by non-redundant baselines (Greenbaum et al., 2014). GPI’s NRM mode complements GPI’s coronagraph by accessing a smaller Inner Working Angle (\( R \sim \lambda / 2D \) where D is the longest baseline) at moderate contrast. The size of the NRM PSF directly depends on the wavelength and is a sensitive probe of changes to pixel sampling with changing wavelength. Consequently, the GPI NRM allows for wavelength calibration of the GPI IFS without requiring an external calibration source.

An independent measure of the wavelength (assuming a pixel scale) can be accomplished by cross-correlating NRM exposures with simulated PSFs at varying pixel scales. Reference PSFs can be generated numerically knowing the pupil geometry and varying the wavelength scaling around an expected value for the data. While the absolute wavelength calibration depends also on the pixel scale, the NRM can measure deviations from a linear wavelength function across a given filter. For each spectral channel, the NRM PSF is cross-correlated with each of the reference PSFs, and the data are fit to a parabola to determine peak correlation. The location of the peak corresponds to the best fit magnification for that spectral channel. Figure 4 shows the accumulation of several NRM datasets in various bands, comparing the measured
wavelength compared with the wavelength reported by the GPI pipeline solution. The residuals are generally 0.05 μm which agrees well with what is predicted from the modeled performance and these errors could likely be reduced by an order of magnitude. Re-reducing the NRM images with updated non-linear corrections could help verify that a new solution is accurately representing the true dispersion.

### 3.3.3 Quadratic Wavelength Solution

With the 2D wavelength calibration algorithm, we provide a wavelength solution accurate to 1/10th of a pixel. This sensitivity allowed us to examine the departure of the IFS prism dispersion from linearity. The x and y pixel position for each lenslet is defined by a unique $x_0$ and $y_0$ position for a reference wavelength $\lambda_0$ (which varies with filter), the tilt ($\theta$, angular orientation of the lenslet in radians from vertical), and a dispersion. In the linear case, the dispersion is assumed to be linear (with coefficient $w$), and the positions are defined by:

$$x = x_o + \sin \theta \frac{\lambda - \lambda_0}{w}$$

$$y = y_o - \cos \theta \frac{\lambda - \lambda_0}{w}$$

where the wavelength, $\lambda$, for a given pixel is given by $\lambda = w\sqrt{(x - x_0)^2 + (y - y_0)^2} + \lambda_0$.

For the quadratic formalism of dispersion, we expand these equations in $(\lambda - \lambda_o)$ as shown in the Equations below.

$$x = x_o + \sin \theta \left[ (\lambda - \lambda_0)/w + q(\lambda - \lambda_0)^2 \right]$$

$$y = y_o - \cos \theta \left[ (\lambda - \lambda_0)/w + q(\lambda - \lambda_0)^2 \right]$$
Figure 3.4  (a) Wavelength solution derived using the NRM pupil for several datasets. (b) Residuals from a linear fit to the wavelengths derived from the arc lamp wavelength calibration to the wavelengths found in the fit the NRM PSF. All plotted datasets were taken before cryocooler upgrades and suffer vibrations, which blur out fringes. This is especially degrading for Y band data. Lower throughput in K2 could have contributed to the large error-bars measured.
CHAPTER 3. GPI IFS WAVELENGTH SOLUTION II

The quadratic term is shown in bold. After some experimentation, the coefficient, $q$, was found to be well fit by a value of $w/10$. To limit computation time, we fix this value when determining the wavelength solution for each lenslet. The magnitude of the quadratic component varies with filter, but is generally less than 0.003 % of the linear term (ie. $\frac{q}{1/w} < 3 \times 10^{-5}$), and this serves as a small perturbation to the linear case.

The largest improvement was seen in the reduction of the $H$-band. A comparison between the linear and quadratic fits for a single lenslet in a Xe arc lamp dataset is given in Figure 3.5. The quadratic solution improved the reduced $\chi^2$ by a factor of $\sim 2$ above the linear case (both using the micro lens PSF), and gives an position accuracy of 0.012 pixels, which is approaching the theoretical limit of 0.01 pixels (Figure 3.6). In other bands, the improvement is less pronounced. In $K1$ band for example, the quadratic solution only provided a factor of 1.05 improvement over the linear case. This is likely a consequence of our inability to resolve spectral lines in the Argon arc lamp data, rather than a failure of the quadratic dispersion solution to accurately define the data. While the Argon arc lamp available at Gemini South provides the best SNR with the shortest exposure times, the spectral lines in all filters are blended and difficult to distinguish at the resolution of GPI. The Xenon lamp provides better distinction between spectral lines in some filters, but the count rate of the lamp is prohibitively low (Ex. Ar exposure for K2 bands takes $\sim 2$ hours, and Xe would require at least twice the exposure time to achieve the same SNR).
Figure 3.5  (a) A single lenslet cutout of an observed H band Xe arc lamp image.  (b) A model Xe arc lamp image created using a linear dispersion model.  (c) The residuals obtained by subtracting the observed lenslet spectrum array from the linear dispersion modeled lenslet array.  (d) A model Xe arc lamp image created using a quadratic dispersion model.  (e) The same as (c) for the quadratic dispersion model, and (f) shows the linear model subtracted by the quadratic model.  Note the scale of the residuals.  These are largely a consequence of the microlens PSFs being too narrow in the peak than the actual instrumental PSF, and less a result of our uncertainty in the locations of the spectral peaks.

\[ \chi^2 = 6.38 \]

Figure 3.6  Histograms of the measured wavelength in \( \mu m \) of the spectral peak for an H band Ar image for all the lenslets in the image for a quadratic dispersion solution.  The dotted line represents the theoretical location of the peak.  The quadratic solution peaks at a value within 0.012 pixels of the correct wavelength.

\[ \text{Difference [in detector pixel] between expected and measured emission line} = -0.0123 \]
3.3.4 Simultaneous Wavelength Calibration of all Bands

We have shown the improvement afforded by including a quadratic term to the wavelength solution for a single GPI filter, particularly in $H$-band. Furthermore, it should also be possible to fit the wavelength solutions over the full GPI bandpass simultaneously ($Y - K2$, corresponding to $0.9-2.4\mu m$), assuming separate linear and/or higher-order fits to each of the individual bands. By defining wavelength vs. position across the full bandpass, this would provide small, yet non-negligible improvements to datacube extraction at different wavelengths. As described previously, quick $H$-band Argon arcs are taken as part of standard GPI observing sequences to calibrate observations at other bands, given the expediency of $H$-band arcs as opposed to the longer integrations required for arcs at different wavelengths, in particular $K1$ and $K2$. This bootstrapping process, with either a look-up table of flexure shifts, or in ‘BandShift’ mode, involves extrapolating the shifts due to flexure from the $H$-band arcs to the band of the science observations, using the x- and y-positions from the most recent wavelength calibration. For this procedure, a higher fidelity spectral extraction may be possible if the extrapolation also incorporates a functional relationship between the wavelength solutions at different bands.

In an initial attempt to fit the full bandpass simultaneously, independent linear solutions for each of the five filters were stitched together and fit with a single poly-
Full GPI Bandpass Fitting (Y-K2)

Figure 3.7 Residuals in \( \mu \text{m} \) from an overall polynomial fit to each of the independent linear solutions for the five GPI bands \((Y - K2)\). The cubic polynomial fit over the full bandpass, shown with black circles, provides the minimal residuals to the wavelength solution in two dimensions, and will be implemented in efforts to improve the fidelity of using quick \( H \)-band arcs to calibrate data taken in other bands.
nomial, with results from using polynomials of different orders shown in Figure 3.7.
The residuals in $\mu$m from the different polynomial fits show that a higher-order polynomial, at least a cubic fit, is required to describe the full bandpass simultaneously in a self-consistent manner. Implementation of a multi-filter and full bandpass wavelength solution option into the existing GPI DRP wavecal primitives is ongoing, with future work involving comparison of the extracted datacube quality with science observations at different wavelengths.
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The PDS 66 Circumstellar Disk as seen in Polarized Light with the Gemini Planet Imager

Abstract

We present $H$ and $K$ band imaging polarimetry for the PDS 66 circumstellar disk obtained during the commissioning of the Gemini Planet Imager (GPI). Polarization images reveal a clear detection of the disk in to the 0.12$''$ inner working angle (IWA) in $H$ band, almost 3 times as close to the star as the previous $HST$ observations with NICMOS and STIS (0.35$''$ effective IWA). The centro-symmetric polarization vectors confirm that the bright inner disk detection is due to circumstellar scattered light.
A more diffuse disk extends to a bright outer ring centered at 80 AU. We discuss several physical mechanisms capable of producing the observed ring + gap structure. GPI data confirm enhanced scattering on the East side of the disk which is inferred to be nearer to us. We also detect a lateral asymmetry in the South possibly due to shadowing from material within the inner working angle. This likely corresponds to a temporally variable azimuthal asymmetry observed in \textit{HST}/STIS coronagraphic imaging.

### 4.1 Introduction

Classical T Tauri stars (cTTS) with optically-thick, gas-rich protoplanetary disks provide valuable knowledge of the precedent conditions for planet formation. By comparing the observed intensity in scattered light to radiative transfer models, we can infer the grain properties (size, density, composition) and the geometry at the surface of the disk (e.g. \cite{Graham2007, Murakawa2010}).

The Gemini Planet Imager (GPI) was designed to overcome the contrast problem inherent in the detection of circumstellar material within $\sim 1.5''$ from their host stars. GPI combines an advanced adaptive optics (AO) system, an apodized coronagraph, and an IR integral field spectrograph with both spectral and polarimetric modes \cite{Macintosh2014, Larkin2014, Perrin2015}.

PDS 66 (MP Muscae) is one of the closest T Tauri stars. It was identified as part
Table 4.1. Gemini Planet Imager observations of PDS 66

<table>
<thead>
<tr>
<th>Date</th>
<th>Mode</th>
<th>Band</th>
<th>Exp. Time (s)</th>
<th># of Exposures</th>
<th>Coronagraph Spot Size (&quot;)</th>
<th>Field Rotation (°)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014 May 14</td>
<td>Spectral</td>
<td>H</td>
<td>59.6</td>
<td>10</td>
<td>0.246</td>
<td>3.5</td>
<td>0.5 – 0.8&quot; seeing, high winds</td>
</tr>
<tr>
<td>2014 May 15</td>
<td>Polarization</td>
<td>H</td>
<td>59.6</td>
<td>32</td>
<td>0.246</td>
<td>13.3</td>
<td>0.7 – 1.0&quot; seeing</td>
</tr>
<tr>
<td>2014 May 15</td>
<td>Polarization</td>
<td>K1</td>
<td>59.6</td>
<td>16</td>
<td>0.306</td>
<td>11.4</td>
<td>0.7 – 1.0&quot; seeing</td>
</tr>
</tbody>
</table>
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of the Pico Dos Dias Survey (Gregorio-Hetem et al., 1992). Mamajek et al. (2002) classified PDS 66 as a member of the Lower Centaurus Crux (LCC) subgroup with a mean age of $17 \pm 1$ Myrs. Mamajek et al. (2002) list PDS 66 as a K1 spectral type star with a kinematic parallax distance of $86^{+8}_{-7}$ pc and age estimates ranging from $7 - 17$ Myrs. PDS 66 was the only cTTS found in their sample of over 100 pre-main-sequence stars. Torres et al. (2008) first suggested that PDS 66 is more likely a member of the $\epsilon$ Cha Association. Murphy et al. (2013) reinvestigated the membership of PDS 66 and found that the proper motion is more consistent with $\epsilon$ Cha (age: $5 - 7$ Myrs, kinematic distance: $101 \pm 5$ pc). The membership of PDS 66 remains somewhat uncertain between LCC and $\epsilon$ Cha. Given that the disk properties of PDS 66 appear to be inconsistent with the LCC, and the younger age of $\epsilon$ Cha is below the typical disk dissipation timescale of 10 Myr (Haisch et al., 2001), in this paper, we adopt the age and distance appropriate for eps Cha.

The PDS 66 disk is in an interesting evolutionary stage. The spectral energy distribution (SED) lacks signs of large-scale evolution or an inner clearing. Based on the 1.2 mm continuum flux Carpenter et al. (2005) estimated a total dust mass of $5.0 \times 10^{-5}M_\odot$. Schütz et al. (2005) modeled the PDS 66 mid-infrared spectra and SED and infer an inner disk radius consistent with the dust sublimation radius of 0.1 AU. However, Cortes et al. (2009) compare the PDS 66 SED to the median Taurus SED and find a flux decrement between 4-20 microns, indicating a partial clearing of material in the disk. CO measurements by Kastner et al. (2010) show
a molecular gas disk extending out to 120 AU with a lower limit for the gas mass of $9.0 \times 10^{-6} M_\odot$. Although uncertain, this suggests a lower gas-to-dust ratio limit of $\geq 0.2$. Even though the accretion rate inferred for PDS 66 is small for a cTTS (estimates range from $5 \times 10^{-9}$ to $1.3 \times 10^{-10} M_\odot/yr$ [Pascucci et al. 2007; Ingleby et al. 2013], the implied accretion timescale is short, $< 10^5$ yrs. (based on the disk mass inferred from CO).

The PDS 66 circumstellar disk was first resolved in HST/NICMOS imaging by [Cortes et al. (2009)]. They detected a disk with an outer radius of 170 AU, and an inclination of $32^\circ \pm 5^\circ$. The authors also provide evidence for grain growth through an analysis of the spectral energy distribution. Likewise, [Bouwman et al. (2008)] obtained Spitzer spectroscopy (8 – 13 $\mu$m) and found that the dust grain properties are well fit by a model consisting of amorphous olivine and pyroxene with average particle sizes of a few microns. [Schneider et al. (2014)] obtained deep HST/STIS coronagraphy showing consistent geometry, albeit with detection of faint halo extending out to beyond 520 AU.

PDS 66 was observed during the commissioning of GPI to test instrument performance on a typical bright, nearby disk. Our GPI observations are described in Section 2. The morphology of the PDS 66 disk as seen in polarized light with GPI is discussed in Section 3. We place limits on our sensitivity to planetary companions in Section 4. Section 5 discusses the results.
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4.2 Observations

Coronagraphic imaging polarimetry and spectroscopy of PDS 66 were obtained in 2014 May (Table 1). The GPI Integral Field Spectograph (IFS) has a plate scale of 0.014 arcseconds/pixel, a FOV of 2.8 X 2.8 arcsec$^2$, and an angular resolution of $\sim 0.05''$ in H band (Macintosh et al., 2014c; Larkin et al., 2014). Data were reduced using the GPI Data Reduction Pipeline; see Perrin et al. (2014c) and references therein. Data were obtained in high wind conditions with the AO system operating at 500Hz. For the spectral mode data, the raw frames were dark subtracted, corrected for bad pixels, destriped to correct for variations across read-out channels, and Fourier filtered to remove microphonics noise. A wavelength calibration using arc lamp data taken before the sequence is used to convert the raw images to 3D spectral datacubes (Wolff et al., 2014). The location of the star behind the coronagraphic mask was measured from the satellite spots (Sivaramakrishnan & Oppenheimer, 2006; Wang et al., 2014) and the data were corrected for spatial distortion.

In polarimetry mode, frames are taken in sets of four different half-wave plate rotations and combined to form Stokes cubes with slices $I$, $Q$, $U$, and $V$. Data are dark subtracted, destriped, and a thermal sky background is subtracted (in $K1$ band only). The individual frames are converted into two orthogonal polarization states using a spot location calibration file that has been corrected for elevation-induced flexure. Each cube is divided by a low pass filtered flat field to correct for low frequency variations (Millar-Blanchaer et al., 2015). The mean stellar polarization
Figure 4.1 Polarimetry data for PDS 66 in $H$ band (top) and $K1$ band (middle), and white light optical STIS data at two spatial scales for comparison (bottom; data from Schneider et al. 2014). Polarized intensity is shown on the left for the GPI data, while the right panels show the same polarized intensity over-plotted with polarization vectors. The vector orientation gives the position angle for the polarized electric field. Grey inner regions represent the coronagraphic spot size.
and instrumental polarization are subtracted and the polarization pairs are cleaned via a double difference algorithm \cite{Perrin2015}. The satellite spots are again used to determine the location of the occulted star and to calibrate the flux of the disk using a conversion factor of 1 ADU coadd$^{-1}$ s$^{-1} = 7.4 \pm 2.6$ mJy arcsec$^{-2}$ in $H$ band and $31 \pm 10$ mJy arcsec$^{-2}$ in $K1$ band \cite{Hung2015}.

Figure 1 shows the $H$ and $K1$ band polarimetry for PDS 66 with the Stokes vectors giving the orientation. Here the Stokes parameters have been transformed to radial Stokes parameters \cite{Schmid2006}. The $+Q_r$ image contains the polarization oriented in the tangential direction in the disk, $-Q_r$ contains the radial polarization and $U_r$ contains the polarization oriented $\pm 45^\circ$ from $Q_r$. For an optically thin disk, the $U_r$ image should contain no polarized flux from the disk and can be treated as a noise map. For an optically thick disk like PDS 66, multiple scattering events can result in non-negligible brightness, at a few\% of the $Q_r$ signal for low-inclination disks \cite{Canovas2015}. Given this small amplitude, we adopt the $U_r$ channel as a measure of our errors, recognizing that the contribution of both noise and potential signal renders it a conservative estimate.

The spectral mode data were PSF-subtracted using the pyKLIP software \cite{Wang2015}. pyKLIP combines both Spectral Differential Imaging (SDI: for spectral mode data) and Angular Differential Imaging (ADI) using the Karhunen-Loeve Image Projection (KLIP) algorithm \cite{Soummer2012}. Due to the face-on nature of the

\footnote{https://bitbucket.org/pyKLIP/pyklip}
disk, recovery of the total intensity is difficult via ADI. We leave forward modeling of the disk’s total intensity surface brightness, and calculation of the polarization fraction, to future work.

Figure 4.2 Radial brightness profile of the tangential polarized intensity for H and K1 bands for the East (left) and West (right) sides of the disk. Vertical dashed lines indicate the outer edge of the coronagraphic spot in H and K1 bands. Fits to the power law slopes ($\gamma$) are given in the legend (E/W slopes agree). Error bars are drawn from the $U_r$ error maps. The profile shows the bright inner ring of material and a peak at $\sim0.8''$ (80 AU) corresponding to the outer ring.

4.3 Disk Morphology

The GPI data reveal a bright disk interior to a more diffuse disk extending to an outer ring, and an azimuthal asymmetry indicative of interesting structure close in to the central star (Figure 1). We also show the STIS data provided by Schneider et al. (2014) to illustrate the fainter outer halo outside the field of view of GPI. The inner disk likely extends from the sublimation radius to the change in the power law...
slop at 45 AU. The region between the inner disk and outer ring (45 – 80 AU) is not entirely cleared, as evidenced by the azimuthal orientation of the polarization vectors.

We fit an ellipse to the brightness contours in the outer disk ring using the constrained, linear, least squares method described in [Fitzgibbon & B. (1996)]. We find a position angle for the disk major axis of 10° ± 3° E of N, an axial ratio of 0.86 ± 0.02, and a disk inclination of 31° ± 2° from a face on viewing geometry. These values agree well with the STIS results (minor:major axial ratio 0.889 ± 0.026, inclination 27.3±3.3 degrees; [Schneider et al., 2014]). We measure no stellocentric offset to within 30mas, consistent within errors with the offset in the STIS observations of 33 ± 10 mas ([Schneider et al., 2014]). Low SNR in the satellite spots of these observations limits our knowledge of the obscured star’s location to within ~ 2 pixels.

We deproject the disk and calculate a radial brightness profile (Figure 2) separately for the East and West sides of the disk. Note that the peak in surface brightness is slightly offset from the edge of the coronagraphic mask. This is likely due to a lower throughput from an instrumental effect rather than a decrease in the surface density of the disk (See also [Rapson et al., 2015b]). The East side of the disk is brighter in both total intensity (STIS/NICMOS) and polarized intensity (GPI). Since we expect the dust particles in the disk to be predominately forward scattering, we conclude that the East side is the nearer side. We fit power laws $\propto r^{-7}$ to the surface brightness profile in the inner disk, the central region, and the outer ring (see Figure 2). The power law slope in the inner disk is consistent with an optically thick, gas-rich disk.
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For the outer component (80 – 105 AU), the GPI power law fit agrees well with the STIS and NICMOS result (Cortes et al. 2009).

After correcting for extinction ($A_V = 0.7 \pm 0.2$ mag; Cortes et al. (2009)) and stellar color (assuming a K1 spectral type with intrinsic H-K = 0.14), the azimuthally-averaged apparent color of the disk is $H-K = 0.45 \pm 0.17$ in polarized intensity, implying that the dust in the disk is $\sim 50\%$ more effective at reflecting $K1$ band light than $H$ band light. In $H$ band, the East side of the disk is 2.1 times brighter than the West side, while the East side is only 1.6 times brighter than the West in $K1$ band. The E/W flux ratio is much lower than seen in total intensity in the visible (Schneider et al. 2014), which suggests either more isotropic scattering and/or a high polarization fraction on the (fainter) W side.

A region within the south side of the disk appears depleted in polarized intensity in both $H$ and $K1$ bands. Figure 3 shows the azimuthal brightness variations for two disk annuli (35 – 50 AU and 70 – 90 AU) computed from the mean and standard deviation in 12° wedges. In the 35 to 50 AU region, there is a $\sim 35\%$ decrease in the surface brightness from PA $160^\circ - 220^\circ$ (measured E from N). Schneider et al. (2014) also saw brightness asymmetries of $\sim 30\%$ between two epochs of data spaced three months apart. Though at a different parallactic angle, the drop in brightness subtends approximately the same angular fraction of the disk.
Figure 4.3 The azimuthal variation of the median polarized intensity as measured for the $H$ band GPI data in an annulus in the gap from 35 to 50 AU and for the bright ring from 70 to 90 AU. The North and South polarized intensities are plotted separately to emphasize the drop in flux seen on the South side of the disk. Polarized intensity values have been normalized to the mean separately for each ring. The inset shows the $H$ band image (North up). The dashed blue/red lines represent the annulus used to measure the azimuthal variation. The black dotted line gives the location of the disk minor axis. The gray shaded region corresponds to the shaded inset wedge.
4.4 Planetary Companion Limits

Our spectral data constrain planetary companions of a given mass and age. We compute a 5σ contrast curve assuming a methane dominated planetary spectrum. We achieve a contrast of $\sim 10^{-5}$ outside of 0.3″ and $\sim 2 \times 10^{-6}$ outside of 0.4″. We detect no planetary candidates, but we recover a bright source in the north at 50σ, which was previously confirmed as a background source (Schneider et al., 2014; Cortes et al., 2009).

Planet sensitivities are calculated following Nielsen & Close (2010) and Nielsen et al. (2008) (Figure 4). The contrast curve is used to set companion brightness limits with radius. The brightness of a planet with a given mass and age are set by the hot start evolutionary tracks of Baraffe et al. (2003). For an age of 7 Myr and a distance of 100 pc (ɛ Cha membership) there is a 90 % confidence that we would have detected a $8 \, M_{\text{Jup}}$ planet at $\sim 20$ AU or a $3 \, M_{\text{Jup}}$ planet outside of 40 AU. At 17 Myrs and 86 pc (LCC membership), the 90 % confidence limits increase to a $10 \, M_{\text{Jup}}$ planet at $\sim 20$ AU. Planetary companions may exist, but lack a methane absorption feature, or could be low-mass enough to remain hidden below the opaque disk surface.

4.5 Discussion

PDS 66 joins the class of pre-transitional disks (Espaillat et al., 2010) with an optically thick inner disk separated from an outer disk by a dip in surface brightness.
around 0.5" that could indicate a partial clearing of the disk. The gap/ring structure observed in our GPI data, combined with the detection of orbiting CO \cite{Kastner2010}, confirm that PDS 66 closely resembles the V4046 Sgr and TW Hya systems. All are nearby cTTs that have retained their molecular gas to late ages and show multi-ringed structures. GPI polarimetry was used to confirm the presence of scattering dust in the gaps of the V4046 Sgr multi-ringed structure \cite{Rapson2015}. TW Hya is multi-ringed with partially filled gaps as well \cite{Debes2013}.

If the disk is optically thick, the ring/gap structure is a result of a variation in the disk surface that could be caused by a change in the surface density, the local scale height, or the dust properties of the sub-micron sized grains in the disk. Here we discuss possible sources for a change in the disk surface properties:

1. \textit{Gap Opening Planets:} A planet/(s) in the low surface brightness region could induce a gap in the dust disk and deplete the gas \cite{Dong2015}. Dust filtration is efficient at piling up larger dust particles (mm-sized) into a ring at the pressure bump outside of a gas gap \cite{Zhang2015}, while smaller grains (responsible for scattered light) could still populate the gap. Given the observed width ($\sim 35$ AU) and the shallow depth (ring:gap = 1.4), this is most likely a planetary system with several sub-jupiter mass planets.

2. \textit{Disk Shadowing:} A scale height enhancement in the inner part of the disk shadows the outer disk, until the flaring of the disk eventually brings the disk surface above the penumbra. \cite{Dong2015} find that a puffed up inner wall can...
create a three part broken power law in the radial brightness profile, as seen in the GPI data. A shadow cast out to 80 AU would require a flat disk and/or a low flaring exponent.

3. Dust Particle Properties: A localized change in the dust properties would change the opacity of the disk. Dust settling due to grain growth could induce a change in the scale height, which would change the height of the scattering surface relative to the disk midplane, producing the bright ring. Gaps in the HL Tau disk have been ascribed to the effects of snowlines (Zhang et al. 2015). However, given the large radius of the observed ring (80 AU), this seems unlikely.

Figure 4.4 Companion sensitivity as a function of separation and mass for membership in ε Cha (Left) and the LCC (Right) with ages and distances as shown.

For an inclined disk that is optically thick vertically and axisymmetric, a ring with
a higher surface height would appear as an offset structure relative to the central star (Lagage et al., 2006). Combining the offset measured in the STIS image with the ring radius, we infer that the scattering in the ring occurs 4 AU above the disk midplane.

The expected scale height for gas in vertical hydrostatic equilibrium at the location of the ring is about 4–5 AU (assuming $T_{\text{eff}} = 5000$ K, $L = 1.1L_\star$ and $T_{80\text{AU}} = 10–15$ K), i.e. similar to the height where scattering occurs. In optically thick disks, the disk surface is typically located 2–4 times higher than the gas scale height (e.g., D’Alessio et al., 1999). This suggests that the PDS 66 disk is flatter and/or less flared than primordial disks, i.e., possibly significantly settled as was originally suggested by Cortes et al. (2009). A flattened disk could favor the ”shadowing” scenario above, but only a more complete SED+image modeling effort can confirm this.

From this dataset, no clear conclusions can be drawn on the origin of the gap + ring structure. ALMA dust continuum observations would help distinguish between the scenarios above. For scenario (1), we would expect to see a significant pile up of mm-sized grains right outside the NIR ring, due to the dust filtration effect, which would generate at least a factor of $\sim 10$ or higher in continuum flux. In scenario (2), the shadowed region would have a slightly lower temperature, which would result in less flux in the optically-thin mm continuum as well, though only on the order of $\lesssim 50\%$. ALMA gas observations may be able to detect gas depletion in the scenario (1), however given the shallowness of the gap this may not provide sufficient contrast between shadowed and unshadowed regions.
We detect an azimuthal departure from axisymmetry, seen as a dimmer region in the disk’s southern side at around a 40 AU radius. Schneider et al. (2014) observed that the east/west asymmetry of the disk is variable on timescales as short as three months (Schneider et al., 2014). Since this is much shorter than the dynamical timescales at the relevant orbital separations, Schneider et al. (2014) hypothesized that the changes could be due to either time-variable shadowing from material in the inner disk hidden behind the coronagraphic mask, or localized accretion hot spots on the stellar photosphere. It is possible that the azimuthal asymmetry seen in the GPI data (at \( \sim 40 \) AU) is due to such an effect, rotated around to affect the illumination over a different range of position angles. Density enhancements in the disk caused by accreting protoplanets might cast shadows on the outer regions of the disk, though the shadowed areas predicted by simulations for planets as massive as 50 \( M_{\text{Earth}} \) are only \( \sim 7 \) \( A U^2 \) (Jang-Condell, 2009). Alternatively, cold spots on the stellar surface which are darker due to magnetic suppression of convection typically cover 5 - 30% of the stellar surface and could cause an azimuthal modulation of the stellar illumination incident on the outer disk on stellar rotation timescales (Venuti et al., 2015).

If the azimuthally variable disk surface brightness distribution is due to nonuniform brightness on the stellar surface, it will change on timescales of the rotation period (5 days). If instead it is due to material orbiting at the estimated inner radius (10.5 days at 0.1 AU) or embedded in the bright inner ring the shadowing will vary over a longer period. More data is needed to elucidate the timescales of the
azimuthally variable disk surface brightness.
Chapter 5

An upper limit on the mass of the circum-planetary disk for DH Tau b

Abstract

DH Tau is a young (∼1 Myr) classical T Tauri star. It is one of the few young PMS stars known to be associated with a planetary mass companion, DH Tau b, orbiting at large separation and detected by direct imaging. DH Tau b is thought to be accreting based on copious Hα emission and exhibits variable Paschen Beta emission. NOEMA observations at 230 GHz allow us to place constraints on the disk dust mass for both DH Tau b and the primary in a regime where the disks will appear optically thin. We
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estimate a disk dust mass for the primary, DH Tau A of $17.2 \pm 1.7 M_\oplus$, which gives a disk-to-star mass ratio of 0.014 (assuming the usual Gas-to-Dust mass ratio of 100 in the disk). We find a conservative disk dust mass upper limit of $0.42 M_\oplus$ for DH Tau b, assuming that the disk temperature is dominated by irradiation from DH Tau b itself. Given the environment of the circumplanetary disk, variable illumination from the primary or the equilibrium temperature of the surrounding cloud would lead to even lower disk mass estimates. A MCFOST radiative transfer model including heating of the circumplanetary disk by DH Tau b and DH Tau A suggests that a mass averaged disk temperature of 22 K is more realistic, resulting in a dust disk mass upper limit of $0.09 M_\oplus$ for DH Tau b. We place DH Tau b in context with similar objects and discuss the consequences for planet formation models.

5.1 Introduction

With well over 3000 confirmed extrasolar planets now known, the focus of exoplanet science is shifting from their discovery to understanding the details of their formation and evolution. However, increasing our understanding of this complex process can only be achieved with unambiguous detections of planetary mass bodies still in formation. Today, a handful of good candidates are known ([Kraus & Ireland] 2012, Sallum et al. 2015, Biller et al. 2014, Reggiani et al. 2014, Quanz et al. 2015), but they are still embedded deeply in the circumstellar disk and also located close to the
central objects. These are challenging conditions to study the processes that lead to their formation.

Fortunately, a small population of planetary mass companions (PMCs) has recently been discovered that offers a much better opportunity to study the planet formation process in greater details with current instruments. These PMCs, identified by direct imaging surveys in the NIR, orbit very young host stars (T Tauri stars) and they do so at large enough separations to be easily observable, typically several hundred au ($\sim 1$ arcsec) (e.g., Neuhäuser et al., 2005; Lafrenière et al., 2008; Schmidt et al., 2008; Ireland et al., 2011; Bailey et al., 2014).

While planets at separations of $< 100$ au are thought to be the consequence of either core accretion (Lissauer & Stevenson, 2007) or gravitational instabilities (Boss, 1997, 2011) acting at the Class II stage (i.e., T Tauri stage), planets at larger separations are believed to be products of disk fragmentation at an earlier stage (Class 0 or I stage, Kratter et al., 2010). All these mechanisms require that a forming planet builds up from its own circumplanetary disk that formed either from the surrounding cloud, or from the massive disk around the host star. Indirect evidence for the presence of such disks is provided by the fact that planet-mass companions in young systems are powerful Hα emitters, e.g., OTS 44, GSC 06214-00210 b, GQ Lupi b, FW Tau c, DH Tau b (Joergens et al., 2013; Zhou et al., 2014). The Hα emission, or some portion of it, being the trace of accretion from the disk onto the companion. The more direct detectability of these circumplanetary disks was recently demonstrated
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when ALMA measured the continuum and CO emission around the PMC orbiting the TTauri binary FW Tau (Caceres et al., 2015). The disk around FW Tau C (the PMC) has an estimated disk mass of 2-3 $M_\oplus$. Attempts have been made to resolve the circumplanetary disks around several other PMCs with radio interferometer (e.g., GSC 0614-210 B; Bowler et al. 2015, GQ Lupi; Dai et al. 2010, MacGregor et al. 2016), but no other detections exist to date.

The DH Tau System

DH Tau is a binary system with a projected separation of 330 AU (2.3”). The system is located in the Taurus star forming region at a distance of 140 pc, with an extinction in the $J$ band of $A_J = 0.3 \pm 0.3$ (Itoh et al. 2005), and a mean age of 2.3 Myrs (Bertout et al. 2007). The primary is a classical T Tauri star with an M1Ve spectral type (Herbig, 1977) with log($T=K$) = 3.5688 \pm 0.0170 and log($L=L_\odot$) = $-0.262 \pm 0.110$ (Andrews et al., 2013). DH Tau b was initially discovered by Itoh et al. (2005), who classified it as a L2 spectral type brown dwarf with a mass of 30 – 50 $M_{\text{Jup}}$. Luhman et al. (2006) later compared bolometric luminosities to updated evolutionary tracks and gave a revised mass estimate of 11$^{+10}_{-3}$ $M_{\text{Jup}}$, placing it near the exoplanet/brown dwarf boundary. Patience et al. (2012) modeled the atmosphere using $J$, $H$, and $K$ spectra, and inferred a radius for DH Tau b of 2.7 ± 0.8 $R_{\text{Jup}}$, and a temperature of 2350±150 K. Bonnefoy et al. (2014) give a spectral type for DH Tau b of M9.25±0.25 (corresponding to 15 $M_{\text{Jup}}$).

DH Tau b is the youngest PMC known to date. It is known to be actively accreting,
Figure 5.1 1.3 mm continuum NOEMA observations of the DH Tau system. The disk of DH Tau A is clearly detected, but is unresolved. The disk of DH Tau b is undetected. Contours are drawn beginning at 0.002 Jy/beam in intervals of 0.01 Jy/beam. The errors in the positions of the DH Tau A and b components are dominated by the proper motion uncertainties. The symmetric sidelobes are an artifact of the baseline configuration. The inset shows the beam with a PA of 27.8°, a major axis of 1.61\," and a minor axis of 0.79\,"
as traced by very strong Hα emission \cite{Zhou2014}. The Paβ line of Hydrogen is also reported, in emission, by \cite{Bonnefoy2014} further supporting the idea that DH Tau b is still accreting. DH Tau as a system also displays unresolved MIR excess which, given the accreting nature of DH Tau b, is likely caused in part by the circumplanetary disk. \cite{Harris2012} reported a 47 mJy detection around the DH Tau primary at 0.88 mm. Their observations with the SMA only provided a 3σ upper limit of 10 mJy at 0.89 mm for DH Tau b. The circumplanetary disk has remained undetected to date.

In Section 5.2, we present the NOEMA observations of the DH Tau system and the VLT/SINFONI spectroscopy of the Paβ Hydrogen line. Section 5.3 presents the upper limits on the disk mass of DH Tau b, an estimated disk mass for DH Tau A, and the disk model used. Finally, in Section 5.4 we discuss the disk mass results and place them in context with other observations of circumplanetary disks.

### 5.2 Observations

#### 5.2.1 NOEMA 1.3mm continuum imaging

The data presented in Fig. 5.1 were obtained with NOEMA, the NOrthern Extended Millimeter Array. The observations were carried out on December 10th, 2015. At that time the array was in the 7C compact configuration, with 6 antennas operating. Station W09 was off-line. Antennas were based on stations E12, N17, N11,
E18, W12, and E04. The resulting 15 baselines ranged from 48m to 240m in length (unprojected). DH Tau and its companion were observed for a total of 6.5 hours between hour angle -0.3h and +6.0h, of which 4.5 hours we spent on-source. The rest of the time was used for calibration.

We used 0400+258 and 0507+179 as phase calibrators. The atmospheric conditions were excellent and the rms phase noise was measured between 12° on short baselines and 29° on long baselines, at 1.3 mm. This phase noise introduces a position error of less than 0.1 arcsec. The source LkHa 101 was used for the flux calibration, while 3C84 was used for the bandpass calibration. We consider an absolute flux uncertainty of 10%. The total bandpass for the 230.5 GHz continuum measurement was 3.2 GHz in each polarisation. We excluded a short range (80 MHz) that included the CO(2-1) line. The GILDAS software package was used to reduce the data.

The continuum map was produced using natural weighting of the visibilities to favour signal-to-noise over angular resolution. The resulting beam size is 1″61 × 0″79 at P.A. 28°. High signal-to-noise on DH Tau A allows for phase self-calibration. This allowed us to correctly remove side-lobes that remained present after the first reduction steps. We do not perform amplitude self-calibration in order to preserve the absolute flux measurement. The phase self-calibration stopping criteria was set to 1000 iterations. From the visibilities, we compute the stable thermal noise limit (absolute flux limit) to be 0.0653 mJy. Any residuals after self-calibration correspond to a lack of uv coverage that is impossible to correct.
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We find a 1σ flux limit of 0.0653 mJy/beam for the 1.3 mm continuum data, which corresponds to a 3σ upper limit for the DH Tau b circumplanetary disk flux of 0.196 mJy. Primary beam attenuation was not taken into account because of the small separation between DH Tau A and DH Tau b (beam attenuation <2% at the position of DH Tau b). We detect the central component of the system, DH Tau A, at > 100σ, with an integrated disk flux of 30.8 ± 0.2 mJy.

Figure 5.2 Variability of the Pa β equivalent width with time provides further evidence of an accreting circumplanetary disk surrounding DH Tau b. The dashed lines represents the mean 1σ error for the equivalent width measurements.
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5.2.2 VLT/SINFONI spectroscopy of the Paschen $\beta$ Hydrogen line

DH Tau b was observed with the VLT/SINFONI instrument on Oct. 25th, Nov. 7th, Dec. 16th, and Dec. 18th, 2007 (program ID 080.C-0590(A)). SINFONI is composed of an integral field spectrograph SPIFFI fed by the adaptive optics module MACAO (Eisenhauer et al., 2003; Bonnet et al., 2004). The instrument was operated with the J-band grating yielding a spectral resolution of $\sim$2000 over the 1.1-1.35 $\mu$m range. The pre-optics was sampling the 0.8×0.8” field-of-view with a spaxel size on sky of 12.5×25 mas. Each sequence is composed of 8×300s exposures with small dithering and one acquisition on the sky at the end to ensure a proper removal of the sky emission. Telluric standard stars were observed after DH Tau on each night to estimate the contamination by telluric features in the companion spectra. Because the Paschen $\beta$ line is not significantly affected by telluric lines in our spectra, we decided not to correct for telluric features in order to avoid adding noise to our spectra. The October, November, and December 16 data were published in Bonnefoy et al. (2014). We reduced the December 18 data with the same tools as used in Bonnefoy et al. (2014) in order to get a homogeneous set of extracted spectra of the companion.

A Paschen $\beta$ emission line is detected in the November observations, marginally detected in October, and not detected in December. All spectra have a comparable estimated S/N between 1.29 and 1.31 $\mu$m\textsuperscript{[1]} We estimated the equivalent width of the

\textsuperscript{[1]}The S/N was computed in a two step process. We first interpolated the IRTF spectrum of the
line following the method of Sembach & Savage (1992). The continuum was estimated in a range adjacent to the line, between 1.277 and 1.281 μm, and between 1.283 and 1.287 μm. The equivalent width is computed between 1.281 and 1.283 μm. The values are reported in Table 5.1 and their evolution in time is shown in Figure 5.2.

Assuming the Paβ line in emission is tracing accretion of material onto DH Tau b, then the results presented in Table 5.1 and Figure 5.2 provide indications that the accretion process itself may be variable in time. This is reminiscent of the well documented variability of the accretion process in more massive T Tauri stars, e.g., Sousa et al. (2016). The poor time coverage for the spectral variations of DH Tau b forbids a deeper analysis. We do not discuss further the variability of accretion in DH Tau b, but note it is very likely present.

M9 dwarf LP 944-20 on the SINFONI wavelength grid and normalized it in flux to the flux of the pseudo-continuum of DH Tau b over the 1.29-1.31μm range. We used this template spectrum to approximate, then remove, all the intrinsic features of the DH Tau b (FeH lines mostly) and compute the local level of the noise.
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5.3 Circumplanetary Disk Models and Results

In this section we present models for the dust mass estimates extracted from the 1.3 mm continuum NOEMA data. We will consider three cases: the disk of DH Tau b is heated by DH Tau b only; the disk is heated by DH Tau A; and the disk is in equilibrium with the ambient cloud (assumed at 20 K). To test the dominant source of the disk dust temperature, we combine the contributions from DH Tau A and DH Tau b using a radiative transfer model.

We expect the disk to be optically thin at 1.3 mm. In this case, the disk dust mass can be expressed as

\[
M_{\text{dust}} = \frac{F_\nu D^2}{\kappa_\nu B_\nu(T_{\text{disk}})}
\]

where \( F_\nu \) is our measured \( \nu = 230 \text{ GHz (1.3 mm)} \) 3\( \sigma \) flux limit, \( D \) is the distance (140 pc), \( \kappa_\nu \) is the dust opacity, and \( B_\nu(T_{\text{dust}}) \) is the Planck function evaluated at the disk temperature. We use the dust opacity law from Beckwith et al. (1990); \( \kappa_\nu = 10 (\nu/10^{12} \text{ Hz})^\beta \text{ cm}^2 \text{ g}^{-1} = 2.3 \text{ cm}^2 \text{ g}^{-1} \) for frequency, \( \nu \), and power law index, \( \beta = 1 \).

Typical disk temperatures are \( \sim 20 \text{ K} \), but this varies with stellar luminosity. For DH Tau b, we calculate a luminosity of 0.0021 \( L_\odot \) using the radius and stellar temperature (Zhou et al., 2014). van der Plas et al. (2016) provide a scaling relation between...
stellar luminosity and disk temperature for low mass stars; $T_{\text{disk}} = 22(L/L_\odot)^{0.16}$ K, which gives a disk temperature for DH Tau b of 8.2 K.

It is worth noting here that the temperature of molecular clouds is typically in the range of 10 - 20 K (Goldsmith 1987). In this case, the temperature of the disk may depend more on the ambient temperature from the Taurus SFR than the central source. Likewise, DH Tau b is located nearby to the much more luminous DH Tau A primary, with a luminosity of 0.55 $L_\odot$ and an effective stellar temperature of $T_\star = 3706$ K (Andrews et al. 2013). If we treat the dust as a blackbody in thermal equilibrium with the central star, DH Tau A, at the distance of DH Tau b (330 au) with a circumplanetary disk albedo of $a = 0.5$, we expect the equilibrium temperature to be $T = T_\star (1 - a)^{1/4} \sqrt{R_\star/2D} = 11$ K. Depending on the orientation of the disk relative to the central star and/or the optical depth of the disk, there could be some additional heating due to illumination from the primary, DH Tau A. Viscous heating due to accretion could also raise the temperature of the disk and serve as another source of uncertainty in the dust mass estimate.

We reproduce the effect of the host star on the disk dust temperature by generating an MCFOST radiative transfer model of the system (Pinte et al. 2006, 2009). MCFOST is a Monte Carlo Radiative Transfer code designed to study circumstellar disks. At each grid location in the modeled disk, the temperature and scattering source function are computed via a Monte Carlo method: photon packets are propagated stochastically through the model volume following the equations of radiative
Figure 5.3 Dust temperature profile for the set of MCFOST radiative transfer disk models with different disk dust masses. The dashed lines show the radial profile of the disk midplane temperature, while the solid lines show the radial profile of the mass-averaged dust temperature. As the mass increases, the disk becomes more optically thick to radiation and the temperature decreases. At the outer edges of the disk, all dust mass models converge to a mass-averaged dust disk temperature of 22 K (as indicated by the dotted line).
transfer. MCFOST allows the user to include multiple radiative sources, allowing the inclusion of the DH Tau A primary located 330 au from the circumplanetary disk. DH Tau A was modeled using an effective temperature of 3700 K and a low surface gravity of \( \log(g) = 3.5 \), while DH Tau b was assumed to have an effective temperature of 2300 K with \( \log(g) = 3.5 \). For DH Tau b, we assume an axisymmetric disk model with a gas supported flaring exponent of 1.125, and a surface density described by a power law in radius with an index of -0.5. The grains are comprised of astronomical silicates with a grain size distribution defined by an ISM-like -3.5 power law exponent and grain sizes ranging from 0.1 to 1000 \( \mu m \). The resulting dust opacity is 2.29 \( cm^2/g \), similar to the dust opacity of 2.3 \( cm^2/g \) predicted above for an optically thin disk.

We assume a gas-to-dust mass ratio of 100 and a distance of 140 pc. For simplicity DH Tau b receives light directly from DH Tau A without attenuation, as if DH Tau b was located out of plane from the disk of DH Tau A.

The typical value for the outer radius of a circumplanetary disk is not well constrained. Numerical simulations of embedded circumplanetary disks suggest that the radii truncate at a fraction of the Hill radius due to interactions with the viscous, young circumstellar disk \([Ward & Canup 2010]\). For DH Tau b, the Hill radius is

\[
R_{\text{Hill}} = a \left( \frac{M_p}{3M_*} \right)^{1/3} \approx 70 \text{ au}
\]

for the planetary mass and separation \( (M_p = 11 M_{\text{Jup}}, a = 330 \text{ au respectively}) \) given in the introduction, and the primary star mass \( (M_*) \) of 0.37 ± 0.12 \( M_\odot \) from \([Itoh et al. 2005]\). Alternatively, if the DH Tau b disk formed from the collapse of the surrounding cloud, it would be expected to have a larger
Schaefer et al. (2009) survey the disks of young, low mass stars in the Taurus-Auriga star-forming region and find a range in disk outer radii of $R_{\text{out}} \sim 100 - 1000$ au from resolved CO emission. However, a larger disk would be truncated due to the presence of the primary at a $\sim 0.3 - 0.5$ fraction of the 330 au separation (Papaloizou & Pringle, 1977). A disk truncated at 110 au (diameter $\sim 1.6''$) is roughly the same size as the beam along the major axis (1.61''). In either case, this is below the beam size, and we treat the disk as a point source in our data. For the MCFOST model, we define the disk outer radius to be the Hill radius of 70 au.

The model was tested for several disk dust masses covering the range predicted for the various dust temperatures, and for different orientations of the circumplanetary disk with respect to DH Tau A. We found that the disk orientation (e.g., face-on, edge-on, or intermediate illumination from the central star) has no measurable effect on the azimuthally averaged dust temperature. Figure 5.3 shows the mass-averaged temperature profile for three assumed disk masses and includes for comparison a disk model without the host star included. As the disk dust mass increases, the mid-plane temperature of the disk decreases as the disk becomes more opaque to radiation. In the outer regions of the disk, all MCFOST models converge on a dust disk mass-averaged temperature of $22 \pm 2 K$, corresponding to a disk dust mass upper limit of $0.09 \pm 0.01 M_\odot$. This temperature and associated mass estimate is more consistent with what is expected for a disk in a young star forming region. We caution that assumptions in the disk model and the uncertainty in the separation of DH Tau b
could result in a lower dust temperature.

Table 5.2 gives the estimated disk mass upper limits for DH Tau b for the various temperatures described above. On the most conservative end, we provide an upper limit on the circumplanetary disk mass of 0.42 $M_\oplus$. However, the dust disk mass can likely be constrained further given the circumplanetary environment and as suggested by radiative transfer models of the system to be 0.09 $M_\oplus$. We adopt this upper limit for future discussion.

The temperature derived disk masses quoted above assume that the disk is optically thin at the 1.3 mm wavelength. If the disk were optically thick, i.e., $\tau > 1$ where $\tau = \int \rho \kappa \, ds = \kappa \Sigma > 1$, then the observed flux can be used to set a lower limit on the extent of the disk. Using the dust opacity law given above with $\beta \simeq 0$ for the optically thick case, the DH Tau b disk dust mass of 0.09 $M_\oplus$, and assuming a flat surface density we can constrain the radius of the disk: $R < \sqrt{\kappa \, M_D/\pi} < 2.9$ au. Therefore, if the disk were optically thick, it would have to be compact.

Using the same formalism with a midplane disk temperature of 20 K as predicted from the van der Plas et al. (2016) stellar luminosity relation for low mass stars, we estimate a disk dust mass for the primary, DH Tau A of 17.2 ± 1.7 $M_\oplus$. The uncertainties are based on the absolute flux uncertainty and do not include errors in the assumed distance and disk opacity.
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#### Table 5.2 DH Tau b Disk Dust Mass Upper Limits

<table>
<thead>
<tr>
<th>Temp.</th>
<th>Dust Mass Limit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 K</td>
<td>0.11 ± 0.01 (M_\oplus)</td>
<td>Ambient cloud Temp.</td>
</tr>
<tr>
<td>8.2 K</td>
<td>0.42 ± 0.04 (M_\oplus)</td>
<td>DH Tau b Luminosity</td>
</tr>
<tr>
<td>11 K</td>
<td>0.26 ± 0.03 (M_\oplus)</td>
<td>Illumination from primary</td>
</tr>
<tr>
<td>22 K</td>
<td>0.09 ± 0.01 (M_\oplus)</td>
<td>MCFOST model</td>
</tr>
</tbody>
</table>

#### 5.4 Discussion

We are able to place an upper limit on the circumplanetary disk mass of the DH Tau b PMC. While the dust mass limit of 0.09 \(M_\oplus\) is clearly not massive enough anymore to form planets, it still provides \(\sim 8\) lunar masses of solid material to form satellites or minor bodies orbiting DH Tau b. The circumstellar disk surrounding DH Tau A has a dust mass of 17 \(M_\oplus\), which is above the limit required to form giant planet cores (\(\sim 10\ M_\oplus\)), and could still support the formation of several terrestrial planets. The circumstellar disk mass is comparable to other Taurus disk masses for this spectral type, with a disk to star mass ratio of 0.014, assuming a gas to dust ratio of 100. The equivalent disk to star mass ratio for DH Tau b would require a total disk mass of \(\sim 48\ M_\oplus\), which is not reproduced by even our most conservative detection limit for an uncharacteristically low mass averaged dust temperature.

For DH Tau b, the mass accretion rate predicted from H\(\alpha\) observations is \(3.2 \times 10^{-12} M_\odot/yr\) (Zhou et al., 2014). Using the disk mass limit derived from the MCFOST model gives a disk dissipation timescale of 9.1 Myrs assuming a gas-to-dust ratio of 100.
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5.4.1 Comparison to Known PMC Disk Masses

While there are not yet many disk mass estimates using millimeter continuum data for planetary mass objects, we compare these estimations for DH Tau b with the results for three other known wide separation PMCs: FW Tau C, GSC 6214-210 B, and GQ Lup B.

FW Tau The FW Tau primary is actually a binary system with two M5 stars orbiting at 11 AU, while the companion, FW Tau C has a mass of 7 $M_{\text{Jup}}$ (Kraus et al., 2015). It is also in the Taurus SFR, with a similar age to DH Tau. Millimeter observations of the FW Tau system do not detect the circumbinary disk, but do detect the circumplanetary disk with an estimated dust mass of $\sim 2 M_\odot$ (Caceres et al., 2015). This dust mass is well above the average dust to stellar mass ratio for the Taurus SFR. The non-detection of the primary disk is unusual, though it is possible that the binary system caused the circumbinary disk to dissipate more quickly.

GQ Lup GQ Lup is in the Lupus 1 SFR, with a slightly older 3 Myr age (Lombardi et al., 2008; Alcalá et al., 2014). Dai et al. (2010) conduct SMA 1.3 mm observations of GQ Lup (a young, 1 Myr old T Tauri star) and detect the primary circumstellar disk with a mass of 3 $M_{\text{Jup}}$, but were unable to detect any disk signature around the secondary component. Recently published ALMA observations (MacGregor et al., 2017) detect a compact ($R_{\text{out}} = 59 \pm 12$ au)
circumprimary disk with a higher dust mass estimate of $\sim 15 M_\oplus$ from 870 $\mu$m continuum observations. The circumplanetary disk is not detected with a $3\sigma$ noise floor of 0.15 mJy/beam (equivalent to DH Tau b uncertainty) with a corresponding dust mass limit of $< 0.004 M_\oplus$ calculated assuming that the dominant disk heating source is the primary. MacGregor et al. (2017) also obtain $^{12}$CO and $^{13}$CO emission showing a gas disk that extends outside of GQ Lup b. A recent multi-wavelength study of the GQ Lup system using both ALMA continuum observations and MagAO optical photometry of the companion show that the circumstellar disk of GQ Lup A is misaligned with the spin axis, possibly due to interaction with GQ Lup b (Wu et al., 2017).

**GSC 0614-210** The circumplanetary disk around the 10 Myr old GSC 0614-210 B was not detected in ALMA continuum observations at 880 $\mu$m with a $3\sigma$ rms noise level of 0.22 mJy/beam (Bowler et al., 2015). This is comparable to the noise floor in these DH Tau observations, implying a similarly low disk mass ($< 0.15 M_\oplus$). The circumstellar disk for the primary was not detected.

The dust masses and stellar/planetary masses for the objects listed above are shown in Figure 5.4. In the event of a non-detection in the millimeter, $3\sigma$ upper limits are provided. Included for comparison are the disk dust masses and stellar masses for a collection of objects in the Taurus (Andrews et al. 2013), Lupus (Ansdell et al. 2016), and Sco Cen (van der Plas et al. 2016) star forming regions. While the authors report the dust masses for the Lupus and Sco Cen circumstellar disks, the Taurus
dust masses were computed from the provided mm fluxes using the stellar luminosity and temperature relation described in [Andrews et al. (2013)].

## 5.4.2 Formation Mechanism?

We use the ensemble of known PMCs to place constraints on the planet formation process. Different formation pathways should produce different signatures in both the accretion rates and the planet to dust disk mass ratios as compared to their environments. Here we discuss the implications of the possible formation of these wide separation PMCs.

- **Disk Instability:**

  Models of giant planets produced via disk instabilities have difficulty producing massive planet cores outside of 100 au in all but the most massive disks. [Vorobyov (2013)] find that a protostellar disk mass of $\approx 0.2 M_\odot$ is needed to produce planetary embryos with masses in the range of $3.5 - 43 M_{Jup}$. DH Tau A and GQ Lup A have dust disk to star mass ratios below average, while the circumstellar disks for FW Tau A/B and GSC 6214-210 A were not detected at all. As the oldest system, it is possible that the GSC 6214-210 A disk has already dissipated in its 10 Myr lifetime. However, this formation scenario is difficult to support with the current low disk mass estimates.

- **Core Accretion + Scattering:**
Figure 5.4 The disk dust mass and stellar mass are shown for a collection of labeled PMCs with dust mass estimates from mm observations. Dust to star mass ratios are shown in red for a collection of stars in the Taurus (Andrews et al., 2013), Lupus (Ansdell et al., 2016), and Sco Cen (van der Plas et al., 2016) star forming regions. 3σ upper limits are represented with triangles. The dashed vertical line represents the 13$M_{\text{Jup}}$ mass deuterium burning limit, while the solid diagonal line represents a 0.0001 $M_{\text{dust}}/M_\ast$ ratio. The disk dust mass estimates for the PMCs are generally lower than expected for the mass of the object with the exception of FW Tau C which has an exceptionally large dust mass.
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The most commonly employed formation mechanism for gas giant planets is via core accretion of pebbles in the parent protoplanetary disk. However, generating giant planet cores massive enough to accrete gas in situ at wide separations requires timescales longer than the lifetimes of the gas in the disk (Lissauer & Stevenson 2007). Alternatively, these planets could have been formed closer to their central stars and been dynamically scattered out to wider separations. None of the PMCs discussed here show evidence for a massive companion capable of dynamically scattering the PMC to wide separations. Indeed, direct imaging surveys of other wide separation PMCs do not find evidence for additional massive scattering companions and the core accretion + scattering event seems unlikely (e.g. Bryan et al. 2016). Surveys for scattering companions are limited by observational biases and this scenario cannot be ruled out.

A planet formed closer in but that has experienced such a dynamical scattering event that would now place it at a wide separation could potentially disrupt any circumplanetary disk. This scenario is supported by the low dust disk masses measured for all PMCs except FW Tau C, though their accretion signatures indicate that these disks are not entirely disrupted. Further monitoring of these systems to look for companions and/or signatures in their orbital properties indicative of a turbulent past could provide support to the core accretion + scattering model.

- Turbulent Fragmentation of the molecular cloud:
Through the process of turbulent fragmentation, filaments within dense molecular clouds gravitationally collapse to form protostellar/planetary cores as small as a few Jupiter masses (Low & Lynden-Bell, 1976). While this formation mechanism is capable of forming low mass objects and has been invoked to explain the formation of free-floating brown dwarfs, it is difficult to produce close binaries with such extreme mass ratios such as those between a host star and a planet (Bate, 2009, 2011). If the PMCs are formed from the gravitational collapse of the surrounding molecular cloud itself, and not formed in a circumstellar disk, we could expect the PMC to follow the same trend in planet to disk mass ratio as the parent star forming region. However, the relative disk to star/planet mass ratios do not appear to be correlated in binary systems, where the viscosity of the disk dictates the evolutionary timescales (e.g. Wu et al., 2017; Akeson & Jensen, 2014). This mechanism is not clearly supported by the DH Tau b and GQ Lup b observations. While the circumstellar disks are detected, with median disk to stellar mass ratios indicative of a young age, the PMC disks are less massive than expected. Turbulent fragmentation is also not a good fit for FW Tau C whose disk mass is well above the disk mass for the host binary, though photoevaporation from the binary may have removed the circumbinary disk, explaining the discrepancy in the disk masses.

Accretion rates provide another valuable indicator of formation mechanism. Bowler et al. (2011) provides a picture of accretion rates for PMCs in agreement with the
accretion rate-mass relation found for low-mass stars and brown dwarfs. In fact, the reported accretion rate for GSC 0614-210 B was above average when compared to a sample of similarly low mass brown dwarfs from Herczeg et al. (2009). Assuming these high mass accretion rates are indicative of large disk masses would seem to support formation via turbulent fragmentation. In addition, it seems that most PMCs located in young (< 10 Myrs), nearby star forming regions are accreting as has been seen for field brown dwarfs (e.g. Manara et al., 2015). Evidence of circumplanetary disks from accretion signatures alone rejects core accretion and subsequent scattering as a possible formation pathway, as it would cause a disk to dissipate. If indeed future observations using a larger sample size of PMCs show that they have "normal" accretion rates for their mass but small disk masses, this could serve as a valuable marker for formation scenario.

Unfortunately, no single planet formation model is capable of explaining the observed disk masses (and upper limits) for the ensemble of known wide separation planetary mass companions. Nonetheless, these are very exciting results as we are likely witnessing the very first stages of gaseous planet assembly. PMCs in general have the potential to offer unique insight into the early stages of extrasolar planet formation and to unveil, for the first time, the properties of circumplanetary disks. The observations of this type completed to date support discrepant formation scenarios. Millimeter continuum observations for more of these systems are required to pin down the mechanism capable of generating these massive companions at wide
CHAPTER 5. DH TAU CIRCUMPLANETARY DISK

separations.
Abstract

We present new HST ACS observations and detailed models of a recently discovered edge-on protoplanetary disk around ESO Hα 569 (a low-mass T Tauri star in the Cha I star forming region). Data was obtained as part of an HST campaign to image new edge-on disks around young stars in nearby star forming regions by following up candidates identified using Spitzer and WISE data. Using radiative transfer models, we probe the distribution of the grains and overall shape of the disk (inclination,
scale height, dust mass, maximum particle size, flaring exponent and surface/volume density exponent) by model fitting to multiwavelength (F606W and F814W) observations from the Hubble Space Telescope (HST). The spectral energy distribution can place constraints on the mass and distribution of grain sizes within a disk, while the scattered light images place constraints on the geometry of the disk. We developed a new tool set for finding optimal fits of MCFOST radiative transfer models using the MCMC code *emcee* to efficiently explore the high dimensional parameter space. We are able to self-consistently and simultaneously fit a wide variety of observables in order to place constraints on the physical properties of a given disk, while also rigorously assessing the uncertainties in those derived properties. We confirm that ESO Hα 569 is an optically thick nearly edge-on protoplanetary disk. We find that the shape of the disk is well described by a flared disk model with an exponentially tapered outer edge, consistent with models previously advocated on theoretical grounds and supported by millimeter interferometry. The scattered light images and spectral energy distribution are best fit by an unusually high total disk mass (gas+dust assuming a ratio of 100:1) with a disk to star mass ratio of 0.16. The large disk mass, even when coupled with a relatively steep surface density power law distribution, places the disk on the verge of instability in the inner few au.
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6.1 Introduction

We seek to understand the initial conditions for planet formation and the physical processes that contribute to the assembly of planets by measuring the properties of young protoplanetary disks. The unique geometry of edge-on circumstellar disks provides a valuable opportunity to study detailed disk structure, as the bright central star is occulted from view and thus does not pose a contrast problem. The width of the disk’s darklane (the vertical extent of the \( \tau = 1 \) surface), outer radius, and degree of flaring can be directly measured, and the scale height of the disk can be related to the local disk temperature \cite{Watson:2007}. See \cite{Stapelfeldt:2004} for a review of the observational advantages of targeting edge-on disks. Previous studies of edge-on disks have measured disk inclinations and dust masses from a combination of scattered light images and millimeter continuum maps \cite{Wolf:2003, Sauter:2009}. Additionally, the change in the dust lane thickness with wavelength allows dust grain properties to be derived \cite{Cotera:2001, Wood:2008, Duchene:2010, McCabe:2011}. However, the sample of edge-on disks with high resolution observations remains relatively small.

ESO Hα 569, a young M2.5 star embedded in the Chameleon star forming region (SFR), was imaged as part of an HST observation program designed to double the sample of edge-on protoplanetary disks for which we have high resolution images. The sample for the survey was chosen from WISE and Spitzer surveys of nearby star forming regions (SFRs) which allow identification of new candidate edge-on disks.
from their characteristic double peaked spectral shape. HST program 12514 in Cycle 19 obtained high resolution optical imaging of the top 21 candidates, leading to the imaging of many disks including the data we present here (Stapelfeldt et al., 2014).

Several of the targets in this sample of edge-on protoplanetary disks, including ESO Hα 569, are known members of the Chameleon (Cha) SFR. Distances to Cha, one of the nearest SFRs, have been determined in a variety of ways including zero-age main sequence fitting and Hipparcos parallaxes of members. Whittet et al. (1997) provide a review of the results and combine measurements to arrive at a distance of 160 ± 15 pc. Bertout et al. (1999) confirm this distance after cross-correlating the Herbig & Bell and Hipparcos Catalogues. See Belloche et al. (2011); Appendix B1 for a more detailed review of Cha I distance measurements. Age estimates for Cha I range from 1 - 2 Myrs (Baraffe et al., 1998; Chabrier et al., 2000). The Cha I SFR is characterized by a relatively high extinction with an observed maximum of $A_V \sim 10$ (Cambresy et al., 1997). Such a high extinction would suppress the blue side of the spectral energy distribution of a young stellar system. The initial mass function for Cha I has a maximum mass of $0.1 - 0.15 M_\odot$ (Luhman, 2007), while the total mass of Cha I is $\sim 1000 M_\odot$ (Boulanger et al., 1998).

The remainder of this introduction summarizes prior observations of ESO Hα 569 and summarizes the context and challenges with radiative transfer modeling of complex disk structures. In section 6.2 we present high resolution HST scattered light observations of the ESO Hα 569 protoplanetary disk and a spectral energy distribu-
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ination (SED) compiled from the literature. In section 6.3 we present radiative transfer modeling efforts to fit these observations to a variety of disk properties. Both a grid and Monte Carlo Markov Chain (MCMC) approach were used to explore parameter space, and results are given in Sections 6.3.3 and 6.3.5. Section 6.4 discusses these results including the stability of the system and places ESO Hα 569 in context with previous disk observations. Lastly, Section 6.5 provides a Summary and Conclusions.

6.1.1 Prior Studies of ESO Hα 569

ESO Hα 569 (2MASS J11111083-7641574) was first identified as a target of interest in the Comerón et al. (2004) European Southern Observatory survey of young stars with strong Hα emission in Cha I SFR. Comerón et al. (2004) classified the central star as K7 using ground-based spectroscopy. The authors noted that this object is severely under-luminous for a K7 star (by \(2\) orders of magnitude), which made it a prime candidate for our edge-on disks survey. The Luhman (2007) survey of the stellar population in Chamaeleon obtained an R≈5000 spectrum from 0.6-0.9 \(\mu m\), which gave a spectral type of M2.5, an effective temperature of 3488 K, and an apparent bolometric luminosity of \(L_{bol} = 0.0030 \ L_\odot\). More recently, broad-band spectroscopy with VLT/X-Shooter provides a spectral type of M1 ± 2 subtypes (Manara et al., 2017, their table 3), and confirms that the target appears underluminous. Because ESO Hα 569 is heavily extincted by the disk, the apparent luminosity is an unreliable estimator for the true bolometric luminosity of the central star. For stars of the
same spectral type in the Luhman (2007) survey, the average bolometric luminosity is $0.34 \pm 0.08 L_\odot$. We adopt this luminosity and the $\sim 3500$ K effective temperature. Using the theoretical evolutionary models of Baraffe et al. (1998) for low mass stars with solar metallicity gives a mass for the central star of $0.35 M_\odot$. The associated stellar radius is $1.13 R_\odot$.

Prior attempts have been made to infer the disk properties based on the spectral energy distribution. Luhman (2007) noted that the X-ray nondetection of this star indicates an extinction of $A_K \geq 60$, consistent with obscuration by an edge-on disk, assuming its X-ray luminosity is that of a typical T Tauri star. Robberto et al. (2012) combine published 2MASS and Spitzer photometry, with unresolved HST fluxes to fit properties of the disk and central star using the online library of 20,000 models of young circumstellar systems compiled by Robitaille et al. (2006). These models include the central star, a diffuse envelope and an accreting disk (Whitney et al. 2003a,b 2004). The authors find the disk is best fit by an inclination of $\sim 87.1$ degrees, $L_{bol} = 0.8 \pm 0.4 L_\odot$, $M_{star} = 0.33 \pm 0.03 M_\odot$, $R_{star} = 2.5 \pm 0.6 R_\odot$, and give an upper limit for the sub-mm disk mass of $0.005 M_\odot$. Rodgers-Lee et al. (2014) included Herschel data and found a best fit inclination of $81.4$ degrees. More recently, Pascucci et al. (2016) provide 1.3 millimeter continuum data which corresponds to a disk mass estimate of $0.0046 M_\odot$, where we’ve assumed an opacity of $\kappa = 2.3 cm^2/g$, a gas to dust ratio of 100, and a disk temperature of 20 K.
6.1.2 Radiative Transfer Modeling and Model Fitting of Circumstellar Disks

Circumstellar disks are complex objects: mixtures of gas and dust, containing solid bodies from the smallest planestimals to giant Jovian planets, shaped by many dynamical forces across evolutionary states from the youngest protoplanetary disks through transitional regimes to second-generation debris disks. We can now probe this complexity with powerful observational capabilities across the entire electromagnetic spectrum, with especially detailed views provided in the visible by the Hubble Space Telescope, in the infrared by 8-10 m telescopes with adaptive optics and soon by JWST, and in the millimeter and submillimeter by ALMA and other interferometers. In some cases a particular physical property of interest can be directly measured from a given observation, but more typically we may need to fit a numerical model to the data in order to derive constraints on the underlying physics. This is particularly necessary for observations of disks at wavelengths where they are optically thick, which is the case for observations of protoplanetary disks at visual and near-IR wavelengths.

The general outline of such inference is well known: Start from a model of the system’s properties and physics with some number of free parameters. Construct synthetic observables using that model, for instance through Monte Carlo radiative transfer calculations. Then compare the synthetic observables to data in order to
constrain the free parameters and draw conclusions about their most likely values and the ranges of uncertainty. This process sounds simple enough in theory, but is often a practical challenge due to several confounding factors, among them the complexity of the underlying physics (which inevitably requires simplifications in the models), the nonetheless high dimensionality of the model parameter space, and the need to confront heterogenous and multi-wavelength observations in order to resolve model degeneracies.

In this work we use the MCFOST radiative transfer code (Pinte et al., 2006), one of a broad class of Monte Carlo Radiative Transfer (MCRT) programs designed to study circumstellar disks (for a review of radiative transfer codes see Steinacker et al., 2013). In short, such a code begins with a numerical model of the physical properties within the disk, such as the density of dust in each grid cell, and the mineralogical composition and size distribution of dust particles. It then computes the temperature and scattering source function everywhere in the disk via a Monte Carlo method: photon packets are propagated stochastically through the model volume following the equations of radiative transfer, and information on their properties is retained along their path. The radiation field, and quantities derived from it (for instance temperature, radiation pressure, etc) are obtained by averaging this Monte Carlo information. Observable quantities (SEDs and images) are then obtained via a ray-tracing method, which calculates the output intensities by formally integrating the source function estimated by the Monte Carlo calculations.
This approach naturally allows simulation of disk images which are dominated by scattered starlight, thermal emission from the dust, or a combination thereof.

Comparison of the simulated images and SEDs against observations then allows inference about which ranges of model parameters are compatible. There are a couple different approaches to performing such comparisons. One option is to compute a grid of models spanning the parameter space of interest (e.g., Robitaille et al., 2006; Woitke et al., 2010; Pinte et al., 2008). Bayesian techniques allow derivation of uncertainty ranges around the best fit grid point (e.g., Chiang et al., 2012). However, even with hundreds of thousands of models computed, given the high dimensionality of the parameter spaces, each parameter must often be quite coarsely sampled at just a few discrete values, which can limit the results achieved. The grid technique is also computationally inefficient because it blindly allocates equal effort to both the best- and worst-fitting portions of parameter space. As is well known the Monte Carlo Markov Chain (MCMC) paradigm improves on this; the MCMC algorithm allows efficient exploration of parameter space and yields detailed information on parameter posterior probability distributions and correlations.

However, most disk model-fitting efforts to date have concentrated on fitting either SEDs alone (e.g., Huélamo et al., 2010; Ribas et al., 2016) or images or interferometric visibilities alone (e.g., Millar-Blanchaer et al., 2015; Ricci et al., 2015; Pohl et al., 2017). This is broadly the case independent of the choice of grid fitting versus MCMC fitting. But fits to SEDs alone are notoriously degenerate (Chiang et al., 2001; Woitke...
and spatially resolved image data or interferometric visibilities are required in order to place robust constraints on many properties of interest. Only a handful of disk studies have successfully and rigorously fit models to heterogenous observables including SEDs and images or interferometric visibilities, but when this has been achieved it has often yielded particularly powerful constraints and detailed insights into disk structures (e.g. Pinte et al., 2008; Lebreton et al., 2012; Duchène et al., 2010; Carmona et al., 2014; Milli et al., 2015; Cleeves et al., 2016).

Such works have most often used the grid fitting approach rather than MCMC, perhaps due to the increased technical complexity of integrating the MCMC framework with heterogenous observables. A detail – but an important one in this context – is that the MCMC approach necessarily assesses a single goodness-of-fit metric which must combine both SED and image data together, such as a sum of $\chi^2$ values from the SED and image (or more generally from any combination of distinct observables). In the case where the best-fitting $\chi^2$ for one observable is systematically much higher than for the other observable(s), the model fitting will be driven by that first observable, and will likely not deliver an adequate simultaneous fit to the others. Models must necessarily simplify, and imperfect models lead to correlated systematic residuals that increase the minimum $\chi^2$. Consider for instance attempting to fit a simple axisymmetric model to an eccentric disk. This problem is generally worse for images than for SEDs, because the one-dimensional nature of SEDs collapses much of the parameter space. In other words, the well-known degeneracies of SEDs can hide
Figure 6.1 HST images of the protoplanetary disk ESO-H\(\alpha\)569. Top: F606W. Bottom: F814W. Both images show the dark dust lane and asymmetries between the top and bottom of the disk, while only F606W establishes the presence of an outflow jet. The 100 au scale bar corresponds to an angular scale of 0.625\(\prime\).
disk offsets, eccentricities, spiral arms, and other asymmetries that are immediately apparent in sufficiently high resolution images. As a result, it becomes difficult to develop a good metric that combines both images and SEDs in a well-balanced manner for the purposes of a simultaneous MCMC fit.

To address this difficulty in fitting disk observations, we have developed a new method that explicitly takes into account the covariant and correlated residuals in the image fitting. Czekala et al. (2015) introduced this approach in the context of 1D spectral fitting. We extend that approach to work on heterogenous disk datasets including 2 dimensional images, and use that to implement an MCMC fitting process that balances both the image and SED data for ESO Hα 569. This is described in detail in Section 3 below.

6.2 Observations

Here we present our new HST scattered light imaging of ESO Hα 569 obtained as part of our edge-on disks survey. We also provide a spectral energy distribution compiled from the literature.

6.2.1 HST Scattered Light Images
Table 6.1: Spectral energy distribution photometry and references.

<table>
<thead>
<tr>
<th>$\lambda(\mu m)$</th>
<th>Flux (mJy)</th>
<th>Source</th>
<th>Instrument</th>
<th>Bandwidth ($\mu m$)</th>
<th>Angular Resolution</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.551</td>
<td>0.030 ± 0.004</td>
<td>Robberto et al. 2012</td>
<td>HST WFPC2</td>
<td>0.14</td>
<td>0.0996&quot;</td>
<td>2009-04-27</td>
</tr>
<tr>
<td>0.606</td>
<td>0.058 ± 0.001</td>
<td>This work</td>
<td>HST ACS</td>
<td>0.27</td>
<td>0.05&quot;</td>
<td>2012-03-09</td>
</tr>
<tr>
<td>0.814</td>
<td>0.21 ± 0.01</td>
<td>This work</td>
<td>HST ACS</td>
<td>0.31</td>
<td>0.05&quot;</td>
<td>2012-03-09</td>
</tr>
<tr>
<td>1.235</td>
<td>0.66 ± 0.05</td>
<td>Skrutskie et al. 2006</td>
<td>2MASS</td>
<td>0.16</td>
<td>~5&quot;</td>
<td>2000-01-25</td>
</tr>
<tr>
<td>1.662</td>
<td>0.97 ± 0.08</td>
<td>Skrutskie et al. 2006</td>
<td>2MASS</td>
<td>0.25</td>
<td>~5&quot;</td>
<td>2000-01-25</td>
</tr>
<tr>
<td>2.15</td>
<td>0.98 ± 0.09</td>
<td>Skrutskie et al. 2006</td>
<td>2MASS</td>
<td>0.26</td>
<td>~5&quot;</td>
<td>2000-01-25</td>
</tr>
<tr>
<td>3.6</td>
<td>0.58 ± 0.03</td>
<td>Luhman et al. 2008</td>
<td>Spitzer IRAC</td>
<td>0.75</td>
<td>~2&quot;</td>
<td>2004-07-04</td>
</tr>
<tr>
<td>4.5</td>
<td>0.57 ± 0.05</td>
<td>Luhman et al. 2008</td>
<td>Spitzer IRAC</td>
<td>1.02</td>
<td>~2&quot;</td>
<td>2004-07-04</td>
</tr>
<tr>
<td>5.8</td>
<td>0.58 ± 0.05</td>
<td>Luhman et al. 2008</td>
<td>Spitzer IRAC</td>
<td>1.43</td>
<td>~2&quot;</td>
<td>2004-07-04</td>
</tr>
<tr>
<td>8.0</td>
<td>0.67 ± 0.05</td>
<td>Luhman et al. 2008</td>
<td>Spitzer IRAC</td>
<td>2.91</td>
<td>~2&quot;</td>
<td>2004-07-04</td>
</tr>
<tr>
<td>3.4</td>
<td>0.63 ± 0.02</td>
<td>Cutri et al. 2012</td>
<td>WISE</td>
<td>0.66</td>
<td>6.1&quot;</td>
<td>2010-02-13,20</td>
</tr>
<tr>
<td>4.6</td>
<td>0.71 ± 0.02</td>
<td>Cutri et al. 2012</td>
<td>WISE</td>
<td>1.04</td>
<td>6.4&quot;</td>
<td>2010-02-13,20</td>
</tr>
<tr>
<td>12</td>
<td>0.65 ± 0.07</td>
<td>Cutri et al. 2012</td>
<td>WISE</td>
<td>5.51</td>
<td>6.5&quot;</td>
<td>2010-02-13,20</td>
</tr>
<tr>
<td>22</td>
<td>7.5 ± 0.89</td>
<td>Cutri et al. 2012</td>
<td>WISE</td>
<td>4.10</td>
<td>12.0&quot;</td>
<td>2010-02-13,20</td>
</tr>
<tr>
<td>24</td>
<td>8.36 ± 0.77</td>
<td>Luhman et al. 2008</td>
<td>Spitzer MIPS</td>
<td>5.3</td>
<td>6&quot;</td>
<td>2004-04-08</td>
</tr>
<tr>
<td>70</td>
<td>107 ± 10.8</td>
<td>Luhman et al. 2008</td>
<td>Spitzer MIPS</td>
<td>19</td>
<td>18&quot;</td>
<td>2004-04-08</td>
</tr>
<tr>
<td>70</td>
<td>200 ± 100</td>
<td>Winston et al. 2012</td>
<td>Herschel PACS</td>
<td>25</td>
<td>5.8&quot;</td>
<td>2011-06-23</td>
</tr>
<tr>
<td>160*</td>
<td>200 ± 200</td>
<td>Winston et al. 2012</td>
<td>Herschel PACS</td>
<td>85</td>
<td>12.0&quot;</td>
<td>2011-06-23</td>
</tr>
<tr>
<td>250*</td>
<td>100 ± 100</td>
<td>Winston et al. 2012</td>
<td>Herschel SPIRE</td>
<td>25</td>
<td>18&quot;</td>
<td>2011-06-23</td>
</tr>
</tbody>
</table>
Table 6.1: Spectral energy distribution photometry and references.

<table>
<thead>
<tr>
<th>$\lambda (\mu m)$</th>
<th>Flux (mJy)</th>
<th>Source</th>
<th>Instrument</th>
<th>Bandwidth ($\mu m$)</th>
<th>Angular Resolution</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>500*</td>
<td>50 ± 50</td>
<td>Winston et al. 2012</td>
<td>Herschel SPIRE</td>
<td>25</td>
<td>37''</td>
<td>2011-06-23</td>
</tr>
<tr>
<td>870</td>
<td>72 ± 14</td>
<td>Belloche et al. 2011</td>
<td>APEX/LABOCA</td>
<td>150</td>
<td>19.2''</td>
<td>May 2008</td>
</tr>
<tr>
<td>2830</td>
<td>3.2 ± 0.1</td>
<td>Dunham et al. 2016</td>
<td>ALMA</td>
<td>55</td>
<td>$\sim$2''</td>
<td>2013-11-29 to 2014-03-08</td>
</tr>
</tbody>
</table>

Photometry at wavelengths marked with an * represent only upper limits and are not included in the spectral energy distribution modeling.
Scattered light images of the ESO Hα 569 disk were obtained using HST ACS/WFC in both the F814W and F606W broad band filters on March 9th, 2012 as part of program GO 12514. The total exposure times were 1440 s for F606W and 960 s for F814, with each filter’s exposure split as two integrations for cosmic ray rejection. The reduced and calibrated data produced by the HST pipeline were retrieved from the Mikulski Archive for Space Telescopes (MAST).

Figure 6.1 provides the reduced images, rotated to place the disk major axis horizontal. The bipolar appearance unequivocally demonstrates the edge-on nature of ESO Hα 569. The western side is much brighter than the eastern (by \( \sim 20\times \) comparing their peak surface brightnesses) and, along with the curvature of the nebula, indicates this side is tilted slightly toward us. There is no sign of starlight directly peeking through as an unresolved point source. The position angle of the disk’s minor axis was evaluated to be 65 ± 1 degrees. This was computed as the position angle for which mirroring the image across the minor axis minimized the flux difference between the left and right sides. The disk is close to left/right symmetric, though the southern side (right side as shown in Fig. 1) is very slightly brighter.

The disk is very red (much brighter in F814W than F606W). We measure the disk’s flux density in both filters using a 50 pixel aperture, which corresponds to a spatial scale of 2 x 2” and was chosen to encompass all disk flux with surface brightness \( \geq 3\sigma \) above the background noise. We measure a flux density of 0.058 ± 0.001 mJy in F606W and 0.21 ± 0.01 mJy in F814W which gives a color \([F814W]-[F606W] = \)
1.4 AB magnitudes.

The disk has an apparent outer radius of $0.80 \pm 0.05"$ which corresponds to $125 \pm 8$ au at a distance of 160 pc. Here, the outer radius is inferred as the offset at which the flux declines to less than 10% the peak value for the widest part of the disk.

Figure 6.2 A wider F606W filter image displaying the diffuse nebula extending outward from the disk. The location of the H$\alpha$ filament HH919 is shown by the arrow. The jet lines up well with the reported position of HH 919, consistent with ESO H$\alpha$ 569 being the origin of this outflow. The 500 au scale bar corresponds to an angular scale of 3.125".
Figure 6.3 An image of the jet created by subtracting the F814W image from the F606W image. Contours are drawn from 0.01 to 0.19 mJy/arcsec$^2$ in intervals of 0.03 mJy/arcsec$^2$. The 100 au scale bar corresponds to an angular scale of 0.625\textquoteright. 
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6.2.2 Jet Outflow

The strong Hα emission in the spectra of this young object indicates ongoing accretion onto the central star, which is often associated with launching of outflow jets. Bally et al. (2006) suggest ESO Hα 569 as the possible source for the Herbig Haro object 919. HH 919 is an arcminute long filament with a PA of ~ 60 - 75 degrees and is located 22″ (0.05 pc) southwest of ESO Hα 569. A jet is visible in the F606W scattered light image extending vertically from the disk and is ~ 0.25″ wide. A line connecting ESO Hα 569 with HH 919 would have a PA of ~ 63°, giving an orientation consistent with the ESO Hα 569 jet serving as the culprit for the HH 919 filament.

Figure 6.2 presents a wider field of view showing the interaction of this disk with the surrounding ISM. Diffuse nebulosity is visible extending outward from the disk. An image of the jet was created by subtracting the F814W image (scaled by a factor of 2.5) from the F606W image (Figure 6.3). The flux from the jet is difficult to decouple from the disk flux, but we estimate the jet accounts for roughly 50 % of the local surface brightness from the disk. This value is taken from an average of the flux over 9 pixels with the jet superimposed on the disk and compared to the flux in 9 neighboring pixels with no jet signature. The peak surface brightness of the jet is ~ 0.19 mJy/arcsec². Our ability to measure color variations in the shape of the disk and width of the dark lane between the F606W and F814W bands is hindered by the presence of this bright jet.
6.2.3 Spectral Energy Distribution

A spectral energy distribution (SED) for the disk was compiled from the literature, including data from HST, 2MASS, Spitzer, WISE, Herschel, ALMA, and the LABOCA instrument on the APEX telescope. See Figure 6.4. Table 6.1 provides the SED values with photometric errors and references for each value. The SED shows the characteristic double-peaked shape of edge-on disks with contributions from both the scattered light from the central star peaking at about 1.5 μm and the thermal emission from the surrounding optically thick disk peaking at roughly 70 μm. Data at similar wavelengths from different epochs show variability at the 10 – 20% level, consistent with variability seen in other young disks (Espaillat et al., 2011; Flaherty et al., 2012; Muzerolle et al., 2009).

ESO Hα 569 was imaged with Herschel as part of the Gould Belt survey in the PACS 70 and 160 μm bands and the SPIRE in the 250, 350 and 500 μm bands (Winston et al., 2012). The source is barely detected in the PACS bands, hence the large uncertainties reported by Winston et al. (2012). There seems to be a very marginally-detected point source in the SPIRE bands (100 ± 100 mJy at 250 μm and 50 ± 50 mJy at 350 and 500 μm), but given the coarse angular resolution, it’s hard to exclude contamination from dust emission from the surrounding cloud itself. Given the low significance of these detections, the Herschel fluxes are not included in our SED fits.

An ALMA Band 3 continuum (2.8 mm, 106 GHz) measurement was obtained by
Figure 6.4 Spectral energy distribution for ESO-H\(\alpha\) 569 with upper limits indicated by triangles. The SED exhibits the double peaked structure typical of an optically thick, edge-on disk. The values were compiled from the literature with more information given in Table 1. The stellar spectrum for an M2.5 star with \(T_{\text{eff}} = 3500\) K is overplotted.
Dunham et al. (2016) with ALMA in a compact configuration that achieved a \(\sim 2''\) beam, and does not resolve the disk. Because the disk isn’t resolved, the ALMA continuum flux could be contaminated with flux from a remnant envelope. However, there cannot be too much non-disk material present, or it would be too opaque to see the central disk in scattered light in the visible as we do. This measurement was published after our initial rounds of disk SED fitting as described below, but this datapoint has been included in our more recent SED model fitting.

In addition to the continuum measurement at 0.55 \(\mu\)m included in Table 1, Roberto et al. (2012) provide fluxes for ESO H\(\alpha\) 569 in HST WFPC2’s F631N, F656N and F673N narrow band filters associated with [OI], H\(\alpha\), and [SII] emission respectively. The disk is not resolved and the measured fluxes are near the detection limits: 0.21 \(\pm\) 0.15 (F631N), 2.4 \(\pm\) 0.7 (F656N), and 0.35 \(\pm\) 0.12 (F673N) \(\times 10^{-16}\) erg s\(^{-1}\) cm\(^{-2}\) \(\AA\)\(^{-1}\). These emission lines are all consistent with the spectrum of Luhman (2007), which shows strong H\(\alpha\) emission and [SII] emission. Given the large uncertainties, and that our model is not set up to simulate line emission, we chose to not include these in our SED fits.

6.3 Model Fitting

The scattered light images and full SEDs together provide a comprehensive dataset for ESO H\(\alpha\) 569 against which properties of the central star and surrounding disk
### Table 6.2. ESO Hα 569 Modeled Disk Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Grid Values</th>
<th>MCMC Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (pc)</td>
<td>160 (Fixed)</td>
<td>160 (Fixed)</td>
</tr>
<tr>
<td>Outer Radius (au)</td>
<td>125 (Fixed)</td>
<td>125 (Fixed)</td>
</tr>
<tr>
<td>Min Particle Size (μm)</td>
<td>0.03 (Fixed)</td>
<td>0.03 (Fixed)</td>
</tr>
<tr>
<td>Inclination (degrees)</td>
<td>60 to 90</td>
<td>65 - 90</td>
</tr>
<tr>
<td>Scale Height (H in au at R=100 au)</td>
<td>10, 15, 20, 25</td>
<td>5 - 25</td>
</tr>
<tr>
<td>Dust Mass (M in $M_\odot$)</td>
<td>$10^{-4}, 3 \times 10^{-4}, 10^{-3}$</td>
<td>$10^{-5} - 10^{-3}$</td>
</tr>
<tr>
<td>Surface Density ($\alpha$)</td>
<td>-2.0, -1.5, -1.0, -0.5, 0.0</td>
<td>-2.0 - 0</td>
</tr>
<tr>
<td>Flaring Exponent ($\beta$)</td>
<td>1.1, 1.2, 1.3, 1.4, 1.5</td>
<td>1.0 - 1.5</td>
</tr>
<tr>
<td>Max Grain size ($\mu$m)</td>
<td>100, 1000, 3000</td>
<td>100 - 3000</td>
</tr>
<tr>
<td>Weight$^b$</td>
<td>—</td>
<td>0.3 - 0.7</td>
</tr>
<tr>
<td>Grain Porosity</td>
<td>0.0, 0.25, 0.5</td>
<td>—</td>
</tr>
<tr>
<td>Structure</td>
<td>Disk, Tapered Edge Disk</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$Grain size was kept at a constant value of 100 μm for the covariance based MCMC run.

$^b$During the $\chi^2$ based MCMC run a weighting term was used to describe the relative contribution of the image and SED fits to the log likelihood value of each model.
can be tested. The disk geometry can be directly measured from the images and the
distribution of the dust grains within the disk is traced by the SED and disk morphol-
ogy. To characterize this system, we construct disk models and explore parameter
space with direct comparisons to the observations.

The parameter space described below was explored in two stages using two different
 techniques. First, we computed a coarse model grid with a wide range of allowed
model parameter values to get a handle on reasonable regions of parameter space.
Section 6.3.2 describes the initial exploration of parameter space via a grid search,
with results in Section 6.3.3. This work was used to inform a more robust Markov
Chain Monte Carlo exploration for finer sampling of allowed parameter values, with
methods described in Section 6.3.4 and results given in Section 6.3.5.

6.3.1 Radiative Transfer Modeling with MCFOST

For this work, we use the MCFOST radiative transfer code [Pinte et al., 2006,
2009] to construct SEDs and 0.8 \( \mu m \) scattered light images for each of our models. We
chose not to model the 0.6 \( \mu m \) scattered light images because the strong jet signature
required masking \( \geq 50\% \) of the integrated disk flux.

Our model assumes an axisymmetric disk with a surface density, \( \Sigma \), described by
a power law distribution in radius given by \( \Sigma = \Sigma_0 (R/R_0)^\alpha \) where \( \alpha \) is termed the
surface density exponent and \( R_0 \) is the reference radius of 100 au. In this “sharp-
 edged” model the disk is abruptly truncated at an outer radius \( R_{out} \). In order to
achieve a good fit to the diffuse emission above the disk and the disk mass and inclination simultaneously, we also tested a “tapered-edged” disk model in which the density $\Sigma$ falls off exponentially with some critical radius $R_c$ of material outside of the disk:

$$\Sigma = \Sigma_c \left( \frac{R}{R_c} \right)^{\alpha} \exp \left[ \left( - \frac{R}{R_c} \right)^{2+\alpha} \right]$$

(6.1)

For this work we set $R_c = R_{\text{out}}$. This exponential taper is predicted by physical models of viscous accretion disks [Hartmann et al., 1998], but observations were not sensitive enough to detect this outer gradual fall-off until Hughes et al. [2008] used this form to model both gas and dust continuum observations in the millimeter. It is expected that the small dust grains seen in scattered light should be well coupled with the gas for young disks, suggesting the use of this surface density distribution is justified here. (See also recent work by Pohl et al., 2017). The scale height is also defined as a power law in radius by $H(R) = H_0 (R/R_0)^\beta$ where $\beta$ is the flaring exponent describing the curvature of the disk and again $R_0 = 100$ au.

Several model parameters were held fixed to minimize the degrees of freedom and to save computation time. Values for these parameters were either measured directly from the HST images or taken from the literature. The disk is within the SFR Chamaeleon I (Cha I), therefore we assume a distance to the disk of 160 pc [Whittet et al., 1997]. From the angular size of the disk measured above and the distance, we calculate an outer radius of 125 au. The inner radius was defined by a

Note that some authors give this equation using the notation $\gamma = -\alpha$. 
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conservative estimate of the sublimation radius \( R_{\text{sub}} = R_{\text{star}} (T_{\text{star}} / T_{\text{sub}})^{2.1} \sim 0.1 \text{ AU} \)
where \( T_{\text{sub}} = 1600 \text{ K} \) \( \text{[Robitaille et al. 2006]} \).

We left as free parameters the inclination (with 90° as edge-on), scale height, dust mass, maximum dust particle size, dust porosity, disk vertical flaring exponent \( (\beta) \) and surface density exponent \( (\alpha) \), and disk edge type (sharp or tapered). For the maximum particle size, the grain population is described by a single species of amorphous olivine grains \( \text{[Dorschner et al. 1995]} \) with a particle size distribution following a -3.5 power law extending from 0.03 \( \mu \text{m} \) up to the free parameter \( a_{\text{max}} \).
This combination of dust properties (with \( a_{\text{max}} = 100 \mu \text{m} \)) results in a mean scattering phase function asymmetry factor of \( g = 0.54 \). Dust porosity is modeled simply as a fraction between 0 and 1 of vacuum that is mixed with the silicates following the Bruggeman effective mixing rule.

For comparison with the observed 0.8 \( \mu \text{m} \) scattered light images, each model image was convolved with a Tiny Tim simulated PSF \( \text{[Krist 1995]} \). The 0.8 \( \mu \text{m} \) observations were masked to select only the pixels with flux values \( \geq 3\sigma \) above the background noise level. A 2D map of the noise was generated by converting the observed image to electrons, and assigning \( \sigma = \sqrt{N_e} \) for the \( \chi^2 \) values. The model images were aligned with the observations via a cross correlation and normalized to the total observed flux. The models were then compared to the data via an error-weighted pixel-by-pixel \( \chi^2 \) calculation. For similar work see \( \text{[Duchêne et al. 2010]} \) and \( \text{[McCabe et al. 2011]} \). For the SEDs, when fitting each model point we allow
the foreground extinction to vary from $A_V = 0 - 10$ with $R_V = 3.1$, and choose the extinction value that minimizes the observed - model residuals.

While the robust treatment of radiative transfer provided by MCFOST is essential for modeling optically thick disks, it is computationally intensive. Generating a single model SED requires ~ three minutes of desktop CPU time, with an additional ~ minute to generate synthetic images at each desired wavelength. MCFOST allows the user to parallelize the computation, however, systematic explorations of parameter space can quickly become very time consuming.

6.3.2 Initial Exploration of Parameter space via grid search

Our initial modeling used a uniform grid sampling, with the explored parameter space shown in Table 6.2. For each set of disk model parameters, 15 disk inclinations were sampled uniformly in $\cos i$ between 60 and 90 degrees. This resulted in a grid of over 200,000 models. Comparison with data were performed using custom IDL software. A benefit of the grid search approach is that multiple goodness-of-fit metrics may be evaluated across all sampled points. $\chi^2$ values were computed separately for the 0.8 $\mu$m image and SED for each model along with the combined total $\chi^2_{tot} = \chi^2_{0.8 \mu m} + \chi^2_{SED}$. Bayesian probabilities are derived from the likelihood function wherein the $\chi^2$ value for a given model with unique parameter values is related to a probability
The grid sampling is a simple way to explore parameter space initially, but its sampling of parameters proved to be inadequate for several reasons. First it is too sparse to provide clear insight into degeneracies between the various parameters. Secondly, the discrete sampling limits the precision with which best-fit values can be determined, and does not allow rigorous computation of uncertainties. These factors motivated the later development of our MCMC model-fitting toolkit described below. Nonetheless the results of the grid search helped clarify relevant portions of parameter space and informed our understanding of the disk.

### 6.3.3 Results and Conclusions from Grid Search

For the grid search approach, the best fit model for the disk was found using a tapered-edged disk with non-porous grains, an inclination of 75.5 degrees, and a scale height of 20 au at a reference radius of 100 au. The preferred maximum particle size is 3000 $\mu$m, the dust mass is $3 \times 10^{-4} M_\odot$, the flaring exponent $\beta$ is 1.3 and the surface density exponent $\alpha$ is -0.5. The separate SED and image fits for the $\alpha$ and $\beta$ exponents favor opposing extremes of parameter space, but the combined $\chi^2_{\text{tot}}$ likelihood distribution peaks in the middle at physically reasonable values.

Figure 6.5 illustrates the likelihood distributions for the inclination and scale height. The sparse sampling and disagreement between the model parameters pre-
ferred by the image and SED (most pronounced in the scale height) demonstrate the limitations of the grid fitting approach.

Figure 6.5 Likelihood distributions from the grid search for the disk inclination and scale height computed from the model $\chi^2$ values for the 0.8 micron image (red), the SED (blue) and for the combined dataset (grey). The image and SED results favor different regions of parameter space. The sampling of the grid approach is sparse and does not provide an adequate estimate of the uncertainties.

### 6.3.3.1 Porosity

Porous grains were initially included in the modeling parameters to provide a better fit to the flux ratio between the top and bottom disk nebulae. Porous grains are generally more forward scattering, which would increase the flux ratio without needing to increase the line-of-sight inclination. However, the SED fitting strongly favored non-porous grains. A porosity of $\gtrsim 0.5$ produced a strong dip in the SED around the 10 - 20 $\mu$m silicate feature that was not observed for this target. The
overall SED+image fits also favor the non-porous grains, though not as strongly as the SEDs alone. The flux ratio issue was subsequently solved by invoking a tapered edge surface density model for the disk structure. For subsequent modeling, we chose to use only non-porous grains.

### 6.3.3.2 Disk Structure: Sharp vs. Tapered Outer Edge

When modeling the disk with a sharp outer edge, the SED and image fits preferred very different regions of parameter space. Specifically, it was difficult to simultaneously fit the flux ratio between the top and bottom nebulae of the disk, the diffuse emission above the plane of the disk, and the shape of the disk. Because the disk is not precisely edge-on, the scattering angles differ between the upper and lower disk nebulae. Therefore, changes in the scattering phase function of the grains will change the peak-to-peak flux ratio. Any parameter that would increase the flux ratio and emission above the disk (for example increasing the inclination or porosity of the grains) caused too much forward scattering and allowed too much of the light from the central star to appear in the peak. Similarly, we found that the diffuse emission above the disk could not be described well by a low mass spherical envelope.

The tapered-edged disk did much better in accounting for both the emission above the disk and matching the flux ratio between the top and bottom sides of the disk. This is clearly demonstrated in Figure 6.6 which compares the observations to the best fit tapered-edged disk model and corresponding sharp-edged model. The right
panel shows the surface brightness profiles through several vertical cuts across the disk for both the sharp- and tapered-edged models.

Figure 6.6 We show surface brightness profiles for two vertical image cuts through the data (left) and through the sharp-edged (Top middle) and tapered-edged (Bottom middle) disk models. The residuals for the two models are plotted on the same scale (smaller panels at right). The tapered edge model does a much better job of fitting the shape of the disk, especially the depth of the disk midplane, and the diffuse outer regions.
6.3.4 Model Optimization via MCMC

To more efficiently sample parameter space, and to gain a better understanding of our uncertainties, we turned to a Monte Carlo Markov Chain approach. We used the Python package emcee (Foreman-Mackey et al., 2013) which uses an Affine Invariant Markov Chain Monte Carlo (MCMC) Ensemble sampler algorithm by Goodman & Weare (2010). Specifically, we used the parallel-tempered MCMC sampler designed to improve convergence in degenerate parameter spaces. The MCMC samples the posterior distribution given by:

$$P(\Theta|D) \propto P(D|\Theta)P(\Theta)$$  \hspace{1cm} (6.2)

where D represents the observations, and \( \Theta \) the free parameters in the model. Here \( P(D|\Theta) \) is the likelihood of the data given the model and \( P(\Theta) \) is the prior distribution. We adopt uniform priors for each parameter over the allowable range.

In order to implement this code in conjunction with the MCFOST radiative transfer code, we developed a suite of software tools in Python to interact with the observations, generate models and calculate goodness-of-fit metrics to inform the MCMC iterations. The toolkit is general enough to be usable with any disk image, provided a PSF and uncertainty map are available. By combining the detailed modeling capabilities of MCFOST with the efficient parameter space sampling of the emcee package, we hope to self-consistently and simultaneously fit a wide variety of observables in
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order to place constraints on the physical properties of a given disk, while also rigorously assessing the uncertainties in the derived properties. The code is publically available on github\footnote{https://github.com/swol9/mcfost-python}, and we encourage its use by the disk modeling community.

The \texttt{mcfost-python} package was designed to be modular, with different components to read in the observables, interact with the MCFOST parameter files, generate model SEDs and images, compare them to data, and setup and control the overall MCMC run. To validate the functions for comparing models to data, we performed benchmark cross-checks to compare the new Python fitting code to existing $\chi^2$ routines in IDL and Yorick. While this code was originally designed to work with HST data and the MCFOST modeling package as described in this paper, it has also been expanded to work with data from different instruments, including polarimetry data, and can be used with other radiative transfer modeling codes.

\subsection{6.3.4.1 $\chi^2$ Based Log-Likelihood Estimation}

The \texttt{mcfost-python} package allows the user to choose between two goodness-of-fit metrics. In this section, we discuss the $\chi^2$ comparison. We provide a simple benchmark comparison of the $\chi^2$ and covariance likelihood methods in the Appendix. At each step in the MCMC iteration, a model image and SED are created for the chosen parameter values and a $\chi^2$ value is calculated using the same methodology as the grid sampling approach. The \texttt{emcee} code requires a log likelihood distribution
which is computed from the $\chi^2$ assuming a multi-dimensional Gaussian likelihood function:

$$\ln[P(D|\Theta)] = -0.5N \ln 2\pi + \sum_{i=1}^{N} (-\ln |\sigma_i|) - \frac{1}{2} \chi_i^2$$  \hspace{1cm} (6.3)$$

Here $N$ is the number of data points, and $\sigma$ is our uncertainty. The MCMC approach inherently requires a single goodness-of-fit metric and so we must combine the SED and image metrics into a single log likelihood function for use by emcee. The log likelihood distribution is computed separately for the images and SEDs, and a weighted average is used to determine the goodness of fit.

During initial tests using the $\chi^2$-based log-likelihood goodness of fit metric, we chose to allow the relative weighting between the image and SED to vary. The best way to handle relative weighting between different types of observations for a single disk model was not well understood, and is a nuisance parameter that does not, itself, inform us about any inherent physical properties of the disk. By marginalizing over it in this way, we hoped to get a best fit model that was informed by both the SED and image data without a bias towards one or the other. We allowed the weighting to vary between 0.3 and 0.7 for a minimum of 30% weighting to either the image or SED fits. We found that the image likelihood values were down-weighted due to the systematically higher $\chi^2$ values, and the MCMC chains worked to improve the images while largely ignoring the better SED fits. In our first round of MCMC calculations, we found that our image reduced $\chi^2$ values tended to be more than an order of magnitude above the SED reduced $\chi^2$ values (best $\chi_{SED}^2 = 1.3$, $\chi_{0.8\mu m}^2 = 66$), due to
the larger number of measurements in the images presumably with under-estimated uncertainties.

6.3.4.2 Covariance Based Log-Likelihood Estimation

The imbalance between the image and SED $\chi^2$ values served as the impetus for the development of the covariance matrix likelihood estimation method, which ultimately provided much better relative weighting of the different observables. Given that each model image is convolved with an instrumental PSF, neighboring pixels must be covariant. Furthermore, we need to correct for the global limitations of the disk model to fit the dataset. Model systematics present as correlated uncertainties. For a more reasonable estimate of the errors in our HST images, we adapt the method for log likelihood estimation using a covariance matrix presented by Czekala et al. (2015) in the context of 1D spectral fitting. Here we must extend that approach to work in the context of 2D images. In this case, we convert Eq. 6.3 which describes the likelihood of our data given the model assuming a Gaussian likelihood distribution, into a matrix formalism in Equation 6.4

$$\ln[P(D|\Theta)] = -\frac{1}{2}(R^TC^{-1}R + \ln[\det(C)] + N \ln[2\pi])$$ (6.4)

where $R$ represents the residuals of the observations subtracted by the model, $C$ is the covariance matrix defined below, and $N$ is the total number of pixels in the image.
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(not the number of pixels along a given dimension of the array).

Note that to apply this approach we must first “unwrap” each 2D image into a 1D array. In practice not all pixels in a square image may have sufficient SNR to justify fitting. Excluding such pixels from the unwrapping improves the overall computational efficiency, particularly for the matrix inversion calculation, at the cost of somewhat more complex bookkeeping between the 2D and 1D versions of the image.

The covariance matrix $C$ (of size $N_{pix} \times N_{pix}$) incorporates both the noise in each individual pixel and global covariances between adjacent pixels (represented by $K^G$): $C_{i,j} = \delta_{i,j}\sigma_{i,j}^2 + K^G_{i,j}$. An example source of global covariance is the FWHM of a telescope PSF. For a non-zero PSF FWHM, neighboring pixels cannot be treated as individual measurements of the disk surface brightness. Additionally, any global limitations of the model to fit the data can be implicitly included in the covariance structure. For example, when using a symmetric disk model any asymmetries in the observed image of the disk will necessarily lead to higher correlated residuals even for the best-fitting model parameters. These residuals will in general be spatially correlated on one or more scales from the angular resolution to the size of the observed asymmetry. Incorporating our knowledge of these residuals in the covariance matrix improves our ability to draw conclusions given such necessarily imperfect models. Likewise, the choice of incomplete or simplified parameterizations of the disk physics/structure in our model can be handled the same way. For instance, if there exists an additional un-modeled component such as a more vertically-extended disk
atmosphere or significant residual jet emission on the top/bottom on the disk, or if the functional form of the power law adopted for the disk surface density is an over-simplified description of the disk’s true properties, such systematics would lead to correlated residuals in data-model comparisons. This covariance framework allows us to down-weight these contributions within the correlated residuals without masking them altogether.

The field of Gaussian processes has developed several useful analytic models for convolution kernels that can be used to parameterize covariant structure. For instance, Czekala et al. (2015) adopt the Matérn kernel truncated by a Hann window function. This kernel has several free parameters, which can be solved for as nuisance parameters as part of the MCMC fit. Of course, this increases the dimensionality of the parameter space that must be explored, which can in practice increase computation time by an order of magnitude or more. Czekala et al. (2015) note that, because the best fit model parameters are relatively insensitive to the precise values of the covariance parameters (i.e. a reasonably good but perhaps not optimal covariance model often suffices), one can first roughly optimize the covariance model and then perform the MCMC fit with that model fixed. Given the computational demands of disk radiative transfer model fitting, we adopt a variant of that approach here.

We estimate the global covariance empirically by computing the average autocorrelation of the residuals from a subtraction of our 0.8 \( \mu m \) image and a subset of 1000 randomly chosen model disk images from a uniform sampling of the parameter
space within the limits of our priors (Figure 6.7). This provides, in a computationally tractable way, a reasonable model for the covariant structure found in residuals for the parameter space of interest, and allows us to hold the covariance model fixed in subsequent MCMC runs. We collapse the 2D autocorrelation along the horizontal axis to generate a 1D autocorrelation function (Figure 6.8). The horizontal axis was chosen because it provided the most conservative estimate, with a wider tail similar to the Matern kernel and did not exhibit the anti-correlation found in the vertical axis due to the dark lane of the disk. For comparison, we also show several $\nu = 3/2$ Matérn kernels following the chosen formalism for [Czekala et al. (2015)]. To compute the covariance matrix $K^G$, for each pair of pixels $i,j$, we compute the distance between them given by $r_{i,j} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$. For each entry of $K^G_{i,j}$, the analytic autocorrelation function is interpolated to the value for $r_{i,j}$, with a cutoff outside of 20 pixels to make computations of $C_{i,j}$ manageable. The resulting covariance matrix is shown in Figure 6.9.

For consistency, we also compute the likelihood of each model SED using the covariance matrix framework from Equation 6.4. In this case, the covariance matrix contains only the individual uncertainties for each point multiplied by an identity matrix. We neglect any global limitations of the model SEDs to fit the dataset. Given the low $\chi^2$ values achieved for the SED fitting in the grid search described above (lowest SED $\chi^2 \sim 1.3$), we believe the uncertainties in the SED are well estimated. For our dataset, we do not anticipate covariances between neighboring photometric
Figure 6.7 The mean of the autocorrelation of the residuals from subtractions between our 0.8 $\mu$m observed image and a randomly selected subset of 1000 model images spanning the range of our priors. Residuals are most strongly correlated between pixels that are horizontally adjacent, as expected for an edge-on disk with its major axis oriented horizontally. The slight anti-correlation in the vertical direction is likely due to dark lane structure between the two bright lobes.
Figure 6.8 Slices through the mean autocorrelation shown in Figure 6.7. We show both the vertical (blue) and horizontal (red) slices along with several Matern kernels for comparison. We conservatively adopt the wider correlation scale from the horizontal axis to generate the global covariance matrix. It is not unsurprising that the autocorrelation image is more broadly extended in the horizontal direction where the disk is elongated than in the vertical where the gradients in the disk are much sharper.
Figure 6.9 Covariance Matrix ($C_{i,j}$) used to compute the log likelihood of the model images given the observations. The matrix combines information about the noise in the observations, the covariances between adjacent pixels, and the pixel mask. The inset shows a zoomed in region illustrating the contribution of the autocorrelation function between adjacent pixels. To generate this we first unwrapped the 2D $50 \times 50$ pixel image into a 1D 2500 pixel array by stacking each row horizontally. The diagonal of the covariance matrix gives the uncertainties associated with each pixel (where $i = j$). The other elements of the covariance matrix dictate the covariances between the various pixel pairs ($i, j$) which is given by the autocorrelation shown in Figure 6.8 and depends on the distance between pixel $i$ and $j$ in the 2D detector frame (not in the 1D unwrapped image).
points, but this formalism would naturally handle any such correlations, and likewise makes it straightforward to include continuous spectra as part of a unified fit alongside broadband photometry.

The covariance framework is also capable of including model terms for additional regions of locally covariant structure ($K^L$), as discussed in Czekala et al. (2015). We leave the application of such local covariances to disk image fitting for a future work. Likewise, we leave for later exploring how best to explicitly model covariances between the SED and image portions of the overall fit.

### 6.3.4.3 Choice of parameter values for MCMC

The allowed parameter ranges were adjusted slightly for the MCMC modeling compared to the grid fit. The computation time for the grid modeling depended both on the number of free parameters, and on the size of the allowed parameter ranges, while the MCMC modeling time depended only on the number of free parameters. Therefore, we were able to widen the prior distributions for the MCMC modeling, being careful to widen allowable ranges for those parameters that were best fit at the edges of the grid distribution like the scale height and disk mass. Parameter ranges are shown in Table 2, Column 3. During the IDL grid search modeling phase, we found that the image and SED fits both prefer a large maximum grain size. In order to limit the computation time in the MCMC fits, we chose to fix the maximum grain size to be $3000 \mu m$, and as noted above fixed the porosity at zero.
One downside to the MCMC over the grid search approach is that the chain does not work well with discrete parameter distributions. For example, the abrupt distinction between the tapered and sharp edged disk models could not have been tested using MCMC. Given the strong support for the tapered edge disk model as described in Section 6.3.3.2 we select an exponentially tapered outer edge for the MCMC run.

We conducted an MCMC run using the covariance-based log-likelihood goodness of fit metric with 2 temperatures with 50 walkers. We used uniform prior distributions for all of our parameters (with the dust mass uniformly distributed in log-space). We allowed the chain to run for $N_{\text{steps}} = 10,000$, with an initial burn-in stage of $N_{\text{burn}} = 0.2 \, N_{\text{steps}}$. This resulted in a total of 21,000 models requiring $\sim 2$ weeks of computation time parallelized over only 10 cores. This was a significant improvement over the grid search approach which necessitated generating $\sim 200,000$ models. As a test of convergence, we compute integrated autocorrelation times ($\tau_x$) for each of our parameters and use this to estimate our effective sample size, $\text{ESS} = N_{\text{samples}}/(2\tau_x)$ (a measure of the effective number of independent samples in the correlated chain). The ESS varied from 761 to 12075 with the surface density exponent being the least well constrained parameter. The Monte Carlo standard error for each parameter decreases with increasing effective sample size as $\sigma_i/\sqrt{\text{ESS}}$ where $\sigma_i$ is the standard deviation for the posterior distribution (See discussion in Sharma, 2017). For example, to measure the 0.025 quantile to within $\pm 0.01$ with a probability 0.95 requires 936
uncorrelated samples (this corresponds to roughly 10% errors in the best fit parameter values assuming the tail of the posterior is well described by a normal distribution), which is achieved for all parameters except the surface density distribution where we only confine the 0.025 quantile to within roughly ±0.0125 (Raftery & Lewis [1992]).

6.3.5 Results and Conclusions from MCMC

The best fit parameter values are shown in Table 6.3. The data are best fit by a tapered-edged disk with an inclination of \(83.0^{+2.6}_{-4.8}\) degrees, a scale height of \(16.2^{+1.7}_{-2.0}\) au at a reference radius of 100 au, a total disk mass of \(0.00057^{+0.00017}_{-0.00022} \ M_\odot\) (assuming a gas to dust ratio of 100), a surface density exponent \(\alpha\) of \(-1.77^{+0.94}_{-0.14}\), and a flaring exponent \(\beta\) of \(1.19^{+0.09}_{-0.08}\). The image and SED combined best fit model is illustrated in Figure 6.10 (single best fit in red, along with an ensemble of well-fitting models in gray) and together provide a close fit to the observations. Parameter distributions are shown in Figure 6.11. The results for individual parameters are discussed in more detail below.

The best fit parameters provide a compromise between the image and SED fit. Therefore, this combined fit to the SED and image is not as favorable as if the fits had been performed separately on each individual dataset. For example the best fit model under-predicts the flux in the 20 - 100 \(\mu\)m region of the SED (by a factor of 20 at 20 \(\mu\)m and 1.5 at 70 \(\mu\)m), while the image under-predicts the flux ratio between the top and bottom nebulae by a factor of \(\sim 4\). The best image fits tend to over-predict the
### Table 6.3. MCMC Best fit Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Best-fit Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclination</td>
<td>$83.0^{+2.6}_{-4.8}$</td>
</tr>
<tr>
<td>Scale Height</td>
<td>$16.2^{+1.7}_{-2.0}$</td>
</tr>
<tr>
<td>Dust Mass</td>
<td>$0.00057^{+0.00017}_{-0.00022}$</td>
</tr>
<tr>
<td>Surface Density $\alpha$</td>
<td>$-1.77^{+0.94}_{-0.14}$</td>
</tr>
<tr>
<td>Flaring $\beta$</td>
<td>$1.19^{+0.09}_{-0.08}$</td>
</tr>
</tbody>
</table>

Note. — Best fit values for the covariance likelihood estimation mode of the MCMC.

disk flux at all wavelengths, while the best SED fits produce images that have very steep surface density profiles, which removes the diffuse material on the outer edges of the disk provided by the tapered edge.

The apparent disagreement is likely a result of some limitations in the disk model. If the opacity of the dust grains in the disk was decreased, the optically thick/thin boundary would move to shorter wavelengths, recovering some of the flux in the several tens of $\mu m$ range of the SED. However, to improve the flux ratio between the top/bottom nebulae in the modeled image we would need to move the inclination farther from edge-on and/or change the scattering properties of the grains (i.e. increase the forward scattering or decrease the dust albedo), which would most likely necessitate an increase in the dust opacity.
Figure 6.10 The results from the covariance-based MCMC. **Top:** The model image (Middle) corresponding to the best fit parameters given in Table 6.3 compared to the 0.8 µm observed image (Left). The right panel shows a contour highlighting the shape of the best fit model disk in red, with contours scaled to the observed 0.8 µm image shown in blue. In grey we provide 100 randomly chosen models drawn from the MCMC chain. **Bottom:** The SED for the same model as above is shown in red and compared to the literature values in blue. The grey curves present the same 100 randomly selected models drawn from the chain. While the MCMC results provide a reasonably good fit to both the image and SED, the compromise between the two datasets, inherent in the covariance framework, lead to imperfect solutions. For example the best fit model under-predicts the flux in the 20 - 100 µm region.
Figure 6.11 The MCMC results using the covariance log likelihood estimation. The blue crosshairs indicate the best fit value for each parameter. Shading indicates the density of the parameter space sampling, while the red contours are drawn at the 1-4σ levels. All parameters are well constrained except for the surface density exponent (α). Dashed vertical lines represent the 16th, 50th, and 84th percentiles of the samples in the marginalized distributions.
6.3.6 Dust Mass

Our best fit disk dust mass was $0.00057^{+0.00017}_{-0.00022} \, M_\odot$, which corresponds to a disk mass of $0.057 \, M_\odot$ (assuming the standard ISM gas to dust ratio of 100). This is 16% of the stellar mass for a 0.35 $M_\odot$ star like ESO Hα 569, a surprisingly high disk to star mass ratio.

In the grid fit and preliminary MCMC runs, the fit to the disk mass relied heavily on the 870 $\mu$m measurement. Assuming the disk is optically thin at 870 $\mu$m, the measured flux corresponds to an estimated disk mass of $M_{\text{gas + dust}} = \frac{F_\nu D^2}{\kappa_\nu B_\nu(T)} = 0.0055M_\odot$, where $\kappa_\nu = 0.03 \, cm^2/g$ (Beckwith et al., 1990), we assume a gas to dust ratio of 100, and we use a characteristic temperature of $T = 20$ K. Given the surprisingly high mass estimate, we wondered if the 870 $\mu$m photometry might be in some way compromised, for instance if contaminated by excess flux from a background source. To test the dependence of the derived mass on this measurement, we tested running the MCMC code excluding this datapoint, but the overall fit still preferred high disk masses. We ultimately opted to include the 870 $\mu$m measurement in our fits.

Subsequent to the initial MCMC runs, Dunham et al. (2016) published 106 Ghz continuum observations with ALMA. Using the same millimeter flux to mass relation described above, though with a different assumption for the disk temperature ($T=10$ K) and a dust opacity characteristic of coagulated dust grains with thin icy mantles ($\kappa = 0.23 \, cm^2/g$ Ossenkopf & Henning, 1994), they find a total disk mass
(gas+dust assuming a gas to dust ratio of 100) of $0.057 \pm 0.002 M_\odot$. This agrees very well with our best fit disk mass. For the final MCMC run, both this ALMA point and the 870 $\mu$m data were included. The disagreement between the predictions from the 1.3 mm and 870 $\mu$m continuum measurements is unsurprising since derived dust masses from (sub)mm data alone are likely to be biased downwards in the case of EODs due to the large optical depth. We note that this dust mass agreement between the millimeter continuum and scattered light imaging seems to indicate that the relative importance of absorption/emission and scattering of the dust model (which includes, but is not limited to, the dust albedo) used here is a reasonable approximation.

6.3.7 Scale Height

The best fit scale height of $16.2^{+1.7}_{-2.0}$ au (at 100 au) is consistent with the low mass of the central star. For a disk that is pressure supported and vertically isothermal with temperature, the Gaussian vertical density distribution is described by Equation 6.5 (Burrows et al. 1996):

$$H(r) = \sqrt{\frac{k_B T(r) r^3}{GM_\star \mu}}$$

where we assume a reduced mass ($\mu$) of 2.3 If we adopt the best fit scale height value of 16.18 au at a reference radius of 100 au and calculate the temperature of the disk at this radius, we obtain $T \sim 23$ K. This disk temperature agrees well with observations.
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of other edge-on disks (e.g. HH 30; Burrows et al., 1996).

Additionally, MCFOST is capable of producing the temperature structure within the disk along with the images and SEDs. This can be used as a cross check on the physical self-consistency of our best fit model parameters. The mass averaged temperature (across the vertical direction) for our best fit model at the reference radius (100 au) is \( T = 29 \) K. Surface effects that are exacerbated in scattered light could account for the slight discrepancy between the analytically and numerically estimated disk temperatures, as the surface gas is super heated by stellar radiation. The agreement between the dust scale height inferred from the image and the gas scale height computed from the model suggests that the dust grains are well-mixed vertically with very little dust settling, at least for the small dust particles that dominate the opacity at visible wavelengths.

6.3.8 Flaring Exponent

We obtain a best fit flaring exponent \( \beta = 1.19^{+0.09}_{-0.08} \). Kenyon & Hartmann (1987) provide an analytical model for the temperature profile of a flared disk wherein the surface layers are heated by the direct stellar radiation and the energy is re-radiated thermally. Assuming the gas and dust are well mixed vertically, and that the incident angle of the stellar radiation on the flared surface is small, \( T(R) = T(R_0) \left( \frac{R}{R_0} \right)^{2\beta-3} \). We fit the modeled mass-averaged disk temperature profile to this analytic solution and find that a flaring exponent of \( \beta = 1.29 \) is preferred. This value consistent within ~
1σ of the model preferred value. Our best fit value is slightly shallower than has been predicted for other young, flared disks with $\beta = 1.3 - 1.5$ (e.g. [Chiang & Goldreich, 1997]). This could be an indication of early dust settling in the disk, decoupling the dust and gas and changing the disk thermal pressure profile. In this model we assume dust particles of all sizes are evenly distributed vertically throughout the disk. An investigation into the effect of settling of larger grains to the disk midplane is left for future work.

### 6.3.9 Surface Density Exponent

The surface density exponent is best fit by $\alpha = -1.77^{+0.94}_{-0.14}$, which is near the lower edge of the allowed parameter space. However, allowing for steeper surface density profiles would push the models into a highly unphysical range. The SED favors a very steep surface density profile (also seen for HV Tau C: [Duchêne et al., 2010]), while the images favor a shallow profile with a more gradual taper at the disk edge. It is possible that the steep best fit surface density profile is a reaction to the large disk masses required to fit the mm data in the SED, whereby mass is being concentrated in the center of the disk, where our dataset is poorly equipped to constrain the disk properties. We did not expect the SED to have a strong dependence on the surface density slope. The disk is expected to be very optically thick across most of the IR portion of the SED. Consequently, the surface density profile would not impact the location of the disk scattering surface which is intercepting and re-radiating light from
the central star. It is possible that a degeneracy between surface density exponent and some other star/disk property is influencing this fit (e.g. stellar luminosity, dust albedo, etc.).

It is unexpected that a disk surface density power law would be steeper than the $\alpha = -1.5$ value for the minimum mass solar nebula \cite{Weidenschilling1977}. Indeed, \cite{AndrewsWilliams2007} conducted a resolved submillimeter continuum survey of circumstellar disks and find a mean value of $\alpha = -0.5$. Instead this steep profile is probably indicative of some shortcoming in our model parameterization. Invoking separate power laws for the inner and outer regions of the disk may provide a solution, but is beyond the scope of this paper. While we have spatially resolved images at optical wavelengths, the disk is highly optically thick and we are unable to see any effects of radial density gradients. This would require resolved images at wavelengths where the disk is optically thin (e.g. resolved millimeter continuum images, though it is uncertain if the disk is truly optically thin at these wavelengths). Scattered light imaging alone simply does not constrain the surface density exponent in the innermost regions of the disk. Previous studies of the radial structure of protoplanetary disks observed in millimeter continuum find surface density profiles that are generally shallower than presented here, though there are a few exceptions (e.g. DG Tau, GM Aur; \cite{Guilloteau2011}). Estimates of the surface density distributions inferred from resolved mm data at different wavelengths vary widely \cite{Isella2010}, suggesting that these disks are not optically thin even in the 1-3
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mm range.

6.4 Discussion

6.4.1 Mass and Stability of the Disk

The best fit dust mass (0.00057 $M_\odot$ or 190 $M_\oplus$) and the associated total (gas + dust) disk mass (60 $M_{Jup}$, assuming a gas-to-dust ratio of 100) imply a disk mass to star mass ratio ($M_D/M_{\text{star}}$) significantly higher than expected for its age and spectral type. [Williams & Cieza (2011)] provide a review of protoplanetary disks and report a relatively flat distribution of disk masses when spaced logarithmically, with a sharp drop outside of $\sim 50 M_{Jup}$, and an average disk mass to host stellar mass ratio of 0.01 albeit with large scatter. The median mass (assuming a gas-to-dust ratio of 100) of disks around GKM spectral type hosts is $5 M_{Jup}$ (implying a dust mass of $\sim 16 M_\oplus$).

This trend of low $M_D/M_{\text{star}}$ mass ratios seems to continue for low mass stars. [van der Plas et al. (2016)] conducted a survey of disk masses for low mass stars with ALMA, finding a range of masses between 0.1 and 1 $M_\oplus$ for their eight targets. One target in their sample, Allers 8 (an M3 star with a mass of 0.34 $M_\odot$), has similar stellar parameters to ESO Hα 569, but a significantly lower dust mass of 1.05 $M_\oplus$. However, the bulk of the disks in their sample are located in the Upper Scorpius SFR ($\sim 10$ Myr; [David et al., 2016]) and are older than our target. The authors have an additional dataset for the younger Taurus SFR, with preliminary estimates for
the dust mass upper limit of 25 $M_\odot$ for a sample of stars with an earliest spectral type of M4 (Ward-Duong, private communication). Additionally, Andrews et al. (2013) conduct a survey of the protoplanetary disks with low mass hosts (spectral types earlier than M8.5) in the Taurus SFR and find slightly higher disk masses. The authors estimate the disk masses from their mm-wave continuum luminosity, and find that the median disk mass to stellar mass ratio is 0.3%, with very few disks having a ratio of $\geq 10\%$. Targets in their sample in the M3-M4 spectral type range have disk dust masses of 2-17 $M_\odot$, with an average of 9 $M_\odot$.

While uncommon, protoplanetary disks with large disk masses aren’t unprecedented. Duchêne et al. (2010) model scattered light images and SEDs for the HV Tau C system and find a best fit dust mass of $M_{\text{dust}} \geq 10^{-3} M_\odot$ which gives $M_D/M_{\text{star}} \sim 0.2$ (meaning the disk is 20% the mass of the central star) assuming a gas-to-dust ratio of 100. Likewise, Duchêne et al. (2003) model a mm image of the HK Tau B protoplanetary disk and get a best fit total disk mass of $M_{\text{disk}} \simeq 2 \times 10^{-2} M_\odot$, which gives $M_D/M_{\text{star}} \sim 0.04$ (4% of the stellar mass). Glauser et al. (2008) present an in-depth study of the IRAS 04158+2805 disk using images in the optical, NIR, polarization maps in the optical and mid-IR and X-ray spectra. The dust mass is constrained to be $M_{\text{dust}} = 1.0 - 1.75 \times 10^{-4} M_\odot$, which also gives $M_D/M_{\text{star}} = \sim 0.04$ (4%). All three disks are in the Taurus SFR, and the first two disks above are in multiple systems. Likewise, all of these sources are viewed edge-on. It is possible that the large inferred disk masses could be the result of a selection effect (observations
of edge-on disks are only sensitive to the most massive disks), or some artifact of our fitting method which compensates for missing physics by placing more mass in the disk. The fit for the dust mass is driven by the SED, but the spectral coverage is poor in the millimeter. The mass estimates could be reduced by including larger opacities in the mm, for instance by adding amorphous carbon into the mixture, or by using a more complex, nonuniform particle distribution.

Throughout this paper we have assumed a gas to dust mass ratio of 100 as is typical of other young disks and the ISM. However, very recent work by Long et al. (2017) estimate the gas mass around ESO Hα 569 from ALMA 13CO line emission and find only $\sim 1.3 M_{\text{Jup}}$ of gas mass in the disk, though optical depth effects and details of the CO freeze-out are likely to introduce major sources of uncertainty. Combined with our own dust mass estimate, this gives an uncharacteristically low gas to dust ratio of only $\sim 2$. While gas depletion in the disk would lower the unusually high best fit total disk mass, the flared appearance strongly confirms this is a young pressure-supported gas+dust disk. A gas to dust ratio of 2:1 is suggestive of a later evolutionary stage. This disagreement highlights the challenges of measuring disk masses for EODs, which are generally optically thick even at millimeter wavelengths.

The MCMC radiative transfer fit prefers a disk with an abnormally large disk mass that is $\sim 16\%$ the mass of the central star. For a disk this massive, it is unlikely that the disk would remain gravitationally stable. We investigate the stability of the disk via the Toomre Q parameter.
\[ Q = \frac{c_s \kappa}{\pi G \Sigma} \]  

where \( c_s \) is the sound speed in the disk, \( \kappa \) is the epicyclic frequency, and \( \Sigma \) is the surface density profile of the disk. For a vertically isothermal disk with a Keplerian velocity, \( \kappa = \Omega = \sqrt{\frac{GM_*}{R^3}} \) and a sound speed \( c_s = \sqrt{\frac{k_B T}{\mu m_p}} \) where we assume a reduced mass \( (\mu) \) of 2.3. Figure 6.12 shows the radial profile of the Toomre Q parameter. It shows that the disk appears to be unstable inside of \( \sim 2.6 \) au.

It is worth noting here that we do not expect to have a good constraint on the properties of the inner regions of the disk from scattered light imaging and the SED alone. Any change in the interior structure (e.g. an inner wall, spiral structure, or a broken surface density power law) of the disk would affect stability. A steeper inner surface density profile would prevent instability, though such a sharp profile is unlikely. Each of these mechanisms would increase the variability of the system, possibly accounting for the observed variability in several of the photometric points included in the SED.

### 6.4.2 ESO H\(\alpha\) 569 Compared to Other Cha I Disks

[Rodgers-Lee et al., 2014] conducted a survey of disks in Cha I as identified from IR excesses in the SEDs. For 34 objects, disk masses were estimated. The median of the distribution of disk masses is 0.005 \( M_\odot \), which corresponds to 0.5% of the stellar
mass, while the tail of the distribution stretches to 0.1 $M_\odot$ for more massive central stars. ESO H\(\alpha\) 569 is a clear outlier with 10 times more mass than the median value.

The [Luhman (2007)] survey of Cha I names six members as likely edge-on disk candidates because they are underluminous for their spectral type and are seen in scattered light (CHSM 15991, T14A, ISO 225, ESO H\(\alpha\) 569 and 574, and Cha J11081938-7731522). The sixth object, Cha J11081938-7731522, appears extended in their survey with a butterfly morphology, providing further support that these targets are all likely edge-on disks. We observe two members of this list, ESO H\(\alpha\) 569 and 574 in our HST campaign and confirm that both are edge-on protoplanetary disks.

### 6.4.3 A Deficit of Edge-on Disks?

[Luhman et al. (2008)] use Spitzer colors to estimate the disk fraction as a function of stellar mass. For stars of spectral type between K6 and M3.5 the disk fraction in Cha I is 0.64 $\pm$ 0.06 disks per star. If we multiply this fraction by the fraction of disks expected to have inclinations between 75 and 90 degrees, we would expect to find roughly 17% of stars hosting edge-on disks. However, a recent survey of 44 YSOs hosting circumstellar disks detectable with Herschel found only 2 edge-on disks [Rodgers-Lee et al. (2014)] as classified from the SEDs. While the sample size of this survey is small, this surprising lack of known EODs is a common phenomena seen for many SFRs [Stapelfeldt et al. (2014)], and was one of the key motivating factors.
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for our HST survey. While that program doubled the number of known EODs, the increased sample remains smaller than would be predicted from purely geometrical grounds. This suggests that many disks must be near-edge-on but with insufficient material and/or vertical extent to block the direct light of the star. Flatter disks, with lower H/R values than ESO Hα 569, would only appear edge-on for a narrower inclination range. For instance if the “typical” young disk is flared enough to only occult its star within 5 degrees, Considering a range from 85 to 90 degrees would give an edge-on disk fraction per star of 4%, more in line with what is observed.

Alternatively, this could suggest that the ‘typical’ double peaked SED assumed for edge-on disks may only present for the disks with an unusually high disk mass. The targets for this edge-on disk survey were selected based on the shape of the SEDs. Specifically, targets with a doubled peaked SED, where the stellar peak flux was of order the same as the dust peak flux in the IR. Figure 6.13 shows the effect of changing dust mass on the structure of the SED, and the scattered light image for a fixed inclination. Disk masses shown are for our best fit disk mass divided by factors of 3, 10, 30 and 100. After dividing by a factor of 10 (for a more reasonable $M_D/M_\odot \sim 0.016$) the double peaked structure has disappeared, and we would not have included this target in our sample. It is possible that this could account for the relative lack of known edge-on disks; the selection metrics used are biased towards detecting only the most massive disks, as they require fairly large line-of-sight opacities. Likewise, we are more likely to find EODs in the earliest stages before dust settling causes
additional decreases in the line-of-sight opacity, also contributing to the low observed EOD frequency.

It is therefore possible that the edge-on disk detections thus far are outliers in the population of young disks. Double-peaked SEDs alone are an insufficient indicator of the edge-on disk fraction, and images in scattered light or thermal emission with high spatial resolution are required to determine the true nature of these objects. Existing surveys of young, nearby SFRs tend to have selection biases towards more face-on systems and are dependent on the cloud properties and the science drivers of the survey. In order to determine the true edge-on disk fraction and to confirm or deny that the high disk mass of ESO Hα 569 is indeed representative of the population of protoplanetary disks, we would require a uniform sample of disk observations at sufficiently high angular resolution.

6.5 Summary and Conclusions

We have resolved the disk around ESO Hα 569 in scattered light with HST/ACS and unambiguously confirm that it is an optically thick protoplanetary disk viewed nearly edge-on. We performed radiative transfer modeling using a variety of fitting techniques to constrain the geometry and grain properties of the disk. We successfully combine a covariance-based log likelihood estimation with an MCMC framework to simultaneously fit the scattered light image and literature compiled SED for
ESO Hα 569. Our main results are as follows:

- We find that a tapered-edge disk structure, with an exponential falloff of material outside of the apparent outer radius, is necessary to generate the diffuse scattered light emission above the disk midplane, the flux ratio between the top/bottom nebulae of the disk, and the width of the dark-lane simultaneously.

- Our best fit disk mass of $0.057 \, M_\odot$ is abnormally large, especially considering the small central object, though multiple mm continuum observations support this estimate. The disk to stellar mass ratio of $\sim 0.16$ generates stability issues in the inner few au, though none of our modeled observations are capable of tightly constraining properties of the inner regions of the optically thick disk.

- The vertical structure of the disk as defined by the scale height and the power law flaring exponent is well constrained. The best fit model has a mass-averaged disk temperature of $\sim 23$ K, similar to other disk observations. The scale height is self-consistent with the modeled temperature profile, supporting a flared disk model in which the gas and dust are well-coupled.

A large effort was put into simultaneous and consistent fitting of the images and the SEDs, resulting in a disk model that is a good compromise between the two. But naturally a separate fit to each individual observable is capable of yielding a better fit to that one, at the cost of an inferior fit to the other. This is likely due to (1) limitations in how we have parameterized the complex physical processes ongoing in
protoplanetary disks (in this work we have used a fairly simple analytic disk structure formalism with a single grain population), and (2) the inability of our dataset to investigate some of the relevant physics and processes (e.g. neither the SED nor the scattered light image provide much information on the innermost regions of the disk).

Using a combination of different observables (spectral data, images in scattered light, and thermal emission, and polarimetry data to constrain grain properties) helps to break degeneracies between various model parameters. However, care must be taken to determine the correct approach for the relative weighting of observables with different noise properties and model sensitivities. Now that high contrast imaging systems designed to study these circumstellar environments in greater detail are coming on line, there is a plethora of great observations for disks in a wide range of evolutionary stages which formed under a range of initial conditions. We may be entering an era where we have statistically significant numbers of circumstellar disk observations to employ population synthesis techniques. This is an important step if we hope to understand the inherent physics in the disk and planet formation processes. The tools we have been developing take us a step closer to being able to consistently make fits and measurements to e.g. the entire known sample of edge-on disks.

To better constrain the ESO Hα 569 disk and stellar parameters, we would need to incorporate resolved images at multiple wavelengths. We chose not to model the 0.6 μm image because of the contamination from the jet. However, we have recently
obtained resolved images in the F475W filter and will use this to probe the diffuse scattering material high up above the disk in a forthcoming paper. Additionally, we have recently been awarded an ALMA Cycle 4 program (PI: F. Ménard) to map the thermal emission from 15 confirmed edge-on disks from our HST sample at 870 μm and 2 mm to probe dust settling, migration and grain growth. Spatially resolved millimeter observations should go a long way toward disentangling many of the outstanding uncertainties regarding this disk’s structure. Looking forward, with the launch of JWST, the MIRI MRS integral field spectrograph will provide spatially- and spectrally-resolved data across the entire 5 - 30 μm range for many disks. This would not only help us to constrain the structure of the disk in a regime where the current SED fit particularly struggles, but also provide valuable and detailed information about the dust species within the disk.

6.6 Appendix

Here we provide a simplified disk model fitting effort designed to illustrate the effect of the two ‘goodness of fit’ metrics used in the MCMC explorations of parameter space: $\chi^2$ and covariance log-likelihood based estimation described in Sections 3.4.1 and 3.4.2 respectively. While this demonstrates the power of the two tools, we recognize that it is not a comprehensive test of performance. A full benchmarking effort of the `mcfost-python` package is beyond the scope of this paper.
To test the ability of both fitting metrics, we generate an MCFOST model with known parameter values, add randomly generated 1σ noise to both the MCFOST produced image and SED, and attempt to retrieve the parameters. The model was randomly drawn from the ESO Hα 569 MCMC chain described above. We perform a fit to this synthetic dataset using both the $\chi^2$ and covariance log-likelihood based estimation. For simplicity, we choose only to fit the scale height and inclination of our modeled disk. We expect both methods to recover the known parameter values within the uncertainties. Parameter values used for the synthetic dataset are shown in Table 6.4.

To illustrate the power of the covariance framework over the $\chi^2$ fitting technique, we perform the same test, but purposefully input a disk dust mass too low by a factor of 10 into the MCFOST parameter file. This will test how robust the covariance framework in the presence of clear limitations in the model’s ability to fit the data.

In an effort to conduct these tests as close to the MCMC results reported above, we use the same Parallel Tempered ensemble sampler with two temperatures and 50 walkers. With only two free parameters, the chains converged more quickly, requiring only $N_{\text{steps}} = 10000$ with $N_{\text{burn}} = 0.2 N_{\text{steps}}$. The allowable parameter ranges for the inclination and scale height were the same as reported in Table 2.

Figures 6.14 and 6.15 present the results for the Covariance and $\chi^2$ fitting techniques, respectively. Both methods retrieve the input inclination and scale height within the uncertainties when using the correct dust mass. However, when the dust
Table 6.4. Parameter values for the Synthetic Dataset

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclination</td>
<td>$71.6^\circ$</td>
<td>Allowed to vary.</td>
</tr>
<tr>
<td>Scale Height (R=100 au)</td>
<td>25.6 au</td>
<td>Allowed to vary.</td>
</tr>
<tr>
<td>Dust Mass</td>
<td>$4.94 \times 10^{-4} M_{\odot}$</td>
<td>Held constant$^a$</td>
</tr>
<tr>
<td>Surface Density $\alpha$</td>
<td>-1.76</td>
<td>Held constant.</td>
</tr>
<tr>
<td>Flaring $\beta$</td>
<td>1.54</td>
<td>Held constant.</td>
</tr>
</tbody>
</table>

$^a$This value was held constant for all runs, however, a value of $4.94 \times 10^{-5} M_{\odot}$ (0.1 times the actual value) was used to test the robustness of the fitting techniques to systematic model errors.

mass is set to one tenth the actual value, both fitting methods struggle to retrieve the correct parameter values. The covariance run successfully recovered the disk scale height, thought the uncertainties are larger than the correct dust mass case. The inclination was found to be $77.7^{+5.1}_{-2.6}$ degrees, which is only $\sim 2\sigma$ discrepant from the true value. With the incorrect disk mass, the $\chi^2$ run was unable to recover either parameter. The scale height of the disk is not well constrained at all, while the likelihood distribution for the inclination is sharply peaked at $79.8^{+1.1}_{-0.6}$ degrees, which is $\sim 14\sigma$ discrepant from the true value. It is unsurprising that the covariance framework is much more robust to global limitations of the models to fit the dataset.
Figure 6.12 Radial profile of the Toomre Q parameter for our best fit disk. The disk appears to be likely unstable inside of 2.6 au.
Figure 6.13 We show the evolution of the shape of the image and SED for different dust masses. Our best fit model is shown in blue. The other models use the same parameter values except for the mass, which is some fraction of the best fit dust mass as indicated in the legend. For a fixed inclination, decreasing the dust mass moves photons from the thermal peak in the SED to the scattered light peak. Decreasing the mass by a factor of 10 generates a flat SED without the double peaked structure. Likewise, if the dust mass is one tenth the best fit value, the double nebula shape begins to disappear in the scattered light image, and is not seen at all in the $1.9 \times 10^{-5} M_\odot$ model.
Inclination $= 72.14^{+4.05}_{-1.00}$

Scale Height (AU) = 25.31$^{+1.15}_{-5.20}$

Inclination = 77.74$^{+5.14}_{-2.55}$

Scale Height (AU) = 26.98$^{+6.11}_{-7.76}$

Figure 6.14 Left: MCMC results of the covariance log-likelihood estimation fit using a synthetic dataset. We fit only the scale height and inclination of the modeled disk. The blue lines correspond to the known values for each parameter. The correct parameter values were retrieved, and the distributions are sharply peaked. Right: Same as the left panel, but the MCMC run was conducted using an incorrect disk dust mass in the MCFOST parameter files. Even assuming a depleted dust mass, the scale height of the disk is still recovered, while the best fit inclination is $\sim 2\sigma$ discrepant. The covariance framework is less sensitive to any global limitations of the disk model to fit the given dataset.
Figure 6.15 Same as figure 6.14 but the MCMC was run using the $\chi^2$ log-likelihood based estimation rather than the covariance framework. Unlike the covariance case, the $\chi^2$ fitting metric has a difficult time retrieving any of the correct parameter values when the incorrect disk dust mass was used to generate each MCFOST model. The disk scale height is not well constrained at all, and the best fit inclination is $\sim 14\sigma$ discrepant.
Chapter 7

Conclusion

7.1 Predominant Results

Here I have presented a series of works in the detection and characterization of circumstellar systems. In Chapters 2 and 3, I present the wavelength calibration for the Integral Field Spectrograph of the Gemini Planet Imager high contrast instrument. This work provides a wavelength uncertainty of only $\sim 0.2$ nm across all filters, and has enabled some incredible science, namely the spectral characterization of one of the lowest mass extrasolar planets ever discovered via direct imaging, 51 Eridani b, the most comprehensive spectrum for any exoplanet yet for Beta Pic b, characterization of several brown dwarfs, studies of potential planetary candidates within the HD 100546 disk, and many more. This software has benefited not only the GPI Exoplanet Survey, but also the many other community GPI projects.
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I have also presented my work on the observation and characterization of three circumstellar systems. Polarization observations of the PDS 66 disk show a radial surface brightness distribution described by a broken power law indicative of an evolving disk. The apparent disk gap from 45 to 80 au could be a physical clearing of dust due to e.g. a perturbing planet embedded in the disk below our detection threshold. As this disk is optically thick, and the polarized intensity images are only sensitive to the disk surface, the gap could also arise from shadowing from some interior feature (e.g. an enhanced inner wall) or some localized change in the dust particle properties changing the degree of scattering. Additionally, we detect an azimuthal asymmetry rotating at some undetermined timescale.

Moving to longer wavelengths, millimeter continuum observations of the DH Tau system allows us to place limits on the disk mass of the wide separation planetary mass companion, DH Tau b. The disk dust mass upper limit of $0.09\,M_\oplus$ is at least three times lower than we would expect for such a young object, giving support for a formation scenario involving core accretion closer into the central star coupled with a dynamical scattering event forcing the planet out to a much larger semi-major axis and disrupting the disk. While other formation scenarios aren’t ruled out by this dataset, DH Tau seems to follow a trend among wide separation PMCs with lower than expect dust disk masses.

Lastly, I presented HST observations of the edge-on protoplanetary disk ESO Hα 569. In order to characterize this disk, I developed a complex set of modeling tools
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designed to explore disk properties quickly and efficiently while providing an estimate of the uncertainties and properly weighting the information provided by different observables. The covariance log-likelihood estimation technique was successful in combining both scattered light imaging and a spectral energy distribution. The flared disk has a best fit scale height of 16 au, which is self-consistent with the modeled disk temperature profile, indicating that the gas and dust are well mixed. All evidence supports an uncharacteristically high disk mass for this target with an unusually steep surface density power law distribution forcing the disk to become unstable in the inner few au. We investigate the possibility that the unexpectedly low observed edge-on disk fraction coupled with the high disk masses of those few resolved edge-on disks is an observational bias rather than an indication of the true underlying distribution. Together, individual disk characterization efforts provide a global view of the processes ongoing in evolving disks.

7.2 Further Discussion

In order to gain a full picture of the planetary system formation process, in depth studies of individual objects viewed at different stages in the life cycle of a circumstellar system are necessary to examine the processes of grain growth and interactions between planets and disks. Workhorse high contrast direct imaging instruments like the Gemini Planet Imager will provide a large population of resolved disks and ex-
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I plan to use the software toolkit I created that allows for fast and efficient model fitting of a wide variety of circumstellar environments using different instruments. Using these tools, I hope to continue radiative transfer modeling of GPI and HST disk targets with a focus on systems with both planets and disks when available.

Furthermore, combining different observables (spectral data, images in scattered light and thermal emission, and polarimetry data to constrain grain properties) helps to break degeneracies between various model parameters. We are entering an era where we have statistically significant numbers of circumstellar disk observations to employ population synthesis techniques. This is an important step if we hope to understand the inherent physics in the disk and planet formation processes. The software tools I have been developing take us a step closer to being able to consistently make fits and measurements to e.g. the entire known sample of debris or protoplanetary disks.

The Gemini Planet Imager serves as a stepping stone for future endeavors. Using similar techniques employed in GPI, extreme adaptive optics (AO) systems on 30-meter class telescopes (Ex. TMT) and longer timescale AO systems on future space telescopes (Ex. AFTA/WFIRST and proposed future flagships such as HabEx or LUVOIR) will not only enable the direct imaging of earth like planets, but widen the possibilities for ground and space based observing of all astronomical sources. More immediately, the James Webb Space Telescope will soon provide advances in
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contrast performance (the superb PSF stability in space allows for higher contrast via PSF subtraction techniques), and resolved images at infrared wavelengths that are very difficult to achieve from the ground. The Hubble Space Telescope recently had its 27th anniversary, and the technology that flew with Hubble (including coronagraphs, though there have been some updates with servicing missions) is no longer the state-of-the-art. With the launch of JWST in 2018, the community profits from the increased collecting area, a wavelength coverage extending farther into the Infrared and the improved technology of the instruments on board. While HST flew with only standard Lyot coronagraphs, JWST will fly with three different types of coronagraphs including a Lyot coronagraph on the Mid-IR Instrument, a set of Band Limited Lyot Coronagraphs on NIRCam and a set of Four Quadrant Phase masks on MIRI. The most notable difference between HST and JWST is the wavelength coverage. This will allow us to prove the thermal structure of the several micron sized grains in the disk and provide information on the disk chemistry. JWST can achieve higher contrast and comparable inner working angles at longer wavelengths as compared to HST due to the larger aperture and consequently longer baselines.

The era of HST and ground based 8-meter class Extreme AO systems saw some incredible developments in our ability not only to image disks and planets around nearby stars, but also in our understanding of the physical processes inherent in the planet formation process. As instrumental capabilities improve, and sample sizes become larger, we are able to identify finer detailed features within disks, and compare
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these to ever more complex simulations of the dynamics of gas and dust and of exoplanet atmospheres. Looking ahead, the highly anticipated era of JWST and 30-m class ground based Extreme AO systems will allow us to probe closer into the planet forming regions of nearby disks in scattered light, and open up a new frontier of well-resolved infrared images of disks viewed in thermal emission.
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