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Abstract

In the successful concordance model of cosmology, dark matter is crucial for structures to form as we observe it in the universe. Despite the overwhelming observational evidence for its existence, it is not yet directly detected, and its nature is largely unknown. Physicists propose various dark matter candidates, with masses ranging over dozens of orders of magnitude. However, both indirect and direct detection experiments for dark matter have reported no convincing results. Dark matter research is therefore critically relying on computer simulations. Using supercomputer numerical simulations, we can test the correctness of the current cosmological model, as well as obtain guidance for future detection experiments. In this dissertation, we study dark matter from several perspectives using cosmological simulations: its possible radiation, its warmth, and other related issues.

A commonly accepted candidate for dark matter is the weakly interacting massive particle (WIMP). WIMPs interact with normal matter only through the weak force (as well as gravity). It is thus extremely challenging to detect these particles directly.
However, depending on the type of dark matter, they can annihilate with other dark matter particles, or decay into high-energy photons (i.e., γ-ray). We studied the spatial distribution of possible emission components from dark matter annihilation or decay in a large simulation of a galaxy like the Milky Way. The predicted emission components can be used as templates for observations such as those from the Fermi/LAT γ-ray instrument, to constrain for the physical properties of dark matter.

Structure formation theory suggests that dark matter is “cold”, i.e., moving non-relativistically during structure formation. However, cold dark matter predicts many more dark-matter satellites, or subhaloes, around galaxies such as the Milky Way than observed. One well-established mechanism to bring the theory in line with observations is that many of these satellites are not visible because they are too small for baryons to form stars in them. Another way is to attenuate the small-scale structure directly, positing “warm” dark matter. Using simulation, we propose a method of testing this possibility in a complementary environment, by measuring the density profile of cosmic voids. Our results suggest that there are sufficient differences between warm and cold dark matter to test using future observations.

Furthermore, our data analyzing methods are based on sophisticated data stream algorithms and newly developed Graphic Process Unit (GPU) hardware. These tools lead to other studies of dark matter as well. For example, we studied the spin alignment of dark matter halos with its environment. We show that the spin alignments
ABSTRACT

are highly related to the hierarchical levels of the cosmic web, in which the halo is located. We also studied the responses in different density variables to “ringing” the initial density field at different spatial frequencies (i.e. putting spikes in the power spectrum at a particular scale). The conventional wisdom is that power generally migrates from large to small comoving scales from the initial to final conditions. But in this work, we found that this conventional wisdom is only true for a density variable emphasizing dense regions, such as the usual overdensity field. In the log-density field, however, power stays about at the same scale but broadens. In the reciprocal-density field, emphasizing low-density regions, power moves to larger scales. This is an example of voids as “cosmic magnifying glasses.” The GPU density-estimation technique was crucial for this study, allowing the density to be estimated accurately even when modestly sampled with particles. Our results provide guidance for designing future statistic analytics for dark matter and the large-scale structure of the Universe in general.
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2.6 The flux function for different cases. Solid: pure annihilation. Thin dash-dotted: annihilation with Sommerfeld enhancement $1/v$ correction. Thick dash-dotted: annihilation with Sommerfeld enhancement $1/v^2$ correction. Dotted: annihilation with $v^2$ correction. Thick dashed: annihilation with adiabatic contraction. Thin dashed: pure decay. The fluxes are normalized such that the host halo has flux unity. See text for details.

2.7 The latitude distribution of detected point sources. The detection threshold is chosen such that the maximum number of sources is on the order of 100. Sources are counted in latitude bins of $10^\circ$. The legend is the same as Fig. 1.6. See text for details.

3.1 The minimum density expected in a $(100 h^{-1} \text{Mpc})^3$ volume, as a function of simulation resolution. The four curves show the four cases investigated below: the WDM cut-off scale $\alpha = 0$ (CDM), 0.05, 0.1, and $0.2 h^{-1} \text{Mpc}$. The cell size is the initial comoving interparticle separation. A dashed line shows the cell size for the resolution used in the simulations used in this work.
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3.2 LTFE density field slices, showing $\ln(1 + \delta)$. From top left to bottom right:
- CDM, WDM with $\alpha = 0.05\ h^{-1}\text{Mpc}$, WDM with $\alpha = 0.1\ h^{-1}\text{Mpc}$
- WDM with $\alpha = 0.2\ h^{-1}\text{Mpc}$

3.3 PDFs of particle densities for the four simulations. A distinctive peak arises from filament and wall particles at middling densities in a WDM scenario. The V, W, F, and H curves add up to the total: they separate out void, filament, wall, and halo particles, with crossings along 0, 1, 2, and 3 orthogonal axes. $\alpha = 0$ corresponds to CDM; as $\alpha$ increases, the WDM becomes warmer. In this mass-weighted PDF, each particle (Lagrangian element of initial spacing $0.2\ h^{-1}\text{Mpc}$) enters once. The dashed magenta curve shows the expression in Eq. (2.5).

3.4 $z = 0$ Voronoi particle densities $\ln(1 + \delta)$ on a 2D Lagrangian sheet, with one particle per $0.2\ h^{-1}\text{Mpc}$ comoving Lagrangian pixel. Each panel shows a 2D, $256^2$ slice, a quadrant of a full $512^2$ slice.
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3.9 Void density profiles measured and scaled with $r_{\text{eff}}$. The origin is the density minimum of each void. The left panel shows voids in the 1-5 $h^{-1}$ Mpc radius bin; the right panel shows results from 5-10 $h^{-1}$ Mpc voids. Error bars show the $2\sigma$ error, dividing by $\sqrt{N}$, where $N$ is the number of stacked voids.

3.10 Void density profiles as in Fig. 2.9, except scaled with $r_{0.2}$. The left panel shows the voids in the 0.5 – 1.0 $h^{-1}$ Mpc radius bin; the right panel shows the 1.0 – 3.0 $h^{-1}$ Mpc bin.
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For nearly 90 years, astronomers have accumulated evidence that some mysterious dark matter (DM) dominates the matter content of the universe. One of the most robust forms of evidence is the rotation curve (denoted as $v(r)$) of spiral galaxies. Here $v(r)$ is the typical rotational velocity of matter at a distance $r$ to the center of the galaxy. For spiral galaxies, rotation curves can be obtained by measuring the 21cm emissions. The source of these emissions are the neutral hydrogen clouds spreading over the spiral disk. NGC 3198 is one of the galaxies that are measured extensively. The rotational curve of NGC 3198 is almost flat after a rise near $r = 0$. Similar curves are observed in almost all other spiral galaxies as well. If spiral galaxies are constituted entirely by normal matter, their mass should be proportional to the total luminosity. With only measurement of light emitting from NGC 3198, the expected rotation curve is inversely proportional to $r$, and deviates from a flat curve. Further more, the mass-to-light ratio ($\Upsilon$) is estimated to be $\Upsilon \geq 30h$.5
where \( h \) is the dimensionless Hubble parameter \( (h = 0.68 \pm 0.6) \). However, in a solar neighborhood, \( \Upsilon \approx 5 \). This large discrepancy suggests that most matter in many external galaxies is unseen.

In addition to the rotational curves, the evidence for DM also emerges from greater scales. A well-known example is the light-to-mass ratio, \( \Upsilon \), of galaxy clusters. Using X-ray gas temperature measurements (e.g. Ref\(^8\)) and gravitational lensing (e.g. Ref.\(^9\)), the mass-to-light ratio is estimated roughly to be \( \Upsilon \approx 330 - 620 M_\odot / L_\odot \) – a larger discrepancy to the one in a solar neighborhood. It is worth mentioning that Zwicky\(^4\) published the first measurement for Coma cluster in 1933. Another stunning example is the Bullet cluster, in which two galaxy clusters are colliding. A strong separation between its gravitational lensing center and X-ray emission center is observed.\(^10\) Since gravitational lensing center is close to the center of mass and X-ray emission follows along baryonic matter, this cluster provides arguably the best evidence of DM so far.

The precise measurement from Cosmic Microwave Background (CMB)\(^6\) gives the evidence for DM on the largest scale ever. CMB contains the relic photons decoupled from baryonic matter around 300,000 years after the birth of the universe. The initial temperature of CMB is around 3,000K, under which atomic hydrogen starts to form. The CMB photons traveled freely through the universe as it expanded and cooled. At the present time, CMB is a cold sea of photons with an average temperature of 2.7K. The temperature of CMB is so smooth spatially that the maximum relative deviation to the mean temperature is about \( 10^{-4} \). However, these tiny fluctuations of CMB temperature encode sufficient information of the matter components of the early universe. For example, the fluctuations
have large correlations at a certain angular radius. The phenomena correspond to the peak structures of the CMB angular power spectrum. The peaks suggest that sound waves are transmitting through the initial photon-baryon plasma. The size of the first peak determines the size of the sound horizon as well as the curvature of the universe. The alternating peak heights in the temperature power spectrum of CMB requires a second self-gravitating fluid (i.e. DM) other than the photon-baryon.

Dark matter is also required to explain the structure formation of the universe. By the cosmological principles, the universe ought to be both isotropic and homogeneous, i.e., matter distributed uniformly observing from any direction and any location. However, observations (e.g.\textsuperscript{11}) show that the matter distribution is far more clumped – the existence of the Milky Way is a consequence of the clumpiness. The standard ΛCDM model explains why the universe is perfectly smooth at the very early age with only small quantum fluctuations. The inflation of the universe, shortly after the big bang, drastically stretched the space and time. These small fluctuations were frozen as tiny ripples among the uniform matter background. The ΛCDM model stresses that the matter of the universe is dominated by “cold” dark matter (CDM). CDM forms clumps under gravity around the seeds – the initial ripples of quantum fluctuations, and finally forms the cosmic web – the large scale structure in DM: halos, walls, and filaments (see Figure 1.1 for example). Ordinary matter, e.g. gases and dust, is clumping inside the potential wells of the cosmic web and forms stars, galaxies and galaxy clusters, the large scale structure we observe today.

ΛCDM is so successful that it matches observation from all large scales. There might be still problems that DM is not entirely “cold”, i.e., moves relativistically during the epoch of
Figure 1.1: The illustration of a cosmic web. The box size is 100Mpc/h. The color encodes the density of the dark matter. Blue region means less dense.
structure formation. We will address this issue in later chapters of this thesis. Nevertheless, the evidence for DM is overwhelming.

Up until recently, suggested candidates for DM span from axions \(10^{-21}\text{eV} = 10^{-88}M_\odot\) to massive black holes \(10^4M_\odot\). The mass of these candidates ranges over almost 100 orders of magnitude. Among those candidates, one of the most natural candidate classes is the so-called “weakly interacting massive particles” (WIMP). Since the standard cosmological model suggests that the universe was created from a big bang, it is extremely high temperate and dense in its initial state. A thermal creation scheme for DM has been proposed accordingly. In this scheme, thermal equilibrium was achieved for WIMP in the very early stage. During that period, the number density of WIMP is roughly the number density of photons. As the universe expanding, the temperature cooled down. If the thermal equilibrium were continuously maintained until today, one would expect that the number density of WIMP is \(\propto \exp(-M_{WIMP}/T)\), which contributes to a tiny portion of the total number density. If WIMP is a major component of today’s DM, then there is a time it “freeze-out” from equilibrium (e.g. Ref.\(^\text{12}\)). Boltzmann equation gives an accurate prediction for the WIMP density

\[
\Omega_W \approx \frac{10^{-26}\text{cm}^3\text{s}^{-1}}{\langle \sigma v \rangle}
\]

where \(\langle \sigma v \rangle\) is the thermally averaged cross section for two particles to annihilate in to standard model particles. Remarkably, according to the ΛCDM model, \(\Omega_m \approx 0.3\), the above equation gives that \(\langle \sigma v \rangle \approx 10^{-26}\text{cm}^3\text{s}^{-1}\), which is the scale of weak interaction\(^\text{12}\). The super symmetry model (SUSY) of particle physics provides stable candidates (e.g. neutralinos) that are both massive and weakly interacting, which suggests that WIMP is a promising
CHAPTER 1. INTRODUCTION

DM candidate. Other candidates including axions, primordial black hole, Massive Compact Halo Object (Macho), all have been proposed based on different physical motivations. For example, axions are generated by symmetry broken and thus do not need a thermal creation but still “cold”; massive neutrino has a small mass and provides a candidate for hot dark matter (HDM). These candidates are out of the scope of this thesis; I refer the reader to Ref.\textsuperscript{7,13} for more detailed survey and study. There are also other explanations for the DM puzzle. For instance, the Modified Newtonian Dynamics (MOND) (e.g.\textsuperscript{14}). This theory indeed can explain the flat rotation curve of galaxies, but it is not yet able to provide a consistent cosmological theory.

Searching for DM, especially WIMP, is now one of the major themes in experimental particle physics and particle astrophysics. Direct detection assumes WIMP particles can elastically collide with light nucleons (e.g. Xe, Ge, and Ar), causing which to recoil. Separating the WIMP recoil events from background events (e.g. all the interactions with standard model particles) enables a direct detection for WIMPs. Although possible in theory, these detections are extremely challenging to conduct due to the small cross section of WIMP-nucleon interaction. Currently, there are two leading classes of experimental design for DM detection. The first is based on solid state physics, the Cryogenic Dark Matter Search (CDMS).\textsuperscript{15} This design uses silicon crystal in a cryogenic environment as DM detectors. The detector can read out both phonon and ionization signals using superconducting sensors and thus is capable of detection of elastic collision signal and rejection of non-elastic ones. Another experimental design is using liquefied noble gases (e.g. Xenon). These experiments are able to read out both scintillation and ionization signals. Experiments of this
design are XENON\textsuperscript{16,17} and LUX (Large Underground Xenon\textsuperscript{18}). Up to the writing time of this thesis, no convincing positive signal of WIMP-nucleon collision has been observed.

Other than direct searches, indirect searches are also appealing to physicists. Methods of this kind include, but not limited to, searching for WIMP annihilation signals from the galaxy and studying gravitational lensing mapping of galaxy clusters.\textsuperscript{19} Several experiments observed signal excesses, which cannot be explained fully by known sources. For instance, recently PAMELA,\textsuperscript{20,21} ATIC,\textsuperscript{22} Fermi-LAT\textsuperscript{23,24} and HESS\textsuperscript{25} observed excesses of electron positron signals in 100 – 1000 GeV energies. DM annihilation/decay to standard model particles may well explain these exciting results. However, none of them convincingly points toward DM because there are alternative astrophysical explanations.

Nevertheless, both direct and indirect detection of DM needs an accurate prediction of the DM density profiles, which are hardly known. Due to the high nonlinearity of gravitational interactions, even under the $\Lambda$CDM model, whose initial condition can be carefully predicted by inflation theory, analytical calculations of DM distribution of the present time is not possible. Thanks to the fast development of computational technology (e.g. Moore’s law \textsuperscript{1}) we are now capable of direct numeric calculation of the DM gravitational evolution. Under the assumption that DM is the dominating matter component, pure DM simulations have been performed in many scales of sizes. Almost all the current simulations use tracer particles to integrate the Newtonian approximation to the Einstein’s field equations (i.e., Roberson-Walk metric). Simulations of this kind are called N-body simulation; namely, the simulations compute the trajectories of a vast number of tracer particles under gravity. To

\textsuperscript{1}that the number of transistors per square inch on integrated circuits had doubled every year since their invention.
obtain more accurate simulations, we need to use a greater number of tracer particles. Thus for decades, the number of particles in simulations grows exponentially.

The first numeric simulation of DM evolution is by Press & Schechter, who studied the DM halo mass functions in their seminar paper about the Press-Schechter formalism. For large scale structure formation, an incomplete list of simulations includes, Millennium Run \((10 \sim 300 \times 10^9 \text{ particles})\), Horizon \((69 \sim 370 \times 10^9 \text{ particles})\) and DEUS FUR \((550 \times 10^9 \text{ particles})\). For large scale structure formation, Millennium simulation is one of the most well studied and analyzed simulations. This simulation contains \(10 \times 10^9\) particles in a 500Mpc periodic box. Galactic scale simulations, on the other hand, focus on studying the formation of DM halos on the scale of a galaxy. For example, Via Lactea II simulation, Aquarius simulation and the GHALO run. The three simulations used a similar number of particles in a Mpc-sized box. Using these simulations, we can learn a great deal of the structure of the DM halo our galaxy is embedded in. Newer and larger scaled simulations have been carrying out. These newly planned or under going simulations are focusing on more and more accurate integration of the Newtonian equations and also taken into account more physics, e.g., the physics of baryonic matter, which gives a more realistic simulation of how galaxies are formed. Numeric simulations play a vital role in understanding how structures of the universe are forming, and provide accurate predictions of the statistics of large scale surveys based on the current cosmological model.

In most of the studies in this dissertation, effects of baryonic matter are negligible. We thus use pure DM simulations to investigate the properties of DM. Details of the simulations will be presented separately in each chapter. We mainly focus on the following three aspects
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of DM.

- Understanding the effects of DM spatial distribution on indirect detection. Using cosmological simulation we can predict how the annihilation/decay signal of DM is distributed spatially. We produced statistically meaningful templates to be fitted to future $\gamma$-ray observations. This study is presented in Chapter 2.

- Understanding how the warmth would affect the matter distribution in cosmic voids. Although CDM model achieves tremendous success in explaining the structure formation of the universe, on small scales (e.g. galactic scale), CDM model does match observations very well. For example, 1) the “missing satellite problem” – there are far fewer number of satellite galaxies observed than predicted by CDM model. 2) the halo density profile problem – the density profile of CDM model does not match that the observed profiles in the galactic center. 3) the number of dwarf galaxies expected in local voids are less than the CDM prediction. To resolve these problems, we revisit the warm dark matter (WDM) model using different sets of cosmological simulation. Under different warmth, we predict different void density profiles, which can be verified by future density estimation of cosmic voids. This study is presented in Chapter 3.

- Understanding the dynamics of CDM. Due to the high nonlinearity of the gravitational interactions, late-time structure formation, and DM evolution are far less understood from an analytical level. Using simulation, we contribute to the understanding of the kinematics of DM from two aspects. Firstly, we show that how a spike planted in the initial over-density power spectrum would evolve in the final time. We show differently
transformed over-densities can illustrate the spike migration differently, emphasizing on higher density region or lower density regions. Our results can be used to design new measurement of density statistics in theory and also in future observations. This study is presented in Chapter 4. Secondly, we show that the spin of DM halo cosmic filaments aligns to the host structure differently in different levels of the cosmic web hierarchy. This study is presented in Chapter 5.

Lastly, we presented the data analytical tools in Chapter 6. Since cosmological data set usually contains more than $10^9$ particles, any statistical calculation is typically a highly non-trivial task. For example, a single calculation of the DM annihilation/decay signal might require 100 CPU hours, which might well be a supercomputer task. Our analytical tools exploit fast GPU technology as well as new progress in algorithmic research that significantly speeds up the calculation. In particular, we convert the conventional serial algorithms to parallel ones running on GPUs, which can speed up the whole calculation by nearly 1000-folds. Our analytical tools made the physics research in this dissertation possible.
Chapter 2

The Radiation of Dark Matter

This chapter is heavily based on my published article (Ref.34). The author list of this paper is Lin Yang, Joseph Silk, Alexander S Szalay, Rosemary FG Wyse, Brandon Bozek and Piero Madau.

Despite the overwhelming observational evidences (e.g.13), the physical properties of dark matter (DM) is vastly unknown. Is the dark matter a standard model particle or a super symmetric model particle? Or is it a particle that does not fit to the current framework of particle physics? To answer these questions, we need to detect the mysterious DM particle. Searching for DM becomes now a major research topic in both experimental particle physics as well as observational astrophysics. Particle physicists focus on direct detection of DM particles. However, it is well known that if DM particles interact with normal matter, the interaction shall not be stronger than weak interaction. Thus such a detection becomes extremely challenging. In fact, up to the date of writing this dissertation,
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no positive results have been reported. Numerous negative results (e.g.,\textsuperscript{17,35}) suggest strong constraints on the interaction strength of DM particles with normal matter.

On the contrary, several plausible signals have been proposed as candidates of DM signals from the astrophysical observations, which are indirect methods of detecting DM. These exciting results including measurements of the end products of DM annihilation/decay (e.g., $\gamma$-ray, $e^+e^-$ pairs\textsuperscript{36,37}) or mapping of gravitationally lensed structures (e.g.,\textsuperscript{38}). If DM is a form of a thermal relic particle, which was once in the thermal equilibrium of the cosmic plasma in the very early universe, then the number density of DM particles can be carefully predicted using Boltzmann’s equation. If this is the case, then the theory requires that two DM particles can annihilate with each other. The radiation from annihilation would then light up Galactic substructures by the resulting $\gamma$-ray emission. DM particle decay products may also be a source that is comparable to annihilation. Moreover, particle decay does not require DM as a form of a thermal relic. One such example is axion, which is generated from symmetry broken.

In this chapter, we focus on the WIMP component of dark matter particles. The absolute radiation intensity depends on the particle annihilation/decay cross section, particle type, particle mass, and astrophysical distributions, all of which are poorly known. Fortunately, the spatial relative annihilation/decay luminosity depends on only a few parameters, among which, particle number density is a major factor. For instance, the decay signal is proportional to density while the annihilation luminosity is proportional to density squared. Other factors affecting the relative luminosity are the thermal cross section $\langle \sigma v \rangle$, Sommerfeld boost,\textsuperscript{39} $s$-wave suppressed annihilations and even baryonic suppressing of the
density profile. Sommerfeld boost is a nonperturbative increasing in the annihilation cross-section at low velocities. It is the result of a generic attractive force between the incident DM particles. Baryons may affect the density profiles of DM halos. One of such effects is the “adiabatic contraction”, which is induced by the infall of baryonic matter, that could steepen the DM density profile substantially. From a numeric simulation, this effect can change the normal NFW\(^{40}\) profile \(r^{-1}\), to a profile that is proportional to \(r^{-1.9}\) (e.g., Ref.\(^{41}\)), where \(r\) is the radius from the center of the DM halo. Last but not least, \(s\)-wave suppressing of DM annihilation may also affect the annihilation cross-section. This effect has not been previously discussed in the Galactic context. But it might be important for spin-dependent interactions of DM particle candidates.

Diffuse Galactic \(\gamma\)-ray emission (DGE) is believed to be produced by interactions between cosmic rays and the interstellar medium (ISM). The launch of the Fermi Gamma-ray Satellite, with its Large Area Telescope (LAT), enabled a detailed study of cosmic-ray origin and propagation, and of the interstellar medium. In a recent study,\(^{23}\) the Fermi-LAT team published an analysis of the measurements of the diffuse \(\gamma\)-ray emission from the first 21 months of the Fermi mission. They compared the data with models generated by the GALPROP\(^1\) code, and showed that these emission templates underpredict the Fermi-LAT data at energies of a few GeV in the inner Galaxy. This can possibly be explained by undetected point-source populations and variations of the cosmic ray spectra. Ref.\(^{42}\) has performed an analysis of the DGE in the Milky Way halo region to search for a signal from dark matter annihilations or decays. They considered a region covering the central part of the Galactic

\(^1\)http://galprop.stanford.edu/
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halo while masking out the Galactic plane. In such a region, the DM signal would have a large S/N ratio and would not depend on detailed assumptions about the center profile, e.g. the assumptions of a Navarro-Frenk-White (NFW) profile or a cored profile would only differ by a factor of \( \sim 2 \). This paper provided conservative limits on the DM cross-section assuming that all the \( \gamma \)-ray signal comes from DM in this region. They also provided more stringent limits based on modeling the foreground \( \gamma \)-ray signal with the GALPROP code. Their results impact the possible mass range that DM is produced thermally in the early universe and challenge the DM annihilation interpretation of PAMELA/Fermi-LAT cosmic ray anomalies. However, several points could be improved: 1) although using a NFW profile for modeling pure DM and a cored profile for modeling the baryonic matter effect covers extreme cases, it is still worth trying a more realistic profile directly from simulations; 2) in addition to the mass and cross section of the DM particle, the different annihilation/decay schemes may also play an important role, e.g. subhalo effects would become considerably strong in the region of interest where tidal disruption plays a role and especially when considering possible Sommerfeld enhancements; and 3) instead of detecting DM signal from the region that masks out the Galactic Center region, it may be of interest to search for a possible signal from the center or anticenter regions. Therefore, a good template for the Galactic center or the full sky should provide more constraints on the DM physics; 4) the spatially dependent velocity dispersion of the DM due to substructure plays an important role both in considering Sommerfeld or p-wave enhanced annihilation signals, and simulations can provide this information.

The contribution of DM annihilation/decay processes to the Fermi-LAT \( \gamma \)-ray signal in
the Galactic center (or its expected signal from subhalos in the Galactic halo) is difficult to quantify without knowing the Galactic distribution of dark matter and the dark matter particle properties leading to annihilations or decays. To compare the observations with predictions of DM emission, we must rely on numerical simulations that follow the formation of cosmic structure in the highly nonlinear regime. A few high-resolution simulations of Milky Way-sized halos have been completed over the last few years: the Aquarius project,\textsuperscript{32} the Via Lactea series,\textsuperscript{1} and the GHALO run.\textsuperscript{33} The capability of the Fermi-LAT satellite to detect DM annihilation signals from Galactic subhalos has been previously studied by Ref.\textsuperscript{43} and Ref.\textsuperscript{3} using the high-resolution Via Lactea II (VLII) N-body simulation. To date, there has been no clear signal of dark matter annihilations or decays in the outer Galactic halo. There are numerous possible explanations for nondetection in the outer Galactic halo combined with the observed DGE in the Galactic center, including simulated DM structure being inconsistent with the actual Galactic structure, the predicted DM annihilation/decay luminosity from particle physics being overly optimistic, or some misunderstanding of the observational data. Motivated by the range of possible explanations for the diffuse Galactic gamma ray emission, we present a study of various possible Galactic DM contributions to the observed DGE emission. We construct several maps of gamma-ray emission from different DM annihilation/decay scenarios to illustrate how each scenario may offer additional templates to fit the Fermi data. We additionally compared DM annihilation signals in each scenario to the DGE model from the GALPROP code of\textsuperscript{23} in different regions on the sky.

We organize the rest of this chapter as follows: in Section 2.1, we describe different DM annihilation/decay schemes. Our data processing method and $\gamma$-ray generating algorithm
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Figure 2.1: Mollweide projection of DM annihilation flux. From (a) to (f): pure annihilation, annihilation with Sommerfeld enhancement $1/v$ correction, annihilation with Sommerfeld enhancement $1/v^2$ correction, annihilation with $v^2$ correction, annihilation with adiabatic contraction, pure decay. A Gaussian filter with FWHM 0.5° is applied. The flux is normalized such that the host halo has flux unity.

are described in Section 2.2. We show how we add our correction to the normal annihilations/decays in Section 2.3. The all-sky maps results and comparisons to Fermi data for different sky regions are presented in Section 2.4. Conclusions and discussion are presented in Section 2.5.

2.1 Dark Matter Annihilation And Decay

Gamma-rays are one of the final products from DM self-annihilations or decays. In the case of annihilations, the $\gamma$-ray flux (photons cm$^{-2}$ sr$^{-1}$ s$^{-1}$) in a solid angle $d\Omega$ of a given
line-of-sight \((\theta, \phi)\) can be written as

\[
\Psi_{\gamma}(\theta, \phi) \propto \langle \sigma v \rangle \int_{\text{los}} \rho(r)^2 dr,
\]

(2.1)

where \(\langle \sigma v \rangle\) is the velocity-weighted thermal cross section, which is usually treated as a constant, and \(\rho(r)\) is the density of DM at position \(r = r(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)\), and \(r\) is the distance from the DM particle to the observer. In the case of decay, the \(\gamma\)-ray intensity is then proportional to \(\rho\),

\[
\Psi_{\gamma}(\theta, \phi) \propto \frac{1}{\tau} \int_{\text{los}} \rho(r) dr,
\]

(2.2)

where \(\tau\) is the decay lifetime. Eqn-(2.1) and Eqn-(2.2) are usually written as a combination of a particle physics factor \(P\) and an astrophysical factor \(J\), while we combined them as \(\Psi\) to indicate what has been considered in our \(\gamma\)-ray producing code. Since \(\langle \sigma v \rangle\) and \(\tau\) are unknown, the normalization is arbitrary. For a given astrophysical DM distribution, the \(\Psi\) factors given here determine the relative intensity of the predicted flux. Calculating the absolute value of \(\Psi\) requires the absolute value of the particle physics parameters. As shown in several papers,\(^{44,45}\) \(\langle \sigma v \rangle\) is less than \(\sim 10^{-26}\) cm\(^2\)s\(^{-1}\), and particle mass \(M_{\chi}\) varies from 100 GeV to 10 TeV for the case of WIMPs. For our purpose, only the relative intensity is needed. The \(\gamma\)-ray maps in this work are produced from the simulation data (see Section 2.2) by using one of these formulae in addition to possible cross-section correction factors. We consider in total 6 different \(\gamma\)-ray map production scenarios: (a) pure annihilation without any correction factors, assuming \(\langle \sigma v \rangle\) is a constant; (b) annihilation with a Sommerfeld
enhancement of $1/v$ included in the annihilation cross section ($v$ is the relative velocity of the annihilating particles); (c) annihilation with a Sommerfeld enhancement of $1/v^2$, as expected near resonance; (d) annihilation proportional to $v^2$, consistent with $s$-wave channel suppression; (e) adiabatic contraction to the dark matter density profiles, and (f) pure decay, taken to be linear in dark matter density. The correction cases are described in Section 2.3.

2.2 Simulation Data and Map Production Algorithm

The Via Lactea series includes some of the highest resolution collisionless simulations of the assembly of a Milky Way-sized halo. VLI, the first of the series, contains $2 \times 10^8$ DM particles, covering the virial volume and surroundings of a host halo of $M_{200} = 1.77 \times 10^{12} M_\odot$. The host halo and subhalo properties are presented in 46, 47 and 48. For this work, we used the second generation of the simulation series, the VLII run, which has a slightly higher resolution. It employs about 1 billion particles each of mass $4.1 \times 10^6 M_\odot$ to simulate a Milky-Way-sized host halo and its substructures. We extract the roughly $4 \times 10^8$ particles of the $z = 0$ snapshot within $r_{200}$ (402 kpc, the radius where the density is 200 times larger than the critical density $\rho_c$) of the host halo. About $5 \times 10^4$ individual subhalos have been identified in this region. The halos found within $r_{200}$ show considerable self-similarity. An generalized NFW profile fit to the density profile,

$$
\rho(r) = \frac{\rho_s}{\left(\frac{r}{r_s}\right)^\gamma \left[1 + \left(\frac{r}{r_s}\right)^\alpha\right]^{\beta - \alpha}},
$$

(2.3)
Ref.\(^1\) gives best-fitting parameters \(\gamma = 1.24\), \(\alpha = 1\), \(\beta = 4 - \gamma\) and \(r_s = 28.1\) kpc and \(\rho_s = 3.50 \times 10^{-3}\)M\(_\odot\)pc\(^{-3}\). The host halo is not spherically symmetric but is ellipsoidally shaped. The detailed host halo properties can be found in Ref.\(^1\)

To produce the \(\gamma\)-ray maps, we follow Ref.\(^3\) and locate a fiducial “observer” 8 kpc from the host halo center along the intermediate principle axis of the ellipsoid. Given the position of an observer, the density field of each particle can be represented by a Dirac-\(\delta\) function. Eqn-(2.1) and (2.2) can be rewritten as the summation of flux over each particle, i.e. \(\sum_i F_i\). For annihilation, \(F_i \equiv m_i \rho_i / 4\pi r_i^2\); and decay, \(F_i \equiv m_i / 4\pi r_i^2\), where \(r_i\) is the distance from the particle to the observer. To avoid shot noise, we smoothed the particles with a SPH kernel so that each particle is represented by a sphere of radius \(h_i\) instead of a point. The flux \(F_i\), correspondingly, spreads out as a Gaussian on the sky. We computed \(\rho_i\), \(h_i\) and \(\sigma_i\) (the velocity dispersion) by finding the volume encompassing the nearest 32 particles (using the code SMOOTH). The velocity dispersion \(\sigma_i\) is read out simultaneously from this process.

Our final result for the omnidirectional \(\gamma\)-ray signal has been calculated using HEALPIX.\(^49\) We use a NSIDE=512 to model the angular resolution of Fermi-LAT (roughly 0.2°). This is an extremely compute-intensive task, it takes more than 8 hours on a regular CPU to produce a single map with the 400M particles. In order to be able to create the maps involving the different annihilation scenarios and different viewpoints, we have developed a novel GPU-based algorithm.\(^50\)

In this method, we projected \(F_i(\theta, \phi)\) onto two separate tangential planes of the two
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celestial hemispheres using stereographic projection, then remapped these to the final HEALPix projections. We have realized that the problem can be reduced to rendering a projected density profile of a particle, weighted by different factors depending on the physics of the annihilation. As these computations became quite similar to those used in visualization, we were able to implement them in the shader language of OpenGL (Open Graphics Library) on a high-end Nvidia GPU for maximum performance. As a result, we are able to render the projected profiles at a rate of more than 10M particles per second and hence build a map in 24 seconds. This thousand-fold speedup was an essential factor, that enabled us to carry out the large number of numerical experiments needed to complete this paper.

Even with the high resolution of VLII, only a portion of the hierarchal structure of DM clumps is resolvable. In principle, the WIMP DM substructure has mass power all the way down to the mass of the DM kinetic or thermal decoupling scales, of order \( \sim 10^{-6} \text{M}_\odot \). These unresolved structures will boost the final brightness of the \( \gamma \)-ray emission according to the \( \rho^2 \) or \( \rho \) dependence. Detailed studies of the boost factor \( B(M) \) can be found in Ref.\textsuperscript{3,43} However, for the purpose of this paper, we choose to avoid these calculations since the boost factor exists for all cases of \( \gamma \)-ray generation scenarios, and we only care about the relative significance. We note that the Sommerfeld correction we use saturates well within our mass resolution range.
Figure 2.2: The density profile of the host halo and contracted profile. The solid black line is the original density profile of the host halo. After contraction, the profile becomes the long dashed line. The dotted line is the NFW profile with parameters given by Ref.,\textsuperscript{1} with $\gamma = 1.24$, $\alpha = 1$ and $\beta = 1.76$. The dotted dash line is the NFW\textsubscript{C} profile describing the adiabatic contraction with $\gamma = 1.37$, $\alpha = 0.76$ and $\beta = 3.3$. The normalization is chosen such that the intersection point of the contracted and non-contracted profiles are at a density of 1. See text for details.
Figure 2.3: The flux annular profile of different cases. Left panel: the angular profile of 0 – 90° region of the sky maps; right panel: the profile of the zoomed in region of the left panel in the inner 0 – 5°. For legends of lines: solid, pure annihilation; thin dash dotted, annihilation with Sommerfeld enhancement $1/v$ correction; thick dash dotted, annihilation with Sommerfeld enhancement $1/v^2$ correction; dotted, annihilation with $v^2$ correction; thick dashed, annihilation with adiabatic contraction; thin dashed, pure decay. The flux are normalized such that the host halo has flux unity. See text for details.
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2.3 Corrections

2.3.1 Sommerfeld Enhancement

The PAMELA\textsuperscript{20} and AMS-02 results\textsuperscript{51} show a rise in positron fraction at high energy and a hardening of the spectral index, while no proton excesses were found. If this signal were due to annihilation, the standard thermal cross-section \(\langle \sigma v \rangle\) would be too small to simultaneously fit \(e^+e^-\) and avoid proton excesses. To gain a larger cross-section, a force carrier \(\phi\)\textsuperscript{45,52,53} is proposed for mediating the DM particle interaction. This mediator could be a standard model particle or an unknown boson responsible for dark sector forces. Assuming the DM particle is a Majorana or Dirac fermion, such a process is denoted as \(XX \rightarrow \phi\phi\). The Sommerfeld enhancement\textsuperscript{39} can be therefore calculated. For the resonance case (when \(M_X/m_\phi \approx n^2/\alpha\), where \(\alpha\) is the coupling strength, and \(n\) is an integer), this model gives an enhancement of \(S = 1/v^2\) to the cross-section. For the non-resonance case, \(S \approx 1/v\). For \(c/v \approx 1\), \(S \approx 1\). The Sommerfeld cross-section must saturate in a viable model: we take this saturation to be \(\sim 1\) \(\text{km/s}\), above the resolution limit of our simulations. From our point of view, this amounts to a renormalisation that we ignore: it is the profile shape and clumpiness that we care about. The cross-section of DM particle pair annihilation changes significantly over the simulation range caused by velocity changes in different environments, i.e. by a factor \(\sim 10^2\) or more.\textsuperscript{54} In such a case, the subhalos, whose velocity dispersion is less than that of the central halo, light up. For the \(1/v^2\) case, the substructures almost dominate, as shown in Fig-2.1(c).

To calculate an accurate Sommerfeld enhancement value at a given location, one needs
the whole phase-space distribution of each particle. This is not possible for our case using the VLII simulation. We therefore follow Ref. 54 and assume a Boltzmann velocity distribution of the relative velocity $v_{\text{rel}}$:

$$f(v_{\text{rel}}, \sqrt{2/3}\sigma_v) = 4\pi/(2\sqrt{2/3}\pi\sigma_v)^{3/2}v_{\text{rel}}^2\exp[-3v_{\text{rel}}^2/\sigma_v^2]. \quad (2.4)$$

The Sommerfeld enhancement is then given by $S(\sigma_v) = \int f(v, \sqrt{2/3}\sigma_v)S(v)dv$. If $S(v)$ has no saturation, then $S(\sigma_v)$ is then ~ $1/\sigma_v$ for the $1/v$ case and $1/\sigma_v^2$ for the $1/v^2$ case. If one takes into consideration the saturation velocity $v_s$, below which, $S(v)$ no longer increases, we find $S(\sigma_v)$ presents similar properties. We therefore approximate $S(\sigma_v)$ completely by $S(v)$ without losing much accuracy. In our calculation, we calculated $S$ as $1/\sigma_v$ or $1/\sigma_v^2$ when $\sigma_v > v_s$, and as $S(v_s)$ when $\sigma_v < v_s$. Here $\sigma_v$ is the velocity dispersion mentioned in the last section. Fig-2.1 (b) and (c) shows the Sommerfeld enhancement case for the $\gamma$-ray map. To avoid the cross-section blowing up at very low velocity, we applied saturation velocities equal to 1 km/s for the $1/v$ case and 5 km/s for the $1/v^2$ case.

### 2.3.2 P-wave Annihilation

As indicated in the Sommerfeld enhancement case, the relative velocity of particles varies significantly after thermal freeze out. If the cross-section is velocity-dependent, it will either suppress high velocity or low velocity annihilation. Constraints on annihilation processes from CMB and $\gamma$-ray observations could be considerably weakened if the $s$-wave channel were suppressed. $P$-wave annihilations are orders of magnitudes larger than $s$-wave
annihilations at recombination and are an interesting case to be considered. For example, neutralino annihilation could be dominated by the $p$-wave process.\textsuperscript{55} In contrast to the Sommerfeld case, we consider an annihilation case whose $s$-wave process is suppressed. For the annihilation rate, we phenomenologically set $\langle \sigma v \rangle \propto v^{2(n-1)}$, where $n = 1(2)$ for $s$-wave ($p$-wave) annihilation.\textsuperscript{56} Fig-2.1 (d) shows a map from the $p$-wave annihilation with the $s$-wave channel suppressed. More discussion will be given in §2.5.

2.3.3 Baryonic Matter and Adiabatic Contraction

When structure is forming, baryonic matter dissipates its thermal and kinetic energy and falls to the center of the DM halo. The condensation of gas and stars in the inner regions of DM halos will adiabatically contract the DM density distribution and lead to a denser profile in the center. This effect is implied from both theoretical and observational studies.\textsuperscript{57} Adiabatic contraction is generally studied using the standard contraction model (SAC) as introduced by Ref.\textsuperscript{58} However, hydrodynamic simulations show that the contraction is weaker and a modified adiabatic contraction model was introduced in Ref.\textsuperscript{59} We consider the baryonic matter contraction effect only in the host halo, where there is enough baryonic matter to cause the contraction. To simplify the calculation, we follow Ref.\textsuperscript{60} and modify the host halo density profile to be a NFW\textsubscript{c} profile with $\alpha = 0.76$, $\beta = 3.3$, $\gamma = 1.37$ and $r_s = 18.5\text{ kpc}$. To conserve the the total mass of the host halo within $r_{200}$, we use $\rho'_s = 16.83\rho_s$. We convolve a contraction factor $c(r) = \text{NFW}_c(r)/\text{NFW}(r)$ with the density of each particle in the simulation. The mass of each particle is changed accordingly. The contracted density profile and the original profile are shown in Fig-2.2. We normalized the
profile such that the intersection point of the original and the contracted profile is at a
density of 1. We include the NFW and NFW\textsubscript{c} profile in Fig-2.2 as points of comparison.
Although the NFW profile only fits the data well in the outer Galaxy region, the contracted
density profile scales the same way as the NFW\textsubscript{c} does for the NFW profile. Fig-2.1 (e)
shows an annihilation map of the contracted host halo plus uncontracted subhalos.

2.4 All-Sky Maps and Gamma-Ray Signals from Different Sky Regions

The all-sky maps of the six different annihilation/decay scenarios are shown in Fig-
2.1. The normalization is chosen such that the host halo has flux unity. All the maps are
smoothed by a Gaussian kernel with FWHM 0.5\degree. They show significant differences in both
the center halo profile and the relative subhalo flux. Compared to the pure annihilation case
of Fig-2.1a, the $1/v$ and $1/v^2$ Sommerfeld enhancement cases (Fig-2.1b) have considerably
more substructures visible. The $1/v^2$ resonant Sommerfeld enhancement case has the largest
contribution from substructures to the annihilation flux of the six scenarios. For the $p$–wave
annihilation case (Fig-2.1d), the adiabatic contraction case (Fig-2.1e) and pure decay case
(Fig-2.1f), substructures are less visible than in the pure annihilation scenario. The smooth
component also differs for the six scenarios in terms of both the central maximum and the
profile slope, as shown in Fig-2.3. The adiabatic contraction case has a steep central profile
such that the normalization of the total flux overwhelms the relatively small contribution
from substructure. It looks more spherical in the all-sky map because of the assumption
Figure 2.4: Angular profile of different sky regions. Upper left panel: the longitudinal profile of $|b| > 8^\circ$; upper right panel: the longitudinal profile of $|b| \leq 5^\circ$; lower left panel: latitude profile of $|l| \leq 30^\circ$ and lower right panel: latitude profile of $|l| \geq 90^\circ$. For legends of lines: black solid, the DGE model $^{8}Z_{4}^{2}R_{20}^{1}150^{C}5$ from Fermi-data; red dash dotted, pure annihilation; blue dashed, annihilation with $1/v$ correction; green dotted, annihilation with $1/v^2$ correction; solid with “x” symbols, annihilation with adiabatic contraction; magenta solid with “+” symbols, annihilation with $v^2$ correction; cyan solid, pure decay. All profiles are normalized so that they have maximum unity. See text for details.
Figure 2.5: Color map of the $\gamma$-ray flux in the inner $5^\circ \times 5^\circ$ produced by DM annihilation/decay. From (a) to (f): pure annihilation, annihilation with Sommerfeld enhancement $1/v$ correction, annihilation with Sommerfeld enhancement $1/v^2$ correction, annihilation with $v^2$ correction, annihilation with adiabatic contraction, pure decay. The flux are normalized such that the center pixel has flux unity.
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of spherical NFW contraction (Fig-2.1e). Both Sommefeld enhancement cases have a larger central flux than the pure annihilation case due to the distribution of the velocity dispersion. With a $v^2$ dependence, the $p$-wave annihilation case therefore has a flatter central flux profile. The pure decay case has the shallowest all-sky map and radial profile because of the linear $\rho$ dependence.

We compare our results to the Fermi-LAT DGE model.\textsuperscript{23} presented a measurement of the first 21 months of the Fermi-LAT mission and compared a grid of models of DGE emission produced by the GALPROP code. These models incorporate the observed astrophysical distribution of cosmic-ray sources, interstellar gas and radiation fields. They compare the predicted model intensities and spectra with the observations in various sky regions. The models are consistent with the Fermi data in the anti-center regions but underpredict the data in the inner regions of the Galaxy at energies around a few GeV. Their conclusions concerning the discrepancy mainly focused on undetected point sources and cosmic ray spectral index variations throughout the galaxy. Although it is generally accepted that there is an “excess” $\gamma$-ray signal most probably from the Galactic Center, it is still worth considering signals from off-center regions.

In,\textsuperscript{23} various sky regions are taken into consideration for the comparison of models and observations. We take the same sky regions to plot the angular profiles, namely, $|b| > 8^\circ$, $|b| \leq 5^\circ$, $|l| \leq 30^\circ$ and $|l| \geq 90^\circ$. We also show the DGE model in each subplot. This DGE model is based on the GALPROP model $S^Z_4 R_20 T^{150} C_5$. Here we do not make comparisons to models with other choices of parameters. However, since all the models are required to fit the observational data, they show very similar features. In order to get the
total gamma ray flux we integrated over energy, from 50MeV to 800GeV, in the GALPROP model. The results are shown in Fig-2.4. The upper left panel shows the longitudinal profile of the region of the sky with the central $|b| > 8^\circ$ removed, while the upper right panel shows the longitudinal profile of the central $|b| < 5^\circ$ of the Galaxy. In both panels, the DGE signal shows a relatively flat profile compared to the longitudinal profiles of the five annihilation cases. The longitudinal profile of the decay case provides the closest match to the DGE profile of the six scenarios considered here. The lower left panel shows the latitude profiles of the region with $|l| \leq 30^\circ$. Due to the disk component of the Milky Way the DGE signal has a steep central profile that most closely resembles the latitude profile of the pure annihilation case. In the lower right panel, the latitude profiles of the region with $|l| \leq 90^\circ$ removed shows several interesting features. Each of the annihilation/decay cases has a latitude profile with an off-center peak in contrast with the DGE profile. The off-center maximum for the annihilation/decay cases is due to two apparent large subhalos that are also visible in the all-sky maps (Fig-2.1). The variations in the longitudinal and latitude profiles of the annihilation cases are the result of the contribution from the subhalos to the annihilation signal. The contribution from the subhalos is most important for the two Sommerfeld corrected annihilation cases. The longitudinal profile of $1/v^2$ Sommerfeld corrected case in the upper left panel is completely dominated by emission from subhalos.

We take the inner Galactic region into special consideration since it might be a promising region for detecting DM signals. Other works propose alternative astrophysical models for the $\gamma$-ray excess at the Galactic Center, such as unresolved millisecond pulsars.\textsuperscript{6162} strongly disfavor this explanation for both the spatial distribution and spectrum of observed millisecond-
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Figure 2.6: The flux function for different cases. Solid: pure annihilation. Thin dash-dotted: annihilation with Sommerfeld enhancement $1/v$ correction. Thick dash-dotted: annihilation with Sommerfeld enhancement $1/v^2$ correction. Dotted: annihilation with $v^2$ correction. Thick dashed: annihilation with adiabatic contraction. Thin dashed: pure decay. The fluxes are normalized such that the host halo has flux unity. See text for details.

ond pulsars. Assuming that the $\gamma$-ray excess mainly comes from DM decays/annihilations, we show here the predicted flux map (Fig-2.5) and angular profile (Fig-2.3 right panel) of the inner $5^\circ \times 5^\circ$ region of the simulated maps for the different $\gamma$-ray generating cases. The radial profiles in Fig-2.3 right panel are normalized to the total flux of the host halo, as used in the all-sky maps. The flux maps in Fig-2.5 are normalized such that the center pixel has flux unity and the color scale is linear. The Sommerfeld enhanced (Fig-2.5b and Fig-2.5c) cases and adiabatic contraction case (Fig-2.5e) have a more contracted profile than the pure annihilation case (Fig-2.5a). In contrast, the $p-$wave annihilation (Fig-2.5d) and pure decay case (Fig-2.5c) have flatter profiles illustrated by the greater spread in $\gamma$-ray flux over the $5^\circ \times 5^\circ$ region. The six cases of the $\gamma$-ray flux maps of Fig-2.5 show considerable variations and complex asymmetrical contours in the central region. This asymmetry would be absent
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Figure 2.7: The latitude distribution of detected point sources. The detection threshold is chosen such that the maximum number of sources is on the order of 100. Sources are counted in latitude bins of \(10^\circ\). The legend is the same as Fig. 2.6. See text for details.

from simple parameterized model of the the DM annihilation signal from a NFW/cored profile considered previously.\(^{42}\)

\section{2.5 Discussions}

In addition to the diffuse emission, we are able to use our maps to study the point sources from Fermi-LAT. For annihilations, when we add in the Sommerfeld enhancement, the number density of detected small halos increases. For the \(1/v^2\) case, the substructure almost dominates the radiation field other than in the galactic center. Fig-2.6 shows the flux functions of sub-halos for different cases. The flux of the subhalos are calculated by summing over the flux of all pixels inside the halo’s angular radius. All the curves converge at \(F \to 0\) since the total number of sub-halos in the simulation is fixed at \(\sim 10^4\). The curve
CHAPTER 2. THE RADIATION OF DARK MATTER

for the Sommerfeld enhancement $1/v^2$ is much steeper than the other curves, which indicates that the subhalos are brighter than in other models. We further plot the detectable point sources (with angle extending less than $\sim 2^{63}$) in Fig-2.7. Compared to, these curves are shallower than the identified and unidentified sources in the second Fermi-LAT source catalog for the inner region, but are relatively flat at larger latitudes. All of these features imply that observable DM signals could come from off-center subhalos.

In summary, we are not aiming to set new constraints on DM annihilations or decays, but rather to provide possible new templates to fit the DGE data with dark matter models and illustrate the possible range of profiles for plausible models. Compared to a simple assumption that the DM halo has a NFW or an isothermal profile, our results based on the simulation data are more realistic (e.g. Fig-2.2) and include the effects of subhalos. The Galactic central region might be a promising region for detecting a DM signal as recently pointed out by. The various DM maps we present here show significant observational differences when the DM annihilation/decay physics are changed. The morphology of the center region is also asymmetric and complex, and simple analytical templates may fail to match the real signal. There are three key points that we wish to emphasize here.

Firstly, compared to the Fermi DGE result, the annihilation signal, with or without Sommerfeld enhancement, has distinctly different central profiles. The shape of the Fermi excess profile in the Fermi bubble region has recently been used as a means of discriminating dark matter from millisecond pulsar models of the central excess. Our philosophy here is similar but we extend this approach to probing the nature of DM annihilations. We predict different profiles for the alternative dark matter annihilation models. The differences are
especially notable for decaying dark matter, for which the flux profile is very flat.

Secondly, it is clear that some of our models, especially the Sommerfeld cases, provide more bright substructures than are allowed by the observations in terms of unresolved and unidentified point sources. We leave it to others to make detailed comparisons with the data, but our predicted cumulative counts of subhalos should provide the basic template. The $p$–wave annihilation case is a promising model since it removes many of these bright substructures. The model including adiabatic contraction has a similar effect of de-emphasizing the substructure by increasing the contrast between host halo core and the (unadiabatically contracted) subhalos, although the role of adiabatic contraction of the DM in halos remains controversial.

Finally we note that we have not included any spectral signatures, which differ among the various adopted annihilation channels and particle masses: for example the Sommerfeld models require high values for the particle mass ($\sim$ TeV) and hence would be best constrained through observational data at relatively high photons energies.
Chapter 3

Shallower Voids with Warm Dark Matter

This chapter is based on article Yang et al. (2015). It has been long known that the matter of the universe is dominated by DM. There is also overwhelming evidence (e.g.13) showing the existence of dark matter (DM), whose nature is still unknown. Although many direct or indirect detection experiments (e.g.18,69–71) have occurred and are ongoing, no conclusive result has been reported.

For structure formation, the velocity distribution of DM particles plays an important role. In the standard ΛCDM model, the DM is assumed to be entirely cold from the standpoint of structure formation. The velocity dispersion is negligible at the era of matter-radiation equality ($t_{eq}$), and structure formation proceeds in a bottom-up fashion. Smaller
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structures form at first, then larger ones. This model has only a few parameters, that have been determined with high precision. However, several problems remain unsolved on sub-galactic scales. First, the missing satellite problem: simple arguments applied to CDM-only simulations imply that thousands or hundreds of dwarf galaxies are expected in the local group and halo of the Milky Way, however only of order 10 of them were found.\textsuperscript{72,73} Second, CDM predicts concentrated density profiles in the central region, e.g. $r^{-1}$ in the NFW\textsuperscript{40} profile, whereas many studies of galaxy rotation curves have concluded that the density approaches a constant in the core.\textsuperscript{72,74} Third, the number of dwarf galaxies expected in local voids may be less than a CDM model would predict.\textsuperscript{75}

Although better modelling of hydrodynamics and feedback processes may solve these problems (e.g.\textsuperscript{76}), changing the DM itself could also help resolve some of the issues. Warm dark matter (WDM) has been an attractive alternative since the 1980s (e.g.\textsuperscript{77}). Recently, the WDM model has received some interest since it can reproduce all the successful CDM results on large scales, but also solve some small-scale issues. The key feature separating WDM from CDM models is the lack of initial small-scale fluctuations. The WDM has slightly larger velocity dispersion at $t_{eq}$, giving a smoothing of initial fluctuations at a free-streaming length determined by the WDM particle mass. From particle physics, the originally favored WDM candidate was a gravitino (e.g.\textsuperscript{78}); more recently, a sterile neutrino\textsuperscript{79} has gain attention. Both theoretical and numerical studies (e.g.\textsuperscript{80}) have explored WDM models, and observational constraints have been put on the mass of WDM particles. E.g. Ref.\textsuperscript{81} give a lower limit of $m_X = 3.3$ keV from Lyman-α forest data (HIRES data). Other independent studies (e.g.\textsuperscript{82}) also give consistent limits.
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While previous studies on WDM mainly focused on the formation of halos or other dense structures, there has been some work investigating the cosmic web itself. Ref. 83 studied voids in a WDM scenario, but focus on the halo population within them, finding that voids are emptier (of haloes and substructure) with WDM. Below, we study the dark-matter density itself, which follows the opposite trend, growing in density in WDM. Ref. 84 also studied the large-scale-structure traced out by galaxies in a WDM scenario, including a study of galaxy environment. They found that WDM makes very little difference in the usual observables of the galaxy population, when using subhalo abundance matching (SHAM) to identify galaxies. They found that the subhaloes, whose masses are above the mass threshold where halo formation is not substantially disrupted from the loss of power in WDM, are arranged in nearly the same way in WDM and CDM. However, one caveat is of WDM is from hydrodynamic simulations. These simulations indicate that stars may form in filaments instead of haloes if the dark matter is quite warm, 85,86 an issue related to the low “complexity” of dark-matter halo structure in WDM. 87

Voids are large underdense regions, occupying the majority of the volume of the Universe, and are valuable cosmological probes. For example, via the Alcock-Paczynski test, voids serve as a powerful tool to detect the expansion history of the universe (e.g. 88,89). Ref. 90,91 have also proposed voids as a probe of modified gravity. The abundance of voids may be sensitive to initial conditions, 92 hence voids may serve as probes of the early universe as well. Previous work has also looked at voids in the context of WDM. Ref. 93 measured the abundance of mini-voids, which become scarcer in a WDM model. Recently, Ref. 94 detected void lensing at a significance of 13σ, raising hopes for void density-profile mea-
surements using lensing. The few-parameter “universal” form for void density profiles that Ref.\textsuperscript{95} found will likely help in extracting cosmological information from voids.

In this paper, we study how properties of voids in the cosmic web change in a WDM scenario, with different initial power-spectrum attenuations corresponding to different WDM masses. We analyze these simulations with the \textsc{zobov} void-finder\textsuperscript{96} and the \textsc{origami}\textsuperscript{97} filament, wall and halo classifier. This chapter is laid out as follows. In section 2, we introduce our warm dark matter N-body simulations. In section 3, we analyze the full cosmic web of DM in a WDM scenario. In section 4, we introduce our void detection methods and show the void statistical properties. In section 5, we show the distinct features of void density profiles for different warmth settings. We give our conclusions and discussion in section 6.

3.1 Simulations

We simulate both CDM and WDM using the \textsc{gadget-2}\textsuperscript{98} code. We use the Zel’dovich approximation\textsuperscript{99} to impart initial displacements and velocities at redshift $z = 127$ to particles on the initial lattice of $512^3$ particles in a periodic box of size $100 h^{-1} \text{Mpc}$. The initial power spectrum was generated with the \textsc{camb} code,\textsuperscript{100} using vanilla $\Lambda(\text{C})$DM cosmological parameters ($h = 0.7$, $\Omega_M = 0.3$, $\Omega_\Lambda = 0.7$, $\Omega_b = 0.045$, $\sigma_8 = 0.83$, $n_s = 0.96$).

To incorporate the effect of a thermally produced relic WDM particle, we apply the
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following fitting formula to the transfer functions,\textsuperscript{80}

\[ T_{\text{WDM}} = T_{\text{CDM}}(k)[1 + (\alpha k)^2]^{-5.0}, \]  

(3.1)

where the cutoff scale,

\[ \alpha = 0.05 \left( \frac{\Omega_m}{0.4} \right)^{0.15} \left( \frac{h}{0.65} \right)^{1.3} \left( \frac{m_{\text{dm}}}{1\text{keV}} \right)^{-1.15} \left( \frac{1.5}{g_X} \right)^{0.29} \left( h^{-1}\text{Mpc} \right). \]  

(3.2)

Here, \( m_{\text{dm}} \) is the mass of the WDM particle (or the effective sterile neutrino); \( g_X \) is the number of degrees of freedom that the WDM particle contributes to the number density (in our case, \( 3/2 \)). In our set of simulations, we applied \( \alpha = 0, 0.05, 0.1 \) and \( 0.2 \ h^{-1}\text{Mpc} \), corresponding first to CDM, and then to WDM particle masses 1.4, 0.8 and 0.4 keV. Note that these masses of sterile neutrinos are disfavoured by Lyman-\( \alpha \) forest data,\textsuperscript{81} but we adopt them to show the effect of WDM without great computational cost.

Only in the most extreme case of \( 0.2 \ h^{-1}\text{Mpc} \) is \( \alpha \) comparable to the interparticle separation. The reason that differences show up even when \( \alpha \) is below this scale is the broad shape of the attenuation described in Eq. (3.2). Ref.\textsuperscript{80} define a perhaps more meaningful “half-mode” scale radius \( R_s \), via \( T(\pi/R_s) = 1/2 \); this quantity is \( \sim 6\alpha \). We hold \( \sigma_8 \) fixed in the linear power spectrum. This changes the large-scale amplitude, but very slightly since the smoothing kernel acts on scales well below \( 8 h^{-1}\text{Mpc} \).

We emphasize that the differences between CDM and the WDM models would increase
with the mass resolution, because even with “$\alpha = 0$”, there is a cutoff in the initial power spectrum from the interparticle spacing of $0.2 \, h^{-1} \text{ Mpc}$. To illustrate this, we show in Fig. 3.1 the expected minimum density, as a function of resolution, in a $100 \, h^{-1} \text{ Mpc}$ box, for CDM and WDM models. We estimate this as follows. As shown below in Fig. 3.3, the spherical-collapse limit\textsuperscript{101–103}

$$\delta_{\text{sc}} + 1 = [1 - (2/3)\delta_{\text{lin}}]^{-3/2}$$

(3.3)

accurately gives the transformation from linear to non-linear density on the low-density tail. The lowest linear-theory density in the box will be the expected minimum value of a Gaussian in a sample of $N_{\text{cells}} = [(100 \, h^{-1} \text{ Mpc})/c]^3$ cells, where $c$ is the cell size. This is

$$\delta_{\text{lin}}^{\text{min}} = -\sigma(c) \sqrt{2\text{erf}^{-1}(2/N_{\text{cells}})}$$

(3.4)

where $\sigma(c)$ is the linear-theory density dispersion in cells of size $c$. (We approximate $\sigma(c)$ with a spherical top-hat kernel of the same volume as a cubic cell.) As $c$ decreases, the WDM and CDM curves diverge, because $\sigma(c)$ increases in CDM, but not in WDM. The WDM curves do continue to decrease slightly, however, because the number of cells increases.

We have not included the thermal velocity kicks to the individual particles to our simulation, for two reasons. First, particles in the simulation are averages over a statistical ensemble of particles, so it is unclear how to implement the thermal velocity in the initial conditions. Also, this thermal velocity would be negligible for our results. For the $\alpha$ values we use, the RMS velocity distribution is of order 1 km/s,\textsuperscript{104} while typical velocities of
Figure 3.1: The minimum density expected in a $(100 \, h^{-1} \text{Mpc})^3$ volume, as a function of simulation resolution. The four curves show the four cases investigated below: the WDM cut-off scale $\alpha = 0$ (CDM), 0.05, 0.1, and 0.2 $h^{-1}$ Mpc. The cell size is the initial comoving interparticle separation. A dashed line shows the cell size for the resolution used in the simulations used in this work.
particles inside a void are of order 50 km/s at radius around $0.5r_v$.\textsuperscript{95} We do not employ a method to prevent spurious fragmentation in filaments,\textsuperscript{105} because we focus on voids instead of haloes. Spurious fragmentation should only upscatter particles in morphological type, i.e., turning wall particles into filament or halo particles, and filament particles into halo particles. This artificial fragmentation happens in the presence of anisotropy, but should not happen in voids, where even initially anisotropic volume elements grow nearly isotropic with time.\textsuperscript{106}

### 3.2 The Cosmic Web in a WDM Scenario

Fig. 3.2 shows a slice of an LTFE (Lagrangian Tessellation Field Estimator)\textsuperscript{107} density field of the simulation. This estimator makes use of the fact that, under only gravity, the 3D manifold of DM particles evolve in phase space without tearing, conserve phase space volume and preserve connectivity of nearby points. Hence the sheets (or streams) formed by the initial grids are assumed to remain at constant mass in the final snapshot. Using the initial grid position (or the Lagrangian coordinates) of each particle, the density of each stream could be calculated. We implemented an OpenGL code of LTFE to estimate the density field in a time efficient way. The differences of density fields are clear: small-scale structures are smoothed out in the WDM simulations.

Fig. 3.3 shows mass-weighted 1-point PDFs (probability density functions) at $z = 0$ from the simulations, for each $\alpha$. We measured the density at each particle using the Voronoi Tessellation Field Estimator (VTFE).\textsuperscript{108,109} In the VTFE, each particle occupies a
Figure 3.2: LTTE density field slices, showing ln(1 + \(\delta\)). From top left to bottom right: CDM, WDM with \(\alpha = 0.05\ h^{-1}\) Mpc, WDM with \(\alpha = 0.1\ h^{-1}\) Mpc and WDM with \(\alpha = 0.2\ h^{-1}\) Mpc.
Voronoi cell, a locus of space closer to that particle than to any other particle. The density
\[ \delta_{VTFC} + 1 = \langle V \rangle / V \] at a particle is set by the volume \( V \) of its cell. This density measure is in a sense Lagrangian, but only strictly so without multi-streaming.

At \( \alpha = 0 \), this mass-weighted PDF shows two clear peaks, noted by Ref.\(^96\). It was already clear that the higher-density peak, a roughly lognormal peak at \( \delta \approx e^{6-7} \approx 1000 \), comes from halo particles. Ref.\(^97\) firmly established this halo origin by classifying particles with the origami algorithm, into void (single-stream), wall, filament, and halo morphologies. This algorithm counts the number of orthogonal axes along which a particle has been crossed by any other particle, comparing the initial and final conditions.

For \( \alpha = 0 \), the lumpy shape of the total PDF at low densities already suggests that there may be more than 2 components. As \( \alpha \) increases, however, an intermediate wall+filament peak becomes unmistakable: the visual impression from the density-field maps that a greater fraction of the matter is in walls and filaments is obvious in the total PDF as well. Again, the origami classification confirms this picture. As the WDM mass increases, particles move from low to high densities and morphologies, through the different peaks. A similar effect happens as a function of simulation resolution in CDM: at higher resolution (smaller interparticle separation), the fraction of halo particles increases and fraction of void particles decreases. However, no obvious intermediate wall+filament peak appears in the total CDM PDF.\(^{110}\) The fractions of particles in walls and filaments remain about constant, with most of the change in particle morphologies appearing in the void and halo peaks. There is a change in the mean log-densities of the wall and filament peaks, however; while a substantial fraction of wall particles have \( \delta < 0 \) with CDM, note that only the end of the wall tail has
Figure 3.3: PDFs of particle densities for the four simulations. A distinctive peak arises from filament and wall particles at middling densities in a WDM scenario. The V, W, F, and H curves add up to the total: they separate out void, filament, wall, and halo particles, with crossings along 0, 1, 2, and 3 orthogonal axes. $\alpha = 0$ corresponds to CDM; as $\alpha$ increases, the WDM becomes warmer. In this mass-weighted PDF, each particle (Lagrangian element of initial spacing $0.2\, h^{-1}\,\text{Mpc}$) enters once. The dashed magenta curve shows the expression in Eq. (3.5).
CHAPTER 3. SHALLOWER VOIDS WITH WARM DARK MATTER

Figure 3.4: \( z = 0 \) Voronoi particle densities \( \ln(1 + \delta) \) on a 2D Lagrangian sheet, with one particle per \( 0.2 \, h^{-1} \) Mpc comoving Lagrangian pixel. Each panel shows a 2D, \( 256^2 \) slice, a quadrant of a full \( 512^2 \) slice.

\( \delta < 0 \) when \( \alpha = 0.2 \).

We note that this complicated PDF shape is likely poorly constrained by its first few moments, certainly not the moments of the overdensity \( \delta \), and likely not even the log-density \( \ln(\delta + 1) \), the \( x \)-axis of the plot (e.g.\(^\text{111,112}\)). This is a case in which analyzing the instead of the first few moments would be prudent (e.g.\(^\text{113,114}\)).

Also plotted is a successful analytic expression for the distribution of void-particle densities,\(^\text{102,103}\) derived from a low-\( \Omega_M \) limit (especially valid for voids) to the evolution of an average mass element.\(^\text{101}\) The PDF of the log-density \( A \equiv \ln(1 + \delta) \) is

\[
P(A) = f_{\text{void}} \exp\left[ -\frac{2}{3} A - \frac{(3/2)^2}{2\sigma^2} (e^{- (2/3)A} - 1)^2 \right] \sqrt{\frac{2\pi}{2\sigma^2}},
\]

(3.5)

where \( \sigma^2 \) is the linearly-extrapolated initial variance in cells of size the initial interparticle spacing. \( f_{\text{void}} \) is the fraction of void, single-stream particles, as measured by ORIGAMI. \( \sigma^2 \) is the variance in spheres of radius \( L/N/(4\pi/3)^{1/3} \) (where \( L = 100 \, h^{-1} \) Mpc is the box size, and \( N = 512 \)) as calculated from a CAMB linear power spectrum at \( z = 0 \), truncating the power spectrum to zero at \( k > \pi/(L/N) \).

In Figs. 3.4 and 3.5, Lagrangian-space density maps show where these various density regimes appear in the cosmic web. Here, each pixel represents a particle, arranged on its initial lattice. In Fig. 3.5, wart-like blobs within black contours are haloes; these contract
Figure 3.5: Same as Fig. 3.4, with origami morphologies added: black, red, and white contours separate void, wall, filament, and halo particle morphologies.
substantially in the mapping to comoving $z = 0$ Eulerian space. The regions within white contours are void regions, which expand in comoving coordinates and come to fill most of the space; see\textsuperscript{97} for more detail and an alternative plotting method.

Regarding the topology of the void region, an increase in $\alpha$ decreases the amount of stream-crossing. At high $\alpha$, even though filaments and walls become more evident visually in the density field, the decreased stream-crossing makes the percolation of the void region even more obvious than in CDM.\textsuperscript{110} Even in the 2D Lagrangian slice in Fig. 3.5, the void region obviously does pinch off into idealized convex voids (e.g.\textsuperscript{115,116}).

### 3.3 Void Detection and Properties

\textsc{zobov} first uses a Voronoi tessellation to get the density of each particle. After that, it uses each local density minimum as a seed and groups other particles around it using the watershed algorithm, forming a “zone”, regions with a density and a ridge. These zones are combined into larger parent voids using essentially another application of the watershed algorithm, giving a hierarchy of subvoids.

In the default “parameter-free” algorithm output, the whole field is a single large super-void with many levels of sub-voids, which is difficult to use directly. We therefore required the zones added to a void to have core density less than $\bar{\rho}$, the mean density of the simulation. \textsc{zobov} measures the statistical significance of voids, compared to a Poisson process. The probability a void is real depends on the density contrast, defined as the ratio of the minimum density on the ridge separating the void from another void to the void’s minimum density.
density. To focus on voids with low discreteness effects, we analyze voids with significance larger than $3\sigma$ according to this density contrast criterion and measure their properties. We found about 7600, 6700, 3900, and 1400 voids for the 4 simulations. Consistently with the results of Ref.,\textsuperscript{93} the number of voids decreases as the cut-off scale increases. Compared to,\textsuperscript{95} our much higher mass resolution (compared to their sparse-sampling to better approximate a galaxy sample) allows much smaller voids to be detected in the matter field. We acknowledge that these smallest structures would likely not show up in a galaxy survey unless it was extremely deep. Even then, small voids may be smeared out by redshift-space distortions. However, some of these small (sub)voids would be in low-density regions, with smaller redshift-space distortions smearing them out. And also, we emphasize that many of these small void cores, at low sampling, would also likely be centers of larger, parent voids, that are not necessarily included in our pruned catalog.

Comparing to Ref.,\textsuperscript{117,118} which considered the hierarchical structure of voids in different levels of smoothing, we do not explicitly take out the sub-voids in each level of the hierarchy but use their effective sizes to characterize them. Apparently, larger voids show up in lower levels of the hierarchy tree. Fig. 3.6 shows distributions of void effective radius, $r_{\text{eff}}$, defined via $V_r = 4\pi/3r_{\text{eff}}^3$. The size of the voids in our simulations peaks roughly at $2\,h^{-1}\text{Mpc}$, and shifts slightly outward at high $\alpha$ (moving to WDM). The abundances of voids around the interparticle spacing, $0.2\,h^{-1}\text{Mpc}$, are very sensitive to discreteness noise. Thus, we truncate each plot on the left at twice the mean particle separation, at $\sim 0.4\,h^{-1}\text{Mpc}$.

In the right tails ($r_{\text{eff}} \gtrsim 3\,\text{Mpc}$) of Fig. 3.6, there are more large voids in a WDM scenario, but not dramatically so. This may depend more on the void definition than
Figure 3.6: The void radius $r_{\text{eff}}$ distribution for different dark matter models.
Figure 3.7: The void core density distribution for different dark matter models.
the distribution of core densities, however, since the reported radius of a void obviously depends crucially on where its boundary is drawn. While at radius $\gtrsim 1\text{Mpc}$, the abundance depression on the left and increasing at the right of the figure clearly shows the effect that sub-structures in larger voids have been suppressed. Fig. 3.7 shows the minimum “core” Voronoi density distribution for voids and sub-voids (in units of the mean density $\bar{\rho}$). It shows that the centers of voids become shallower in WDM. This is a simple physical effect: in WDM, the initial density PDF on the scale of the interparticle spacing is narrower than in CDM, because of the small-scale attenuation. This results in a narrower particle density distribution at $z = 0$, as shown in Sec. 3. In particular, density minima, in the low-density tail, increase in density.
Figure 3.9: Void density profiles measured and scaled with $r_{\text{eff}}$. The origin is the density minimum of each void. The left panel shows voids in the 1-5 $h^{-1}$ Mpc radius bin; the right panel shows results from 5-10 $h^{-1}$ Mpc voids. Error bars show the 2σ error, dividing by $\sqrt{N}$, where $N$ is the number of stacked voids.

Figure 3.10: Void density profiles as in Fig. 3.9, except scaled with $r_{0.2}$. The left panel shows the voids in the 0.5–1.0 $h^{-1}$ Mpc radius bin; the right panel shows the 1.0–3.0 $h^{-1}$ Mpc bin.

Figure 3.11: Void density profiles as in Fig. 3.10, except using void volume centroids as centers.
3.4 Density profiles

We take special interest in void density profiles, as they have been measured by several different authors recently.\textsuperscript{94,95,119–121} We show density profiles in Fig. 3.9. As found by Ref.,\textsuperscript{95} smaller voids are, on average, deeper.

Our voids are mostly in the radius range 1-10 $h^{-1}$ Mpc. We divide the voids into two bins of effective radius, 1-5 and 5-10 $h^{-1}$ Mpc. We measure the density profiles starting from void centers using linear radial bins. For radial bin $[r, r + \Delta r)$, the density is simply $3N_r/4\pi[(r + \Delta r)^3 - r^3]$ where $N_r$ is the number of particles detected in this bin. We investigate two definitions of the center: a) the actual density minimum of the void, as measured by the VTFE; and b) the volume centroid of the void, defined as $\sum x_i V_i / \sum V_i$, where $x_i$ is the position of particle $i$ belonging to the void, and $V_i$ is the Voronoi volume of that particle. The volume centroid would be easier to locate observationally than the density minimum. These profiles are further scaled by different radii $r_s$ (i.e. $r_{\text{eff}}$ or $r_{0.2}$) using linear interpolation. Note that for the profiles starting from the density minimum, the Voronoi tessellation always guarantees a particle in the center, and hence a spike. We remove the central bin to remove such an artificial spike. Error bars of each data bin were measured using the standard deviation divided by $\sqrt{N}$, where $N$ is the number of profiles stacked. The error bars shown in this paper are all 2-\(\sigma\) errors.

Since the voids detected by ZOBOV are highly irregular in shape, ZOBOV’s effective radius may not be the most meaningful radius measure in all cases. We visually check the voids and found that most of the irregularities are in the noisy edges of the voids. We therefore
define a radius \( r_{0.2} \) for voids such that at this point the average density encompassed is 0.2\( \bar{\rho} \), following Ref.\textsuperscript{122} The distribution of \( r_{0.2} \) is shown in Fig. 3.8. \( r_{0.2} \) was typically from 0.5 – 3 \( h^{-1} \) Mpc. The distribution of voids of \( r_{0.2} \gtrsim 0.5 \ h^{-1} \) Mpc shows similar features as does \( r_{\text{eff}} \) due to the small scale suppression effect of WDM. Note that the number of small voids, with \( r_{0.2} \lesssim 0.8 \ h^{-1} \) Mpc, is curiously higher in WDM than in CDM. For these poorly-resolved small voids, suppose WDM voids are simply shallower versions of CDM voids. The WDM voids will tend to have smaller \( r_{0.2} \), since, starting from a higher density minimum, a sphere needs not go out as far to reach an enclosed density of 0.2\( \bar{\rho} \). Again we use the core particle as the center, scaled the void profiles measured by shell bins by \( r_{0.2} \), and stacked them, shown in Fig. 3.10. The central densities are quite similar across different voids. Note that \( r_{0.2} \) is typically 2-3 times smaller than \( r_{\text{eff}} \). This is surprisingly large, but may be the effect of including the full, generally irregularly shaped, density ridges around voids. As discussed in Ref.,\textsuperscript{122} choosing a different definition of void size simply moves voids among radius bins, but does not change their total abundance.

The shallowing of the density profile in central bins is entirely unsurprising if the profiles are measured from density minima; this follows almost trivially from the increase in density minima. Less obvious is the behaviour of void profiles as measured from their volume centroids. The profile from the volume centroid is more observationally relevant, because there is some hope of inferring it from a dense galaxy sample, while locating a 3D density minimum would be quite difficult. In Fig. 3.11, we show density profiles measured in the same way as before, except from the volume centroids using the Voronoi volumes of all particles reported in the zobov void. These profiles are scaled by \( r_{0.2} \) and stacked in the
same radius bins as in the previous case. As previously, we tried to use \( r_{\text{eff}} \) to scale and stack, but in highly noisy profiles. The reason is the same: the shapes of the voids become irregular when their sizes are small, and there is some randomness in whether part of a density ridge is included or not, so the \textit{ZOBOV} effective radius can be noisy.

Either scaling the profile with \( r_{0.2} \) or \( r_{\text{eff}} \), the density profiles show some universalities – the central part of the profile is relatively stable. For different DM settings, the center part of the profiles is clearly different. While the profiles when scaling by \( r_{0.2} \) are less noisy than those scaled by \( r_{\text{eff}} \), the profiles’ shapes are similar in both cases. It is reassuring that the results hold whether the volume centroid or the density minimum is used to measure the density profile.

In most previous profile studies, people use the effective radius \( r_{\text{eff}} \) to scale the density profile and get universal profiles – a relatively flat central plateau, a sharp edge and a compensated wall, tending to unity faraway. We argue that using \( r_{0.2} \), the radius at which the mean enclosed density reaches 0.2, as a scaling constant to find small void profiles is better. The void wall radius deviates from \( r_{\text{eff}} \) significantly with non-spherical shapes, while \( r_{0.2} \) characterizes every void in the context of a spherical-evolution model. If the voids are self-similar, as stated in\(^{120} \), \( r_{0.2} \) surely returns more consistent profiles. This is indeed shown in Fig. 3.10 and Fig. 3.11. Since the slope of profiles is apparently the largest at \( r \approx r_{0.2} \), a lensing measurement would be most sensitive if using this definition.
3.5 Conclusion and Discussion

We measure statistics and density profiles of voids in different dark matter settings, namely CDM, and WDM with characteristic scales $\alpha = 0.05, 0.1$ and $0.2\ h^{-1}\text{Mpc}$. In summary, the voids in WDM are shallower. WDM voids also tend to be larger, although this effect depends somewhat on the void definition. The number of statistically significant voids is also smaller in WDM simulations. The main question this paper poses is whether void density profiles can be used to detect WDM, or some other process that attenuates initial small-scale power. Our answer is yes, in principle.

One advantage of using voids rather than high-density regions is that the structure of voids is much less sensitive to baryonic physics than in high-density regions. This is because matter in voids undergoes no stream-crossing on cosmological scales (e.g.\cite{110}). Substantial differences between dark-matter and baryonic physics are only expected when streams collide; in collisionless dark matter, the streams pass through each other, while streams of gas collide, e.g. forming shocks.

However, it is quite difficult to constrain matter density profiles observationally, even if the voids themselves can be located using galaxies or other tracers, which becomes tricky at small radius because of issues such as redshift-space distortions. Lensing could be used to constrain density profiles, as shown in\cite{94}. However, lensing is only sensitive to the gradient of the surface density, which becomes zero at the very centre of the void. Fortunately, our results do show a difference in the density gradient in different WDM scenarios. Another possible probe is the integrated Sachs-Wolfe effect (e.g.\cite{123}), usefully sensitive to the poten-
tial, although that measure is difficult to detect for small voids because of the dominant
primordial CMB. But there are other probes of the potential through voids, such as in
fluctuations in the cosmic expansion rate as measured with supernovae. Another aspect of
voids that we did not measure, but would also be sensitive to matter density profiles, is the
velocity field within voids; perhaps very faint tracers such as absorption lines can be used
to constrain these (e.g.\textsuperscript{124}). Another possible direction to constrain WDM is through the
properties of filaments and perhaps walls in WDM, which we quantitatively showed become
more prominent; however, we leave a detailed study of their properties such as density
profiles to future work.
Chapter 4

Response of Power Spectra to Initial Spikes in CDM Regime

This chapter is based on Neyrinck & Yang (2013).\textsuperscript{125}

Fluctuations in the present-epoch cosmic density field are rich in cosmological information. However, even for the theoretically straightforward real-space dark-matter field, the relation between the initial and final fluctuations is obscure on small scales. In the usual overdensity $\delta = \rho/\bar{\rho} - 1$, the shape of the power spectrum departs substantially from linear theory on small scales. A further obstacle to inferring initial information is the substantial covariance which arises in the $\delta$ power spectrum on small scales.$^{126}$ This covariance greatly reduces the Fisher information, i.e. increases error bars on cosmological parameters observable in principle.$^{127-130}$
Fortunately, much of this apparently lost Fisher information can be recovered using a local 1-point probability density function (PDF) Gaussianizing transform, such as a logarithm or rank-order-Gaussianization.\textsuperscript{131–134} These Fisher analyses used measurements of final-conditions covariances in the power spectrum, which are related to the independent degrees of freedom resident there, but not directly to the initial degrees of freedom.

In this Letter, we explicitly track these initial degrees of freedom, in an N-body experiment in which we observe the results of ‘ringing’ the initial density field with initial power-spectrum spikes at different wavenumbers. This quantifies the ‘memory’ of initial conditions (ICs) in the final field, but differently than the propagator,\textsuperscript{135} which can be thought of as a cross-correlation of a mode’s amplitude and phase in the initial and final conditions. Information in an initial mode gets deposited in larger or smaller-scale modes, but does not disappear, as a naive interpretation of a vanishing propagator might suggest.

We measure the response in the power spectra of a few transformed fields: $e^{-(1+\delta)}$, the log-density $\ln(1 + \delta)$; the rank-order-Gaussianized density $\text{Gauss}(\delta)$; and the reciprocal-density $\frac{1}{1+\delta}$. The ‘Gauss’ function is an increasing function, depending on the PDF of its argument, whose result has a Gaussian PDF. Explicitly, $\text{Gauss}(\delta) = \sqrt{2}\sigma\text{erf}^{-1}(2f_{<\delta} - 1 + 1/N)$, where $f_{<\delta}$ is the fraction of cells less-dense than $\delta$, $\sigma$ is the standard deviation of the Gaussian that $\delta$’s PDF is mapped onto, and $N$ is the number of cells. Below, we set $\sigma = \sqrt{\text{Var}[\ln(1 + \delta)]}$. So $\text{Gauss}(\delta)$ is essentially $\ln(1 + \delta)$ with its skewness removed.

These transformations increasingly emphasize low-density regions, where the initial fluctuations are the most pristine. We expect the different effective weightings provided by
the transformations to affect the way power migrates in scale as structure forms. Ref.\textsuperscript{136} showed analytically using the Zel’dovich approximation\textsuperscript{99} that the baryon acoustic (BAO) peak location in the correlation function changes if a transform is applied to the field, based on the density regimes that the transform emphasizes. In $\delta$, $\ln(1 + \delta)$, and $\frac{1}{1+\delta}$, the BAO peak location is slightly biased inward, nearly unbiased, and biased outward compared to linear theory. The present Letter carries these results to general power-spectrum features.

We investigate these particular transformations for various reasons. In a lognormal,\textsuperscript{137} or nearly lognormal field, two-point statistics of the log-density capture a much greater fraction of the Fisher information in the field than those of $\delta$.\textsuperscript{111,112,131} Forcing the one-point moments to zero, as Gaussianization does, generally decreases higher-order multi-point correlations as well, and allows two-point statistics to more effectively capture the information in a field. Also, the power spectrum of the log-density and Gaussianized density have an intriguingly nearly-linear shape, which this study addresses. $\frac{1}{1+\delta}$ is of some theoretical interest, being a simple quantity in a Lagrangian framework (just the Jacobian of the deformation tensor); also, it is rather insensitive to multistreaming, which only further suppresses high-density regions. We investigate $e^{-(1+\delta)}$ because of its relevance to Ly-$\alpha$-forest measurements; from a dark-matter simulation, it gives the flux, in the (poor) approximation that neutral hydrogen follows dark matter. It is of interest in the study of density transforms, since Gaussianization\textsuperscript{138} was tried in Ly-$\alpha$-forest studies,\textsuperscript{139} but later works skipped that step (e.g.\textsuperscript{140}). Without noise, Gauss($\delta$) = $-\text{Gauss}(e^{-(1+\delta)})$, so comparing the results of these two transformations is a test of Gaussianization’s usefulness in Ly-$\alpha$ studies.

In Section 4.1, we describe the simulation suites and other techniques. In Section 4.2,
we give our main results. In Section 4.3, we explain a crude toy model that qualitatively captures the migration of power in Gaussianized-density power spectra. In Section 4.4, we discuss estimating practical power-spectrum covariance matrices and Fisher information from these results.

4.1 Methods

We ran three ensembles of 24 simulations: one ‘control’ simulation without initial power-spectrum spikes, and 23 simulations with spikes, each in a different power-spectrum bin. Previous numerical experiments have been run in which some Fourier modes are kept fixed, and others are changed (e.g.141–144). Our simulations, run using GADGET2,98 each have $256^3$ particles in a $256 h^{-1}$ Mpc box, and ICs generated using the ZA at redshift $z = 127$. The simulations used vanilla ΛCDM cosmological parameters: $(h, \Omega_b, \Omega_{cdm}, \Omega_{\Lambda}, \sigma_8, n_s) = (0.73, 0.045, 0.205, 0.75, 0.8, 1)$. Each spike was inserted by multiplying the mode amplitudes in the corresponding bin by $\sqrt{2}$, holding all other aspects of the ICs fixed. As usual, each initial mode’s phase is random and uncorrelated to other phases. However, to avoid possible effects from spikes that arise randomly from cosmic variance, the amplitude of each initial mode at $k$ is set to exactly $\sqrt{P(k)}$. So, the only difference between the three ensembles is in their sets of random phases. Because Fourier amplitudes are not drawn from a Rayleigh distribution as usual, some higher-order statistics within each box may be suppressed, but the simulations are suitable for their intended purpose, to track power migration.

On the scales investigated, $P_\delta \gg 1/n$, the $P_\delta$ shot noise. For the $\delta$ analysis, we use
Figure 4.1: Plots of the transformed density-field slices from simulations used. The width of each panel is $128 \, h^{-1} \, \text{Mpc}$, half the box size, and the pixel size is $1 \, h^{-1} \, \text{Mpc}$. The Lagrangian-tessellation density estimate allows accurate density estimates deep within voids, with suppressed particle-discreteness effects compared to other methods.
a cloud-in-cell (CIC) density assignment on a 256³ grid. The largest wavenumber plotted is that where power spectra estimated with a nearest-grid-point (NGP) method departs noticeably from the CIC power spectra.

However, for ln(1 + δ), Gauss(δ), and especially $\frac{1}{1+\delta}$, care is required in density estimation because of sensitivity to low-density regions. The results also depend somewhat on the cell size to which the transforms are applied; here, we use 1 $h^{-1}$ Mpc cells. We use what we call the Lagrangian Tessellation Field Estimator (LTFE), referencing the Delaunay and Voronoi Tessellation Field Estimators (DTFE, VTFE), which use Eulerian tessellations. Fig. 4.1 shows transformed-density slices measured this way, from our simulations. The Lagrangian tessellation has a more physical meaning than the Eulerian tessellations, although it has the drawback that it requires knowledge of the ICs, and thus cannot directly be applied to observations. In the LTFE, particles are treated not as mass blobs, but as vertices on a dark-matter sheet (see also). For most purposes, and especially for low densities, this approximation is better than treating them as mass blobs, since a physical dark-matter particle is dozens of orders of magnitude lighter than a simulation ‘particle.’

Lagrangian space is tessellated into tetrahedra according to the initial cubic particle lattice. Matter is uniformly deposited into tetrahedra, which often overlap in high-density regions where streams cross. No pixel is empty, since for each position, there is at least one tetrahedron that gets stretched across it. This method reveals fluctuations in low-density regions that would be difficult to see using a more naive density-estimation method. Much higher mass resolution would be necessary to measure $P_{1/(1+\delta)}$ using CIC.

Ideally, the LTFE would be computed in our cubic cells by computing the intersections
of tetrahedra with each cubic cell. However, for speed, we instead sample the density on a cubic lattice of points. For each tetrahedron enclosing a given lattice point, we add densities inversely proportional to the tetrahedron’s volume. To reduce the noise from this point-sampling, each grid point comes from an eightfold density super-sampling; the density is measured on a $512^3$ grid, which we then average down to a $256^3$ grid. Even so, the process requires much more computation than e.g. CIC, so we implemented a fast GPU code employing CUDA technology.

4.2 Results

Fig. 4.2 shows various power spectra at $z = 0$ from one ensemble of spiked simulations. Also shown is the initial density field used to generate the ICs, $P_{\text{init}}$. At large scales, initial spikes are preserved in each power spectrum. But on small scales, each power spectrum behaves differently. At $k \sim 1 \, h \, \text{Mpc}^{-1}$, the initial scales dominating $P_{\delta}$ correspond to the green color (larger scales), while the initial scales dominating $P_{1/(1+\delta)}$ correspond to violet (smaller scales).

Figs. 4.3 and 4.4 show the linear-response matrix

$$G_{ij} = \frac{\partial \ln P(k_i)}{\partial \ln P_{\text{init}}(k_j)}. \quad (4.1)$$

We use three ensembles of simulations to lower the realization-to-realization variance in the measured $G_{ij}$, which is typically at the $\sim 10\%$ level, depending on scale. Fixing all mode
Figure 4.2: From top to bottom, $z = 0$ power spectra from initial-spike simulations of various transformed-density power spectra, along with the spiked initial conditions at $z = 127$. Power spectra are rainbow-colored according to the wavelength of their initial spike, from short (violet) to long (red). $P_{1/(1+\delta)}$ is divided by $10^3$ for clarity. $P_{\text{Gauss}(\delta)}$, investigated below, is omitted because it is almost indistinguishable from $P_{\ln(1+\delta)}$. 
amplitudes to their ensemble-mean values reduces this variance, but differences in random phases still produce fluctuations. The reported value of each $G_{ij}$ matrix element is the median among the three ensembles.

In $\delta$, the migration of power is qualitatively as in Ref.\textsuperscript{147} and Ref.\textsuperscript{148} power moves from large to small scales. However, a fixed initial scale does not migrate to a fixed non-linear scale. Translinear ($k \sim 0.3 \, h \, \text{Mpc}^{-1}$) initial scales end up smeared over a wide range of smaller scales. The result is that small ($k \sim 1 \, h \, \text{Mpc}^{-1}$) final scales are dominated by translinear initial modes, and are insensitive to initial power at their own comoving wavenumber. Indeed, initial power inserted at $k \sim 1 \, h \, \text{Mpc}^{-1}$ hardly affects $P_\delta$ over the scales measured, although it might show up at smaller scales in higher-resolution simulations. Black curves show an approximation of the $z = 0$ density propagator, a Gaussian with $\sigma_k = 0.2 \, h \, \text{Mpc}^{-1}$ (CS06). The propagator is a cross-correlation of modes in the initial and final conditions, sensitive to both amplitudes and phases, and, as expected, it follows $G_{ij}^\delta$'s diagonal quite well.

In $\ln(1 + \delta)$ and Gauss($\delta$), the behavior is different. Power spreads out, moving not just from large to small scales, but vice-versa, rather symmetrically. This makes sense: $P_\delta$ is mostly sensitive to high-density regions, where fluctuations have contracted. $P_{\ln(1+\delta)}$ and $P_{\text{Gauss(}\delta\text{)}}$, on the other hand, are sensitive to dense regions, but also to low-density regions, where fluctuations have expanded. In fact, initial peaks migrate to a bit larger scales than they were initially (visible as slight upturns in Fig. 4.4). There are a couple of possible reasons for this upturn: underdense regions, even if equal by mass, dominate by volume. Also, in overdense regions, many fluctuations completely collapse, perhaps leaving
Figure 4.3: Plots of the matrix $G_{ij}$, defined in Eq. (4.1), showing the response of final-conditions power spectra to initial spikes. The spikes in the initial conditions are shown with dotted curves, rainbow-colored from red to violet going from low to high frequency. Corresponding power spectra of final-conditions simulations appear as solid curves. From top to bottom, the final-conditions resting place of a moderate-scale (e.g. green) spike moves from small to large scales, as each transformation increasingly emphasizes underdense regions. For clarity, power spectra from only odd-numbered spikes are shown. The ‘model’ is a toy model of power spreading based on a local spherical collapse or expansion of volume elements, given in Eq. (4.4). The black curves show the density propagator (CS06).
Figure 4.4: $G_{ij}$'s as in Fig. 4.3, shown in matrix form.
no clear signal in the power spectrum. In underdense final regions, however, almost all fluctuations remain, stretched-out compared to the ICs. Indeed, in the $\frac{1}{1+\delta}$ field, in which underdense regions receive almost all weight, the high value of $G_{ij}^{1/(1+\delta)}$ above the diagonal indicates this comoving expansion of fluctuations. This explicitly confirms the magnifying effect (AS13$^{117}$) that voids have on initially small scales.

Going from $\delta$ down to $\frac{1}{1+\delta}$ in Fig. 4.3, the sensitivity to small-scale initial power increases substantially. In the transformed fields, although each individual final mode still retains little memory of its initial phase and amplitude, as quantified by the propagator,$^{149}$ small-scale spikes do leave behind obvious bumps at approximately their initial scale. There is a tradeoff on large scales, though: diagonal entries decrease slightly, and off-diagonal terms fluctuate increasingly from zero. Large-scale modes, exceeding the scales of typical displacements, are fixed in $P_\delta$ by mass conservation, but after a transformation, this is no longer assured, so some fluctuations in large-scale mode amplitudes occur. However, there seems to be no systematic trend in these fluctuations; averaging over many realizations of phases, it seems that these off-diagonal elements would average to zero.

4.3 Toy model for power spreading

A toy model of $G_{ij}^{\text{Gauss}(\delta)}$ based on Lagrangian dynamics captures its behavior qualitatively. The model, which does not explicitly consider the Gaussianization process, is that initial fluctuations expand or contract according to the local density, and that the final $P_{\text{Gauss}(\delta)}$ manages to pick up every fluctuation at the scales where it has expanded or con-
tracted in final conditions. In reality, some initial fluctuations collapse, or otherwise escape
detection by $P_{\text{Gauss}(\delta)}$, but the approximation here is that they do not.

Consider fluctuations imprinted on initial pixels of equal Lagrangian size that expand
or contract according to the local density. In the ZA, $\nabla_q \cdot \Psi = -\delta_{\text{lin}}$, where $\Psi = x - q$ is the
Lagrangian displacement field, and $\delta_{\text{lin}}$ is the linearly extrapolated initial density. Approx-
imating each pixel’s expansion or contraction as isotropic, with Lagrangian displacement-
divergence ‘stretching’ parameter $\psi \equiv \nabla_q \cdot \Psi$, each of its 3 dimensions will scale by a factor
$1 + \psi/3$. On logarithmic plots such as Figs. 4.3 and 4.4, a fluctuation occupying pixels
that stretch in such a way gets shifted by $s \equiv -\ln(1 + \psi/3)$, the minus sign because of the
reciprocal from working in Fourier space.

A Gaussian PDF of $\psi$, with variance $\sigma$, can be transformed into a mass-weighted
(Lagrangian volume) PDF of $s$ in the ZA:

$$P(s) = P(\psi) \left| \frac{d\psi}{ds} \right| = \frac{3 \exp \left[ -\frac{(3e^{-s} - 1)^2}{2\sigma^2} - s \right]}{\sqrt{2\pi\sigma^2}}, \quad (4.2)$$

where $P$ denotes a probability distribution.

Alternatively, a spherical-collapse approximation can be used for the behavior of $\psi$,
where $\psi_z$ is its ZA value,$^{103,150}$

$$\psi_{sc} = 3 \left[ \left( 1 + \frac{2}{3} \psi_z \right)^{1/2} - 1 \right]. \quad (4.3)$$

This uses an approximation for the evolution of a volume element found by Ref.,$^{101}$ valid
in the limit of low matter density. It gives the following distribution of $s$:

$$
P(s) = \frac{(3/2) \exp \left[ -\frac{(3/2)(e^{-2s} - 1)^2}{(2\sigma^2)} - 2s \right]}{\sqrt{2\pi \sigma^2}}^{(4.4)}
$$

Both Eqs. (4.2) and (4.4) can be approximated by a Gaussian of dispersion $\sigma/3$ for small $\sigma$.

The final panels of Figs. 4.3 and 4.4 show $G_{ij}$ in this model. The assumption is that Eq. (4.4) gives the shapes of the curves into which spikes broaden in Fig. 4.3. Each $j$ row is normalized so that all initial fluctuations contribute to some final wavenumber, i.e. so that for all $j$, $\Sigma_i G_{ij}^{\text{Model}} = 1$. Physically, this would describe $G_{ij}$ for a density variable that manages to capture all Lagrangian volumes, both expanding and contracting. It is not surprising that $G_{ij}^{\text{Model}}$ has higher amplitude on small scales than any measured $G_{ij}$, since some fluctuations doubtless evade notice by any final power spectrum, i.e. $\Sigma_i G_{ij} < 1$ generally. We estimate $\sigma^2$ in Eq. (4.4) as the variance in top-hat spheres of radius $2\pi/k_j$ in linear theory. This model is quite naive; for instance, it assumes an equal-Lagrangian-volume (i.e. mass) weighting, not an Eulerian equal-volume-weighting. Still, the model captures the qualitative behavior of $G_{ij}^{\text{Gauss}(\delta)}$, although it may underestimate the variance at low $k_j$, and overestimates $G_{ij}^{\text{Gauss}(\delta)}$ along the diagonal.
4.4 Covariance Matrices and Information

$G_{ij}$ can be used to estimate power-spectrum covariances, as well. Usually, covariance matrices are measured directly from ensembles of final density fields, and it is interesting to compare this approach with the result of directly tracking initial-conditions degrees of freedom. A linear model of a fluctuation away from the mean in the final-conditions $\ln P_i$ (investigated instead of $P_i$ for algebraic simplicity) is, summing over repeated indices,

$$
\Delta \ln P_i = \frac{\partial \ln P_i}{\partial \ln P_j^{\text{init}}} \Delta \ln P_j^{\text{init}} = G_{ij} \Delta \ln P_j^{\text{init}},
$$

(4.5)
giving

$$
C_{ij} = \langle \Delta \ln P_i \Delta \ln P_j \rangle = \langle G_{ik} \Delta \ln P_k^{\text{init}} G_{jl} \Delta \ln P_l^{\text{init}} \rangle.
$$

(4.6)

Since the Gaussian $C_{ij}^{\text{init}} = \langle \Delta \ln P_i^{\text{init}} \Delta \ln P_j^{\text{init}} \rangle = 2\delta_{ij}/N_i$, where $N_i$ is the number of modes in bin $i$,

$$
C = GC^{\text{init}}G^\top.
$$

(4.7)

Now, suppose we want to estimate all $\ln P_i^{\text{init}}$ from the final power spectrum. The Fisher matrix $F_{ij}$ to use to predict constraints on this initial power in bins $i$ and $j$ would be

$$
F_{ij} = \frac{\partial \ln P_k}{\partial \ln P_i^{\text{init}}} (C^{-1})_{kl} \frac{\partial \ln P_l}{\partial \ln P_j^{\text{init}}} = G_{kl} (C^{-1})_{kl} G_{lj},
$$

(4.8)

or

$$
F = G^\top (GC^{\text{init}}G^\top)^{-1} G = (C^{\text{init}})^{-1}.
$$

(4.9)
So the covariance matrix of parameters that consist of the initial power spectrum in bins is just the initial, Gaussian power-spectrum covariance matrix. This suggests no Fisher-information loss!

However, this calculation assumes that the final power spectrum is an entirely deterministic, invertible, linear transformation of the initial power spectrum, with no sources of noise. This is not the case; it neglects at least a couple of things: the non-linear coupling of pairs of power-spectrum spikes, and realization-to-realization fluctuations in the $G_{ij}$ matrix, which can depend on both the power spectrum itself, and also on mode correlations (present even in a Gaussian field) that affect the halo mass function, which substantially affects translinear-scale power, at least in the halo model.$^{128}$

One neglected factor that can be investigated in a straightforward extension of the present framework is the non-linear coupling of spike pairs. But this would involve a simulation for each pair of wavenumber bins, i.e. with 23 bins, $23 \times 22 = 506$ additional simulations. We plan to run this brute-force ensemble in future work. For now, we compare the covariance matrix from Eq. (4.5) to one estimated otherwise.

Fig. 4.5 shows the non-Gaussian part of the $\delta$ power-spectrum covariance $T_{ij}^{\delta} = C_{ij}^{\delta}(N_i N_j)^{1/2} - \delta_{ij}^{K}$, both in the linear-response model from $G_{ij}^{\delta}$ in Eq. (4.6), and from the fluctuating-multiplicative-bias model of Ref.$^{2}$ a rather accurate approximation to the covariance as measured from the Coyote Universe simulations.$^{151}$ In this model, the non-Gaussian covariance is given by $T_{ij}^{\delta} = \alpha(N_i N_j)^{1/2}$, where $\alpha$ is the fractional realization-to-realization variance of the nonlinear density-field variance in nonlinear-scale cells. We use $\alpha = 0.0035$
Figure 4.5: The non-Gaussian part of the δ power-spectrum covariance $T_{ij}$, as measured from $C_{ij}^\delta$ using the linear-response model of Eq. (4.6), and using an ’α model’ approximation to $T_{ij}$ found in.\textsuperscript{2} Because of the steep increase, we use a sinh$^{-1}$ transform for plotting, which becomes logarithmic for large values of its argument. While the α model should not be taken too seriously as it is only an approximation, the qualitative agreement (except, perhaps, far from the diagonal) between the two plots suggests that the linear-response model captures most of the relevant effects.
for this plot, which is $\alpha$ at $z = 0$ as found by Ref.,\textsuperscript{2} scaled to the $(256h^{-1}\text{Mpc})^3$ volume of the present simulations.

We emphasize that the $\alpha$ model is approximate, but qualitatively, it agrees with the linear-response model rather well, suggesting that additional terms in the covariance may indeed be subdominant. The main discrepancies are in highly off-diagonal terms.

4.5 Conclusions

We used an $N$-body experiment to track where initial power-spectrum features get deposited in final-conditions density power spectra. For the usual overdensity field $\delta$, our results qualitatively agree with the common wisdom that initial power migrates from large to small scales. However, this seems to be largely because the $\delta$ field is dominated by overdense spikes. When the density is transformed to have a more-Gaussian PDF, increasing the statistical weight of low-density regions (where patches imprinted with initial fluctuations expand rather than contract in comoving coordinates), initial spikes spread rather symmetrically, both upward and downward in scale. In fact, in $P_{1/(1+\delta)}$, almost exclusively sensitive to underdense regions, initially small scales are magnified (AS13). In these power spectra, initial small-scale spikes leave much more evidence at $z = 0$ than in $P_\delta$.

The spread of power in the Gaussianized variables such as $\ln(1 + \delta)$ is qualitatively captured by a toy model we give, in which patches imprinted with initial fluctuations expand or contract according to a spherical-collapse model. In the future, it would be interesting to refine this model for greater accuracy, and investigate whether it might be modified.
CHAPTER 4. RESPONSE OF POWER SPECTRA

successfully to other power spectra.

We also begin to apply our results to the theoretical question of how degrees of freedom present in the initial density field, essentially a sum of many spikes such as the ones we use, disappear from the final-conditions, coarse-grained density field. However, this will require further measurements, because in our framework, fluctuations in the final power spectrum are a linear, invertible transformation of the initial power spectrum, given by a matrix $G_{ij}$. In reality, though, information is lost because of a few neglected effects, which we will analyze in future work. We do, however, find that $G_{ij}$ gives a rather accurate description of the $P^3$ covariance matrix, suggesting that one of these effects (the nonlinear coupling of spike pairs) is not dominant. Thus, ‘ringing’ the initial power spectrum as we do offers an interesting technique to estimate power-spectrum covariances and Fisher information, by tracking the true, initial degrees of freedom in the Universe.
Chapter 5

Dark Matter Halo Spin Alignment

Under CDM

This chapter is based on Aragon-Calvo & Yang (2014).\textsuperscript{152}

In the gravitational instability scenario galaxies acquire their angular momentum via tidal torque produced by a misalignment between the inertia tensor of the proto-halo and the embedding gravitational shear tensor generated by the surrounding matter distribution. This is the so called Tidal Torque Theory (TTT).\textsuperscript{153,154} Although the TTT predicts a correlation between the spin orientation of galaxies and their local Large Scale Structure (LSS) observations of spin alignments have been so far inconclusive and often contradictory (Ref.\textsuperscript{155–162} among others). The reason is still not clear and may include the intrinsic difficulties in deducing the spin vector of galaxies, small galaxy samples, challenges in characterizing LSS from galaxy redshift catalogues, etc. This is in addition to complex
galaxy formation processes such as anisotropic infall and mergers which may lower or even remove any priordial spin alignments.

On the theoretical/numerical front the picture is more clear. To date there is a consensus that the spin vector of haloes in walls lies in the plane of their host walls while haloes in filaments have their spin either parallel or perpendicular to their host filament depending on their mass.\textsuperscript{163–168} An important aspect of the spin alignment of haloes in filaments is the existence of a transition mass $M_{\text{tr}}$, at which haloes change their orientation from parallel to perpendicular. This effect was first reported by Ref.\textsuperscript{163} and later confirmed by other authors.\textsuperscript{164–168} The spin alignment of low-mass haloes also has a redshift dependence starting perpendicular to their host filament and later becoming parallel around $z \sim 1$.\textsuperscript{167,169} The change in the primordial orientation indicates an additional mechanism for angular momentum acquisition that has a stronger effect in low-mass haloes.

The existence of a hierarchy of structures in the Cosmic Web in which large structures contain and are defined by smaller ones (Ref.\textsuperscript{117,170,171} and references therein) raises the question of whether the halo alignment reflects this hierarchy. The limited number of studies that link the alignment signal and the hierarchy of cosmic structures indicate that the transition mass of alignment in filaments depends on the scale of the filament\textsuperscript{166} and the distance from the halo to the closest cluster.\textsuperscript{165} However, to date no direct link has been established between halo alignment and the hierarchy of cosmic structures. In the observational front, a strong perpendicular alignment of low-luminosity small galaxies in tenuous intra-wall filaments has been observed by Ref.\textsuperscript{172} The two regimes of alignment/anti-alignment of low-mass and high-mass haloes in filaments have been observed by Ref.\textsuperscript{162} if one assumes
a correlation between Hubble type and galaxy/halo mass. They found that bright spirals have a weak tendency to be parallel to their host filaments while Elliptical/S0 show a strong perpendicular alignment.

The TTT theory does not provide a mechanism (at least a simple one) to produce the observed mass-dependent two-regime alignment of haloes or to change the alignment of haloes from parallel to perpendicular. An alternative mechanism for angular momentum acquisition was presented by Ref.\textsuperscript{173} and more recently discussed by Ref.\textsuperscript{166,174–176} and Ref.\textsuperscript{167} in which angular momentum is generated by the anisotropic infall of matter. This is in turn defined by the surrounding LSS morphology and dynamics thus offering a natural process for spin-LSS correlations. This secondary-torque mechanism may help explain the change in alignment and possibly even the primordial torque generation.

5.1 N-body Simulation and DM haloes: the MIP correlated ensemble

The N-body simulations and related halo catalogues used in this work are based on the MIP correlated ensemble simulation.\textsuperscript{144} The MIP simulation consists of 220 realizations (at the time of submission). Each realization in the ensemble contains \(256^3\) dark matter particles inside a box of 32 Mpc \(h^{-1}\) of side with standard cosmological parameters. All realizations in the ensemble share identical LSS modes (defined at \(k < k_{\text{cut}}\)). Where \(k_{\text{cut}}\) corresponds to a scale of 4 Mpc \(h^{-1}\). At smaller scales \((k > k_{\text{cut}})\) realizations can be considered independent. see Ref.\textsuperscript{144} for details. The MIP simulation was designed to address a variety of problems
Figure 5.1: The MMF-2 method. Top panels: hierarchical space. We show the volume rendering of the density field at $z = 0$ for linear-regime smoothing at 4, 2 Mpc h$^{-1}$ and no smoothing (left, center and rights panels respectively). The thickness of the slices was chosen to show as many structures as possible while avoiding confusion. Bottom panels: Hierarchical identification of filaments. The left and center panels show the density field inside filaments ($F_1$) and sub-filaments ($F_2$) respectively. We highlight the filament mask as a semitransparent surface. The hierarchy of filaments (blue) and sub-filaments (red) is shown in the bottom right panel.
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Figure 5.2: Spin alignment of haloes as function of mass in filaments (left panel) and walls (right panel). The alignment is measured with the mean $\cos \theta$ where 0.5 corresponds to no preferred alignment. The sample was divided in haloes in filaments/walls (solid lines) and sub-filaments/sub-walls (dashed lines). Error bars per bin were computed from 1000 random realizations with the same number of points as their corresponding bin.

including increased signal to noise ratio for halo statistics in low-density environments,\textsuperscript{177} local studies of scalar and vector fields\textsuperscript{178} and local ensemble statistics such as local halo mass function.\textsuperscript{144} In the present study we take advantage of the common LSS between realizations of the MIP allowing us to perform LSS characterization at high spatial resolution while including a large number of haloes.

5.1.1 Halos

Haloes were identified in each realization of the MIP ensemble using the friends-of-friends algorithm with a linking parameter $b = 0.2$. For this study we use haloes defined by 50 or more particles corresponding to a minimum halo mass of $\sim 8 \times 10^9 \, M_\odot h^{-1}$. We use the MIP ensemble in “stack mode”, where halo catalogues from all realizations are aggregated.
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into one “master halo catalogue”. The full MIP stacked ensemble contains $\sim 5 \times 10^6$ haloes inside a volume of $(32 \, \text{Mpc} \, h^{-1})^3$ giving unprecedented halo number density. For each FoF group, we compute its mass, center of mass, mean velocity etc. The angular momentum was computed as $J = \sum_i^N m_i \, r_i \times (v_i - \bar{v})$. Where the sum is over all the particles in the halo, $m_i$ is the particle mass, $r_i$ is the distance to each particle from the center of the halo, $v_i$ is the peculiar velocity of the particle and $\bar{v}$ the mean velocity of the halo with respect to its center of mass.

5.2 MMF-2: Hierarchical Identification of Filaments and Walls

In order to study the effect of environment in the alignment of haloes in filaments and walls we need to characterize the density field according to its local geometry, compute its local direction and, for the study presented here, its hierarchical relations. The identification of filaments and walls was performed using a significantly improved implementation of the Multiscale Morphology Filter (MMF, Ref.179).

The identification of structures in the original MMF method and the one presented here (MMF-2) is done based on the second-order local variations of the density field encoded in the Hessian matrix $\left(\partial^2 \rho / \partial x_i \partial x_j\right)$. LSS morphologies are associated to ratios between the eigenvalues of the Hessian matrix ($\lambda_1 < \lambda_2 < \lambda_3$). Different ratios measure local spherical symmetry, filamentariness, or planarity. In a filament the density field is relatively constant along its length and so $\lambda_1$ points in the direction of the filament. In a wall the largest variation is in the direction perpendicular to the plane of the wall and is traced by $\lambda_3$ (see 83...
The MMF-2 performs the identification of structures on hierarchical space in contrast to the scale-space approach used in the original MMF and its derived implementations.\textsuperscript{165,180} A Hierarchical space is a generalization of scale-space which exposes the \textit{hierarchical character} of the density field in contrast to the scale-space approach which emphasize the \textit{scale} of the structures and is insensitive to their nesting relations. The hierarchical space used in the MMF-2 is able to describe both scale and nesting relations.

The output of the MMF-2 is a set of “masks” sampled on a regular grid indicating which voxels belong to a given morphology at a given hierarchical level. These masks roughly correspond to the “feature maps” $\mathcal{F}$ in the original MMF algorithm. A complete description of the MMF-2 method will be presented in Aragon-Calvo (2013) (in preparation).

5.2.1 Hierarchical space

We generate the hierarchical space needed for the MMF-2 analysis as described in Ref.\textsuperscript{118} and Ref.,\textsuperscript{144} by Gaussian-smoothing the \textit{initial conditions} instead of the \textit{final} density field as in the scale-space approach. We refer to this as \textit{linear-regime smoothing} since the filtering is applied when all Fourier modes are independent, allowing us to target specific scales in the density field before non-linearity and Fourier mode-mixing occurs. The smooth initial conditions evolve by gravity producing a density field with all the anisotropic features of the Cosmic Web but lacking of small-scale structures including haloes (below the mass corresponding to the smoothing scale). This reduces the dynamic range in the final density field.
and greatly limits the contamination in the identification of filaments and walls produced by dense haloes.

For the purpose of this paper we generate a two-level hierarchical space defined by linear-regime scales of 4 Mpc h\(^{-1}\) delineating the large structures in the LSS and 2 Mpc h\(^{-1}\) for the smaller sub-structure (see section 5.2). We denote these hierarchical levels as LEV-1 (filaments/walls) and LEV-2 (sub-filaments/sub-walls). From the template initial conditions used to generate the MIP ensemble (see Ref.\(^{144}\) for details) we generated low-resolution 128\(^3\) initial conditions grids smoothed at the two scales defined above. We then evolved both smoothed simulations to the present time \(z = 0\) using the PM-Tree code GADGET-2.\(^{98}\) It is important to emphasize that these two simulations were produced only in order to generate density fields for the MMF-2 LSS hierarchical characterization.

5.2.2 Density fields

From the particle distribution we computed densities following the method presented in Ref.\(^{107}\). In this novel approach particles define Lagrangian volumes that reflect the changes in density as particles evolve deforming the original volume. Lagrangian volumes are defined by 8 adjacent particles forming a “cube” that is divided into 6 tetrahedra. Densities are estimated in the tessellation as the mean density of the adjacent tetrahedra to each vertex and interpolated to a regular grid taking care to account for multistreams. This method makes density estimation computationally straightforward, it produces a continuous volume-filling density field with practically no artifacts in low and medium-density regions (our regions of interest) and is self-adaptive by construction.
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5.2.3 The filament/sub-filament sample

From the density fields we then proceed to do the LSS characterization using the MMF-2 as described in section 5.2. We generated filament, sub-filament wall and sub-wall masks ($F_1$, $F_2$, $W_1$ and $W_2$ respectively, the subscript here indicating the hierarchical level). Figure 5.1 shows (top panels from left to right) the density field at $z = 0$ from the two hierarchical levels LEV-1 and LEV-2 (see section 5.2.1) and the original initial conditions (no linear regime smoothing). The original density field enclosed in the filament and sub-filament mask is shown at the bottom-left and center panels. The two-level hierarchy of filaments (the union of the two sets) is shown in the bottom-right panel.

In order to clearly differentiate between the alignment signal of haloes in filaments and sub-filaments we differentiated between “isolated” sub-filaments and embedded sub-filaments (being inside filaments). We additionally constrained sub-filaments to be contained by walls in LEV-1 in order to remove tenuous intra-void filaments. We define the mask of “clean” sub-filaments as:

$$F_{2,clean} = F_2 \cap W_1 \cap F_1^C$$

(5.1)

where $F_2$ is the sub-filament mask, $W_1$ is the wall mask and $F_1^C$ is the complement of the filament mask. In what follows $F_1$ and $F_{2,clean}$ denote the masks we used to compute spin-alignment of haloes in filaments and sub-filaments respectively.
5.2.4 Spin alignment in filaments and walls

The angle between the spin of the halo and its host filament or wall was computed as \( \theta_F = \phi_W \) and \( \theta_W = 90^\circ - \phi_W \) respectively, where \( \phi_F = \cos^{-1}(\langle J \cdot \lambda_1 \rangle/\langle J \cdot |\lambda_1| \rangle) \) and \( \phi_W = \cos^{-1}(\langle J \cdot \lambda_3 \rangle/\langle J \cdot |\lambda_3| \rangle) \) are the angles between the spin of the halo the and direction of its host filament (\( \lambda_1 \) or wall (\( \lambda_3 \)).

5.3 Results

Our main findings are shown in Figure 5.2 where we measure the mean cos of the angle between the spin vector of haloes and the direction of their host filament/sub-filament (left panel) or wall/sub-wall (right panel) as a function of halo mass. A more detailed view of the spin alignment distribution of haloes in filaments/sub-filaments is shown in Figure 5.3. Our results can be summarized as follows:

- Haloes in filaments and sub-filaments present a two-regime spin alignment as function of their mass: low-mass haloes are (on average) aligned parallel to their parent filament while high-mass haloes are oriented perpendicular. This confirms previous findings.

- The mean alignment of low-mass haloes seems to converge to around \( < \cos \theta > = 0.53 \) down to a halo mass of \( \sim 10^{10} M_\odot \ h^{-1} \) in both filaments and sub-filaments.

- The alignment of high-mass haloes does not seem to converge like in the case of the low-mass haloes. Instead, the alignment signal increases with increasing mass.
• We found a significant difference in the transition mass $M_{tr}$, dividing parallel and perpendicular alignment for haloes in filaments and sub-filaments being $M_{tr,\text{low}} \sim 1.5 \times 10^{12} \, M_\odot \, h^{-1}$ and $M_{tr,\text{high}} \sim 4 \times 10^{11} \, M_\odot \, h^{-1}$ respectively.

• The slope in the alignment-mass curve of high-mass haloes in sub-filaments is more pronounced than in the case of haloes in filaments.

• Haloes in walls/sub-walls have their spin oriented in the plane of the wall for the full range of masses in our halo sample ($\sim 10^{10} - 10^{12.5} \, M_\odot \, h^{-1}$).

• While the spin alignment distribution of haloes in filaments and sub-filaments seem scaled versions of each other (see Figure 5.3) the spin alignment distribution of low-mass haloes is practically the same for filaments and sub-filaments even though their transition masses are different by a factor of 3.

5.4 Conclusions and discussion

Using an advanced LSS classification algorithm (MMF-2) and a novel N-body correlated ensemble simulation we were able to measure the halo spin alignment signal with unprecedented detail in a variety of cosmic environments. Our results confirm previous findings while significantly improving the alignment signal detection. We found that the spin alignment of haloes in filaments has a hierarchical character reflected in both the strength of the alignment and the transition mass $M_{tr}$, at which the spin alignment changes from being parallel (low-mass haloes) to perpendicular (high-mass haloes). This hierarchy-dependent
effect has not been observed before due to the inability to explicitly target the nesting relations of the structures in the Cosmic Web.

We found that haloes in walls have their spine aligned with the plane of the wall independently of the halo’s mass.

The explicit link between halo spin alignment and Cosmic Web hierarchy was possible with the use of the MMF-2 method (introduced here) that identifies cosmic structures and their hierarchical relations and benefits from an improved density estimation algorithm.

The use of the MIP simulation allowed us to perform a high-resolution analysis of the density field over a relatively small volume while at the same time providing us with the large number of haloes needed to detect the spin alignment signal.

While the transition mass for haloes in filaments/sub-filaments may be affected by the choice of the scales defining the hierarchical levels the observed trend should still be valid for other hierarchical levels.

The box size is relatively small for a cosmological simulation. This may introduce unwanted effects from the lack of large modes and non-linear effects from self-interaction of the LSS. These effects can have a modulating effect in the results presented here, giving a more qualitative view of the effect we are studying rather than an strictly quantitative one.
5.4.1 On the origin and fate of the spin alignment

The change of alignment of haloes in filaments, the dependence of the transition mass with redshift\(^{166}\) and filament hierarchy (this work) supports the idea of a “secondary torque” process that acts cumulatively and affects all haloes but is manifested first in low-mass haloes. Since tidal torque is most efficient before turnaround the process changing the spin orientation of haloes must be of a different nature. The anisotropic infall scenario offers a tantalizing alternative. Walls and sub-walls accrete mass from their adjacent voids in the direction parallel to the normal of the wall inducing angular momentum on the plane of the wall so haloes retain their primordial spin alignment. On the other hand filaments and sub-filaments accrete mass mainly from their adjacent walls in the direction perpendicular to the filament thus inducing a parallel spin alignment. This anisotropic accretion has a stronger effect in low-mass haloes than in more massive ones. The stronger perpendicular alignment of haloes in sub-filaments in comparison to haloes in filaments reflects the lower density and lower small-scale peculiar velocities characteristic of walls and their embedded sub-filaments. This is a natural consequence of the hierarchical nature of the Cosmic Web.
Figure 5.3: Distribution of angles between the halo’s spin and its parent filament (black line) or sub-filament (red line). The samples were divided as high-mass haloes (solid line) and low-mass haloes (dashed line). The transition mass for filaments and sub-filaments corresponds to $\sim 1.5 \times 10^{12}$ and $\sim 4 \times 10^{11} \text{ M}_\odot \text{ h}^{-1}$ respectively.
Chapter 6

Simulation Data Analyzing

Methods

Cosmological data sets usually contain more than $10^9$ particles. However, to compare the simulation results with observations, it is essential to run statistical estimations on these datasets. Simulation statistics also provide testers for phenomenological theories. It is usually highly non-trivial to run useful analytics on big data sets. For example, a single calculation of the dark matter annihilation/decay signal on a $10^8$-particle simulation might require 100 of CPU hours, which might well be a supercomputer-task. In this chapter, we present three techniques that made our analysis possible without much computational resource.

The first one is the dark matter annihilation/decay signal estimation. The detail technique is presented in Section 6.1. In a simulation, the emission of each tracer particle can
be approximated by a Gaussian profile. The difficulty of obtaining a full sky observation is to sum over all the particles and their Gaussian profiles projected on to the celestial sphere. A direct calculation is almost intractable when the number of particles is too many, e.g., roughly $10^9$ of them. We introduce a novel projection, the stereographic projection, which projects a circular shape on the sphere to a circular shape on the 2D plane. This projection further enables us to use GPU to do the rendering from the hardware level. This code allows an 8-hr task (on a single-CPU workstation) to be done within a minute.

The second one is the Lagrangian Tessellation Field Estimator. This code is aiming to compute the density field of a large scale simulation. It is known that density field is essential to analyze the dark matter kinematics. Previously known density estimation methods are either too slow or not sufficiently accurate. Our methods use the so-called Lagrangian Tessellation Field Estimation method that treats each tetrahedron of 4 neighbor particles as a uniform density region. This method gives highly accurate and also physical meaningful density estimation. However, it is highly computation-resource consuming. Using GPU, we construct a novel method that first cut the tetrahedron into slices, where each slice consists one or two triangles. These triangles can be rendered using GPU hardware very efficiently. More details of this algorithm are presented in Chapter 6.2.

The third one is a streaming algorithm that finds the halos in a cosmological data set. The first step of studying the statistics of dark matter halos is to find them. Conventional methods of halo finding usually utilize the so-called friends-of-friends method – a particle and all its neighbors within a distance are included in a halo. By setting a threshold, this method repeatedly identifies all particles that belong to a single halo. As one can
easily see, this method is highly memory and time-consuming. What we propose is a one-
pass algorithm, that simply reads through the entire dataset and outputs the positions
of the possible halos. Our algorithm exploits the recent progress in streaming algorithms
from the theoretical computer science community. Our algorithm made it possible for a
supercomputer task to be run on a personal laptop. More details of this algorithm are
presented in Chapter 6.3.

6.1 Dark Matter Annihilation Calculation

In a previous study Ref.,\(^3\) the whole sky map of dark matter annihilation Gamma-Ray
signal is estimated from the VIALACTEA II (VL-II) simulation to simulate Fermi-LAT’s
observation. The snapshot used is a 40 Mpc box with about 400 million particles. With an
SPH kernel smoothing and certain approximation, each particle’s cross-section-independent
flux distribution is given by

\[
F_i(\theta, \phi)d\Omega = \begin{cases} 
N \frac{m_i \rho_i}{4 \pi d_i^2} \exp \left( -\frac{3 \delta \theta^2}{2 r_\theta^2} \right) d\Omega & \delta \theta \leq r_\theta \\
0 & \delta \theta > r_\theta 
\end{cases} 
\]  

(6.1)

where \(\delta \theta\) is the angular distance from \((\theta, \phi)\) to the particles angular position; \(r_\theta\) is the
angular radius of the particle; \(\rho_i, m_i, d_i\) are the density, mass and distance of the i-th
particle. With the help of HEALPIX,\(^49\) each particle’s contribution computed as a disk of
pixels by Equation (6.1). Calculating the pixel disk is a highly inefficient process. Even
though it is embarrassingly parallel to run each particle in a single GPU thread, the direct
CUDA version of the CPU code is even slower. The reason is that the pixel distribution of each particle is highly varied (each particle has average 68 pixels on its HEALPix disk, but with a standard deviation of 115; moreover, 20k particles have more than 10k pixels). Sorting the particles based on the angular radius could largely reduce the threads skew. However, a highly optimized CUDA code needs more than one hr to run (GPU: GTX 480). In contrast, the c++ code requires about 7 hrs to finish (on a ~3 GHz CPU).

In this chapter, we propose a new method which highly speeds up the calculation. Because of the high inefficiency of querying HEALPix pixel disks, we use the stereographic projection (STR) to project the profile on to a regular easy-to-reach pixel table. The computation of the projection on the regular pixel table can be computed in a GPU with hardware acceleration, which gives us the speed up.

In Section 6.1.1, we introduces the method we used; Section 6.1.2 shows the comparison between the new result and old result; Section 6.1.3 introduces some potential usage of the new method.

### 6.1.1 GPU Based STR Projection (GSP) Method

STR projection projects a circle on the sphere to a circle on the projection plane. The center is projected to an off-center point. Therefore, the Gaussian profile of a particle’s flux is projected to a stretched Gaussian (see Fig-6.1).

With STR, we use OpenGL’s Point Sprite feature to render the stretched Gaussians to squared billboards and add them together on the projection plane. STR projection has
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Figure 6.1: STR Projection. A circle on the sphere is projected to a circle on the projection plane.

A singular point at the north pole. To reduce distortion around the polar, we divided the sphere into two hemispheres. The south hemisphere uses the north pole as the projection pivot, and vice versa. The result is shown on (Fig-6.2).

Figure 6.2: Point Sprite Rendering of Annihilation Signal. Every particle’s Gaussian profile is projected to a stretched Gaussian. The sphere is divided into two hemispheres to reduce the distortion. Left is the north hemisphere, right is the south hemisphere. Color: Blue: -.5 – Red: 4.5; Units: Log10[GeV² cm⁻⁶ kpc].
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6.1.2 Comparasion

Both projection and GPU rendering could introduce additional errors. To verify the result, we converted our result back to the HEALPIX map. As shown in (Fig-6.3), panel (a) the map of the original method, panel (b) the result of the GSP approach. Their difference is shown in panel (c). The bright peaks appear in identical positions as the original method. Some errors are shown on very bright peaks; it may be due to the float point error of GPUs. The largest error is shown on the joint of the North and South sphere. We argue that, with good awareness of these, the physics is not changed and hence the error is negligible \(^1\).

Figure 6.3: Mollweide Projection of the All Sky Flux Maps. (a) is generated by the original slow method; (b) is generated by the GSP method. (c) shows their difference.

Compare to the original HEALPIX (c++/idl version) method (with NSIDE = 512), which runs nearly for 7 hrs to complete the computation on an Intel(R) Xeon(R) CPU X7350 2.93GHz CPU. For the revised CUDA code, running on a NVIDIA GTX 480 GPU, it still costs 1 hr. However, with our method, running on the same GPU, the time consumed is only about 24 seconds (with resolution 512 × 512 × 2 pixels). With an analytical normalization method, the computation time could be reduced to 12 seconds. Moreover, increasing resolution will only lead to a linear increasing on the consuming time, e.g., with resolution

\(^1\)It turns out it is a bug in the code. In the newest version of the code, this discrepancy no longer exists.
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1024 × 1024 × 2 pixels, the time cost for the analytical method is about 20 seconds (all the above measurements do not contain the I/O time).

Figure 6.4: GSP Method Works as Virtual Observatory. Left panel simulates observing at the Galaxy center on earth with a view angle of 78 degrees (each pixel is about 9 arcmin, similar to Fermi-LATs observation). Right panel is the radial profile of the signal distribution, restoring Ref.3’s Fig-4.

6.1.3 Potential Application

Our method is universal to any dark matter simulation. It could tremendously increase the analysis speed when a simulation is computed out. In addition to generating an all-sky map, it could also work as a virtual observatory. As shown on Fig-6.4 (left panel), by specifying a view angle, and only project a single sphere, we simulate an Gamma-Ray observation (without convolving with a PSF). The resolution used here is about 9 arcmin/pixel, similar to Fermi-LAT’s angular resolution. Fig-6.4 (right panel) is angular distribution of the Gamma-ray, restoring Ref.3’s Fig-4.
6.1.4 Conclusion

STR projection fits very well to visualize the dark matter annihilation signal. With small error caused by the GPU rendering and re-projection, the speedup obtained by GSP is remarkable. Compared to the previous code, GSP is about 1000 times faster. Our method could be used as a preview of any Dark Matter simulation before being formally analyzed.

6.2 Lagrangian Tessellation Field Estimation

Once a cosmological simulation is carried out, an important task is to estimate the density field of the simulated data. There are many methods of density estimation of an N-body simulation. For instance, the Delaunay and Voronoi Tessellation Field Estimators (DTFE, VTFE), who treat each tracer particle as a physical particle, and assign a volume to each particle using a Voronoi Tessellation. We call a Voronoi tessellation as a Eulerian tessellation, which considers a fixed coordinate system and treats fluid particles as moving objects. In contrast, Lagrangian Tessellation fixes the coordinates system to fluid particles. This is valid in a collisionless fluid since the volume of the phase space is preserved. Thus, for a cosmological simulation with an initial regular grid, we divide each cell, forming by eight tracer particles, into six tetrahedra. See Figure 6.5 as an illustration. Lagrangian Tessellation Field Estimator (LTFE) initially was proposed by Ref. In this novel approach, particles define Lagrangian volumes, which deforms under gravity. The deformed volume, in turn, reflects the changes in density field. Fig. 4.1 shows transformed-density slices measured this way, from our simulations. The Lagrangian tessellation has more
physical meaning than the Eulerian tessellations. In the LTFE, particles are treated not as mass blobs, but as vertices on a dark-matter sheet (see also\textsuperscript{97,146}). The density field is thus formed as if the space is an origami.

Computationally, the difficulty comes from how to get the density on a finer grid. For instance, given a point $x$ in space, to estimate the density $\rho(x)$, we need to sum over all the tetrahedra that take $x$ as an inner point. Each point $x$ may have hundreds of streams crossing it. Thus, for a naïve solution, we might need to search for all the tetrahedra that containing $x$. Implementation of this kind turns out to be too costly. For instance, it is difficult to implement a query for membership in a tetrahedron. It is also hard to store all tetrahedra in memory to obtain a fast calculation. In any case, suppose we want to estimate
the density of $10^9$ positions of a $10^9$-particle simulation, the above approach is simply not tractable, i.e. requires $O(10^{18})$ operations.

We provide a streaming algorithm using OpenGL rendering to estimate the density on grid-based positions, e.g., we estimate the densities of $10^9$ positions on a $1000^3$ uniform grid. To do so, we first convert the original dataset as a set of tetrahedra using the method above. This step takes a single scan over the entire dataset, and the computation time is almost linear in the size of the dataset. Then instead of estimate the $10^9$ positions simultaneously, we estimate 1000 sheets of 2D positions, each of which contains $1000 \times 1000$ positions. For each sheet, it cut through each tetrahedron at a certain $z$-coordinate. It turns out that the cut on this sheet is either one triangle, or two triangles (see Figure 6.6). Our algorithm

Figure 6.6: A sheet intersects with a tetrahedron. There are either two triangles or one triangle on the sheet.
makes another pass over the tetrahedra data, and convert each tetrahedra into at most 1000 sheets of triangles. This step can be highly parallelized since each tetrahedron, and each sheet can be processed separately. Using CUDA, we can speed the process up to 100 times than a vanilla CPU code. Lastly, for the triangle data, we use OpenGL to render them on the 2D-sheets. Since OpenGL uses the GPU hardware, which is designed for this task, our last step is, in fact, the fastest. Our code can be obtained from Ref.\textsuperscript{181}

### 6.3 Streaming Algorithm Speeds up Halo Finding

This section is heavily based on paper Ref.\textsuperscript{182}

Cosmological $N$-body simulations are essential for studies of the large-scale distribution of matter and galaxies in the Universe. This analysis often involves finding clusters of particles and retrieving their properties. Detecting such “halos” among a very large set of particles is a computationally intensive problem, usually executed on the same super-computers that produced the simulations, requiring huge amounts of memory.

Recently, a new area of computer science emerged. This area, called streaming algorithms, provides new theoretical methods to compute data analytics in a scalable way using only a single pass over a data sets and logarithmic memory.

The main contribution of this chapter is a novel connection between the analysis of $N$-body simulations and the streaming algorithms. In particular, we investigate a link between halo finders and the problem of finding frequent items (heavy hitters) in a data
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stream, that greatly reduces the computational resource requirements, especially the memory needs. Based on this connection, we build a new halo finder algorithm by running efficient heavy hitter algorithms as a black-box. We implement two representatives of the family of heavy hitter algorithms, the Count-Sketch algorithm (CS) and the Pick-and-Drop sampling (PD), and evaluate their accuracy and memory usage. Comparison with other halo-finding algorithms from\textsuperscript{183} shows that our halo finder can locate the largest haloes using significantly smaller memory space and with comparable running time. This streaming approach makes it possible to run and analyze extremely large data sets from \textit{N}-body simulations on a smaller machine, rather than on supercomputers. Our findings demonstrate the connection between the halo search problem and streaming algorithms as a promising initial direction of further research.

The goal of astrophysics is to explain the observed properties of the universe we live in. In cosmology in particular, one tries to understand how matter is distributed on the largest scales we can observe. In this effort, advanced computer simulations play an ever more important role. Simulations are currently the only way to accurately understand the nonlinear processes that produce cosmic structures such as galaxies and patterns of galaxies. Hence a large amount of effort is spent on running simulations modelling representative parts of the universe in ever greater detail. A necessary step in the analysis of such simulations involves locating mass concentrations, called “haloes”, where galaxies would be expected to form. This step is crucial to connect theory to observations – galaxies are the most observable objects that trace the large-scale structure, but their precise spatial distribution is only established through these simulations.
Many algorithms have been developed to find these haloes in simulations. The algorithms vary widely, even conceptually. There is no absolutely agreed-upon physical definition of a halo, although all algorithms give density peaks, i.e. clusters of particles. Galaxies are thought to form at these concentrations of matter. Some codes find regions inside an effective high-density contour, such as Friends-of-Friends (FoF). In FoF, particles closer to each other than a specified linking length are gathered together into haloes. Other algorithms directly incorporate velocity information as well. Another approach finds particles that have crossed each other as compared to the initial conditions, which also ends up giving density peaks. FoF is often considered to be a standard approach, if only because it was among the first used, and is simple conceptually. The drawbacks of FoF include that the simple density estimate can artificially link physically separate haloes together, and the arbitrariness of the linking length. A halo-finding comparison project evaluated the results of 17 different halo-finding algorithms; further analysis appeared in. We take the FoF algorithm as a fiducial result for comparison, but compare to results from some other finders, as well.

Halo-finding algorithms are generally computationally intensive, often requiring all particle positions and velocities to be loaded in memory simultaneously. In fact most are executed during the execution of the simulation itself, requiring comparable computational resources. However, in order to understand the systematic errors in such algorithms, it is often necessary to run multiple halo-finders, often well after the original simulation has been run. Also, many of the newest simulations have several hundred billion to a trillion particles, with a very large memory footprint, making such posterior computations quite
difficult. Here, we investigate a way to apply streaming algorithms as halo finders, and compare the results to those of other algorithms participating in the Halo-Finding Comparison Project.

Recently, streaming algorithms\textsuperscript{186} have become a popular way to process massive data sets. In the streaming model, the input is given as a sequence of items and the algorithm is allowed to make a single or constant number of passes over the input data while using sub-linear, usually poly-logarithmic space compared to the storage of the data. Streaming algorithms have found many applications in networking (\textsuperscript{187–189}), machine learning (\textsuperscript{190,191}), financial analytics (\textsuperscript{192–194}) and databases (\textsuperscript{195,196}).

In this chapter, we apply streaming algorithms to the area of cosmological simulations and provide space and time efficient solutions to the halo finding problem. In particular, we show a relation between the problem of finding haloes in the simulation data and the well-known problem of finding “heavy hitters” in the streaming data. This connection allows us to employ efficient heavy hitter algorithms, such as Count-Sketch\textsuperscript{197} and Pick-and-Drop Sampling.\textsuperscript{198} By equating heavy hitters to haloes, we are implicitly defining haloes as positions exceeding some high density threshold. In our case, these usually turn out to be density peaks, but only because of the very spiky nature of the particle distributions in cosmology. Conceptually, FoF haloes are also regions enclosed by high density contours, but in practice, the FoF implementation is very different from ours.
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6.3.1 Streaming Algorithm

In this section, we investigate the application of streaming algorithms to find haloes using a strong relation between the halo-finding problem and the heavy hitter problem, which we discuss in section 6.3.2. Heavy hitter algorithms find the $k$ densest regions, that may physically correspond to haloes. In our implementation, we carefully choose $k$ to get the desired outcome. This parameter $k$ is as also discussed in section 6.3.2. We first present in the next sub-section the formal definition of streaming algorithms and the connection between heavy hitter problem and halo-finding problem. After that, we presents the basic procedures of the two heavy hitter algorithms: Count-Sketch and Pick-and-drop Sampling.

6.3.2 Streaming Data Model

Definitions

A data stream $D = D(n, m)$ is an ordered sequence of objects $p_1, p_2, \ldots, p_n$, where $p_j = 1 \ldots m$. The elements of the stream can represent any digital object: integers, real numbers of fixed precisions, edges of a large graphs, messages, images, web pages, etc. In the practical applications both $n$ and $m$ may be very large, and we are interested in the algorithms with $o(n + m)$ space. A streaming algorithm is an algorithm that can make a single pass over the input stream. The above constraints imply that a streaming algorithm is often a randomized algorithm that provides approximate answers with high probability. In practice, these approximate answers often suffice.
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We investigate the results of cosmological simulations where the number of particles will soon reach $10^{12}$. Compared to offline algorithms that require the input to be entirely in memory, streaming algorithms provide a way to process the data using only megabytes memory instead of gigabytes or terabytes in practice.

**Heavy Hitter**

For each element $i$, its frequency $f_i$ is the number of its occurrences in $D$. The $k^{th}$ frequency moment of a data stream $D$ is defined as $F_k(D) = \sum_{i=1}^{m} f_i^k$. We say that an element is “heavy” if it appears more times than a constant fraction of some $L_p$ norm of the stream, where $L_p = (\sum_i f_i^p)^{1/p}$ for $p > 1$. In this paper, we consider the following heavy hitter problem.

**Problem 1.** Given a stream $D$ of $n$ elements, the $\epsilon$-approximate $(\phi, L_p)$-heavy hitter problem is to find a set of elements $T$:

- $\forall i \in [m], f_i > \phi L_p \implies i \in T$.
- $\forall i \in [m], f_i < (\phi - \epsilon)L_p \implies i \notin T$.

We allow the heavy hitter algorithms to use randomness; the requirement is that the correct answer should be returned with high probability. The heavy hitter problem is equivalent to the problem of approximately finding the $k$ most frequent elements. Indeed, the top $k$ most frequent elements are in the set of $(\phi, L_1)$-heavy hitters in the stream, where $\phi = \Theta(1/k)$. There is a $\Omega(1/\epsilon^2)$ trade-off between the approximation error $\epsilon$ and the
memory usage. Heavy hitter algorithms are building blocks of many data stream algorithms (198, 200). We treat the cosmological simulation data from 185 as a data stream. To do so, we apply an online transformation that we describe in the next section.

Data Transformation

In a cosmological simulation, dark matter particles form structures through gravitational clustering in a large box with periodic boundary conditions representing a patch of the simulated universe. The box we use 185 is of size 500 Mpc/h, or about 2 billion light-years. The simulation data consists of positions and velocities of 256³, 512³ or 1024³ particles, each representing a huge number of physical dark-matter particles. They are distributed rather uniformly on large scales ($\gtrsim$ 50 Mpc/h) in the simulation box, clumping together on smaller scales. A halo is a clump of particles that are gravitationally bound.

To apply the streaming algorithms, we transform the data. We discretize the spatial coordinates so that we will have a finite number of types in our transformed data stream. We partition the simulation box into a grid of cubic cells, and bin the particles into them. The cell size is chosen to be 1 Mpc/h as to match a typical size of a large halo; there are thus 500³ cells. This parameter can be modified in practical applications, but it relates to the space and time efficiency of the algorithm. We summarize the data transformation steps as follows.

- Partition the simulation box into grids of cubic cells. Assign each cell a unique integer ID.
• After reading a particle, determine its cell. Insert that cell ID into the data stream.

Using the above transformation, streaming algorithms can process the particles in the same way as an integer data stream.

Heavy Hitter and Dense Cells

For a heavy-hitter algorithm to save memory and time, the distribution of cell counts must be very non-uniform. The simulations begin with an almost uniform lattice of particles, but after gravity clusters them together, the density distribution in cells can be modeled by a lognormal PDF \(^{(137,201)}\):

\[
P_{LN}^{(1)}(\delta) = \frac{1}{(2\pi \sigma_1^2)^{1/2}} \exp \left\{ -\frac{[\ln(1 + \delta) + \sigma_1^2/2]^2}{2\sigma_1^2} \right\} \frac{1}{1 + \delta}, \tag{6.2}
\]

where \(\delta = \rho/\bar{\rho} - 1\) is the overdensity, \(\sigma_1^2(R) = \ln[1 + \sigma_{nl}^2(R)]\), and \(\sigma_{nl}^2(R)\) is the variance of the nonlinear density field in spheres of radius \(R\). Our cells are cubic, not spherical; for theoretical estimates, we use a spherical top-hat of the same volume as a cell.

Let \(N\) be the number of cells, and \(P_c\) be the distribution of the number of particles per cell. The \(L_p\) heaviness \(\phi_p\) can be estimated as

\[
\phi_p \approx \frac{P_{200}}{(N\langle P_c^p \rangle)^{1/p}}, \tag{6.3}
\]
where $P_{200}$ is the number of particles in a cell with density exactly $200\bar{\rho}$. This density threshold is a typical minimum density of a halo, coming from the spherical-collapse model. We theoretically estimated $\sigma_{\text{nl}}$ for the cells in our density field by integrating the nonlinear power spectrum (using the fit of $\sigma_{\text{nl}}$ and the cosmological parameters of the simulation) with a spherical tophat window. The grid size in our algorithm is roughly 1.0 Mpc ($500^3$ cells in total), giving $\sigma_{\text{nl}}(\text{Cell}) \approx 10.75$. We estimated $\phi_1 \approx 10^{-6}$ and $\phi_2 \approx 10^{-3}$, matching order-of-magnitude with the measurement of the actual density variance from the simulation cells. These heaviness values are low enough to presume that a heavy-hitter algorithm will efficiently find cells corresponding to haloes.

6.3.3 Streaming Algorithms for Heavy Hitter Problem

The above relation between the halo-finding problem and the heavy hitter problem encourages us to apply efficient streaming algorithms to build a new halo finder. Our halo finder takes a stream of particles, performs the data transformation described in section 6.3.2 and then applies a heavy hitter algorithm to output the approximate top $k$ heavy hitters in the transformed stream. These heavy hitters correspond to the densest cells in the simulation data as described in section 6.3.2. In our first version of the halo finder, we use Count-Sketch algorithm$^{197}$ and Pick-and-Drop Sampling.$^{198}$
CHAPTER 6. SIMULATION DATA ANALYZING METHODS

The Count-Sketch Algorithm

For a more generalized description of the algorithm, please refer to.\textsuperscript{197} For completeness, we summarize the algorithm as follows. The Count-Sketch algorithm uses a compact data structure to maintain the approximate counts of the top \( k \) most frequent elements in a stream. This data structure is an \( r \times t \) matrix \( M \) representing estimated counts for all elements. These counts are calculated by two sets of hash functions: let \( h_1, h_2, \ldots, h_r \) be \( r \) hash functions, mapping the input items to \( \{1, \ldots, t\} \), where each \( h_i \) is sampled uniformly from the hash function set \( H \). Let \( s_1, s_2, \ldots, s_r \) be hash functions, mapping the input items to \( \{+1, -1\} \), uniformly sampled from another hash function set \( S \). We can interpret this matrix as an array of \( r \) hash tables, each containing \( t \) buckets.

There are two operations on the Count-Sketch data structure. Denote \( M_{i,j} \) as the \( j^{th} \) bucket in the \( i^{th} \) hash table:

- \textit{Add}(\( M, p \)): For \( i \in [1, r] \), \( M_{i,h_i[p]} = s_i[p] \).

- \textit{Estimate}(\( M, p \)), return \( \text{median}_i\{h_i[p] \cdot s_i[p]\} \)

The \textit{Add} operation updates the approximate frequency for each incoming element and the \textit{Estimate} operation outputs the current approximate frequency. To maintain and store the estimated \( k \) most frequent elements, CountSketch also needs a priority queue data structure. The pseudocode of Count-Sketch algorithm is presented in Figure 6.7. More details and theoretical guarantees are presented in.\textsuperscript{197}
1: procedure CountSketch($r, t, k, D$) \> $D$ is a stream
2: Initialize an empty $r \times t$ matrix $M$.
3: Initialize a min-priority queue $Q$ of size $k$
4: (particle with smallest count is on the top).
5: for $i = 1, \ldots, n$ and $p_i \in D$ do
6: Add($M, p_i$);
7: if $p_i \in Q$ then
8: $P_i.count++$;
9: else if Estimate($M, p_i$) $> Q.top().count$ then
10: Q.pop();
11: Q.push($p_i$);
12: end if
13: end for
14: return $Q$
15: end procedure

Figure 6.7: Count-Sketch Algorithm

The Pick-and-Drop Sampling Algorithm

Pick-and-Drop Sampling is a sampling-based streaming algorithm to approximate the heavy hitters. To describe the idea of Pick-and-Drop sampling, we view the data stream as a sequence of $r$ blocks of size $t$. Define $d_{i,j}$ as the $j^{th}$ element in the $i^{th}$ block and $d_{i,j} = p_{k(i-1)+j}$ in stream $D$. In each block of the stream, Pick-and-Drop sampling will pick one random sample and record its remaining frequency in the block. The algorithm maintains a sample with the largest current counter and drops previous samples. The pseudocode of Pick-and-Drop sampling is given in Figure 6.8 and we need the following definitions in Figure 6.8. For $i \in [r], j, s \in [t], q \in [m]$ define:

\[
f_{i,q} = |\{j \in [t] : d_{i,j} = q\}|, \tag{6.4}
\]

\[
a_{i,s} = |\{j^* : s \leq j^* \leq t, d_{i,j^*} = d_{i,s}\}|. \tag{6.5}
\]
1: **procedure** PickDrop\((r, t, \lambda, D)\)
2: \begin{align*}
&\text{Sample } S_1 \text{ uniformly at random on } [t]. \\
&L_1 \leftarrow d_{1,S_1}, \\
&C_1 \leftarrow a_{1,S_1}, \\
&u_1 \leftarrow 1. \\
&\text{for } i = 2, \ldots, r \text{ do} \\
&\quad \text{Sample } S_i \text{ uniformly at random on } [t]. \\
&\quad l_i \leftarrow d_{i,S_i}, c_i \leftarrow a_{i,S_i} \\
&\quad \text{if } C_{i-1} < \max(c_i, \lambda u_{i-1}) \text{ then} \\
&\quad \quad L_i \leftarrow l_i, \\
&\quad \quad C_i \leftarrow c_i, \\
&\quad \quad u_i \leftarrow 1 \\
&\quad \text{else} \\
&\quad \quad L_i \leftarrow L_{i-1}, \\
&\quad \quad C_i \leftarrow C_{i-1} + f_{i,L_{i-1}}, \\
&\quad \quad u_i \leftarrow q_{i-1} + 1 \\
&\quad \text{end if} \\
&\text{end for} \\
&\text{return } \{L_r, C_r\} \\
&\text{end procedure}
\end{align*}

Figure 6.8: Pick-and-Drop Algorithm

The detail implementation is in Section 6.3.4.

### 6.3.4 Implementation

**Simulation Data**

The \(N\)-body simulation data we use as the input to our halo finder was used in the halo-finding comparison project\(^{185}\) and consists of various resolutions (numbers of particles) of the MareNostrum Universe cosmological simulation.\(^{203}\) These simulations ran in a 500 \(h^{-1}\text{Mpc}\) box, assuming a standard \(\Lambda\text{CDM}\) (cold dark matter and cosmological constant) cosmological model.
In the first implementation of our halo finder, we consider two halo properties: center position and mass (the number of particles in it). We compare to the the fiducial offline algorithm FoF. The distributions of halo sizes from different halo finders are presented in Fig. 6.9.

Since our halo finder builds on the streaming algorithms of finding frequent items, the algorithms need to transform the data as described in section 6.3.2 — dividing all the particles into different small cells and label each particle with its associated cell ID. For example, if an input dataset contains three particles \( p_1, p_2, p_3 \) and they are all included in a cell of ID = 1, then the transformed data stream becomes 1, 1, 1. The most frequent element in the stream is obviously 1 and thus the cell 1 is the heaviest cell overall.

Figure 6.9: Halo mass distribution of various halo finders.
Implementation Details

Our halo finder implementation is written using C++ with GNU GCC compiler 4.9.2. We implemented Count-Sketch and Pick-and-Drop sampling as two algorithms to find heavy hitters.

Count-Sketch-based Halo Finder There are three basic steps in the Count-Sketch algorithm, which returns the heavy cells and the number of particles associated with them. (1) Allocate memory for the CountSketch data structure to hold current estimates of cell frequencies; (2) use a priority queue to record the $k$ most frequent elements; (3) return the positions of the top $k$ heavy cells. Figure 6.10 presents the process of the Count-Sketch.

The Count-Sketch data structure is an $r \times t$ matrix. Following, we set $r = \log(\frac{n}{\epsilon})$ and $t$ to be sufficiently large (>1 million) to achieve an expected approximation error $\epsilon = 0.05$. We build the matrix as a 2D array with $r \times t$ 0's. For each incoming element in the stream, an Add operation has to be executed and an estimate operation needs to be executed only when this element is not in the queue.

Pick-and-Drop-based Halo Finder

In the Pick-and-Drop sampling based halo finder, we implement a general hash function $H: \mathbb{N}^+ \rightarrow \{1, 2, \ldots, ck\}$, where $c \geq 1$, to gain the probability of success to approximate
the $k$ heaviest cells. We apply the hash function $H$ on every incoming element and put the elements with the same hash value together such that the original stream is divided into $ck$ smaller sub-streams. Meanwhile, we initialize $ck$ instances of Pick-and-Drop sampling so that each PD instance will process one sub-stream. The whole process of approximating the heavy hitters is presented in Figure 6.11. In this way, the repeated items in the whole stream will be distributed into the same sub-stream and they are much heavier in this sub-stream. With high probability, each instance of Pick-and-Drop sampling will output the heaviest one in each of the sub-streams, and in total we will have $ck$ output items. Because of the randomness in the sampling method, we will expect some of inaccurate heavy hitters among the total $ck$ outputs. By setting a large $c$, most of the actual top $k$ most frequent elements should be inside the $ck$ outputs (raw result).

To get precise properties of haloes, such as the center, and mass, an offline algorithm such as FoF\textsuperscript{184} can be applied to the particles inside the returned heavy cells and their neighbor cells. This needs an additional pass over the data but we only need to store a
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Figure 6.11: Pick-and-Drop Sampling

Figure 6.12: Halo Finder Procedure
small amount of particles to run those offline in-memory algorithms. The whole process of
the halo finder is represented in Figure 6.12, where heavy hitter algorithms can be regarded
as a black box. That is, any theoretically efficient heavy hitter algorithms could be applied
to further improve the memory usage and practical performance.

**Shifting Method**

In the first pass of our halo finder, we only use the position of a heavy cell as the
position of a halo. However, each heavy cell may contain several haloes and some of the
haloes located on the edges between two cells cannot be recognized because the cell size in
the data transformation step is fixed. To recover those missing haloes, we utilize a simple
shifting method:

- Initialize $2^d$ instances of Count-Sketch or Pick-and-Drop in parallel, where $d$ is the
dimension. Our simulation data reside in three dimensions, so $d = 3$.

- Move all the particles to one of the $2^d$ directions with a distance of 0.5 Mpc/h (half
of the cell size). In each of the $2^d$ shifting processes, assign a Count-Sketch/Pick-and-
Drop instance to run. By combining the results from $2^d$ shifting processes, we expect
that the majority of $k$ largest haloes are discovered. All the parallel instances of the
CountSketch/Pick-and-Drop are enabled by OpenMP 4.0 in C++.
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Figure 6.13: Left Panel: Measures of the disagreement between PD and CS, and various in-memory algorithms. The percentage shown is the fraction of haloes farther than a half-cell diagonal \((0.5\sqrt{3} \text{ Mpc}/h)\) from PD or CS halo positions. Right Panel: The number of top-1000 FoF haloes farther than a distance \(d\) away from any top-1000 halo from the algorithm of each curve.

6.3.5 Evaluation

To evaluate how well streaming based halo finders work, we mainly focus on testing it in the following four aspects:

- **Correctness:** Evaluate how close are the positions of \(k\) largest haloes found by the streaming-based algorithms to the top \(k\) large haloes returned by some widely used in-memory algorithms. Evaluate the trade-off between the selection \(k\) and the quality of result.

- **Stability:** Since streaming algorithms always require some randomness and may produce some incorrect results, we want to see how stable are streaming based heavy hitter algorithms are.

- **Memory Usage:** Linear memory space requirement is a ”bottle neck” for all offline algorithms, and it is the central problem that we are trying to overcome by applying
streaming approach. Thus it is significantly important to theoretically or experimentally estimate the memory usage of Pick-and-Drop and Count-sketch algorithms.

In the evaluation, all the in-memory algorithms we choose to compare were proposed in the Halo-Finding Comparison Project.\textsuperscript{185} We test against the fiducial FOF method, as well as four others that find density peak:

1. **FOF** by Davis et al.\textsuperscript{184}

   “Plain-vanilla” Friends-of-Friends.

2. **AHF** by Knollmann & Knebe\textsuperscript{205}

   Density peaks search with recursively refined grid

3. **ASOHF** by Planelles & Quilis.\textsuperscript{206}

   Finds spherical-overdensity peaks using adaptive density refinement.


5. **VOBOZ** by Neyrinck et al\textsuperscript{208}

   “Voronoi BOund Zones” – finds gravitationally bound peaks using a Voronoi tesselation.
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Correctness

As there is no agreed upon rule how to define the center and the boundary of a halo, it is impossible to theoretically define and deterministically verify the correctness of any halo finder. Therefore a comparison to the results of previous widely accepted halo finders seems to be the best practical verification of a new halo finder. To compare the outputs of two different halo finders we need to introduce some formal measure of similarity. The most straightforward way to compare them is to consider one of them $H$ as a ground truth, and another one $E$ as an estimator. Among this the FOF algorithm is considered to be the oldest and the most widely used, thus in our initial evaluation we decided to concentrate on the comparison with FOF. Then the most natural measure of similarity is number of elements in $H$ that match to elements in output of $E$. More formally we will define “matches” as: for a given $\theta$ we will say that center $e_i \in E$ matches the element $h_i \in E$ if $\text{dist}(e_i, h_i) \leq \theta$, where $\text{dist}(\cdot, \cdot)$ is Euclidean distance. Then our measure of similarity is:

$$
Q(\theta) = Q(E_k, H_k, \theta) = |\{h_i \in H_k : \min_{e_j \in E_k} \text{dist}(h_i, e_j) < \theta\}|,
$$

where $k$ represents $k$ heaviest halos.

We compare the output of both streaming-based halo finders to the output of in-memory halo finders. We made comparisons for the $256^3$, $512^3$ and $1024^3$-particle simulations, finding the top 1000 and top 10000 heavy hitters. Since the comparison results in all cases were similar, the figures presented below are for the $256^3$ dataset, and $k = 1000$.

On the Figure 6.13 we show for each in-memory algorithm the percentage of centers
that were not found by streaming-based halo finder. We can see that both the Count-Sketch and Pick-and-Drop algorithms missed not much more than 10 percent of the haloes in any of the results from the in-memory algorithms.

![Figure 6.14: Number of detected halos by our two algorithms. The solid lines correspond to (CS) and the dashed lines to (PD). The dotted line at $k = 1000$ shows our selection criteria. The $x$ axis is the threshold in the number of particles allocated to the heavy hitter. The cyan color denotes the total number of detections, the blue curves are the true positives (TP), and the red curves are the false positives (FP).]

To understand whether the 10 percent means two halo catalogs are close to each other or not, we will choose one of the in-memory algorithms as a ground truth and compare how close the other in-memory algorithms are. Again, we choose FOF algorithm as a ground truth. The comparison is depicted in Fig. 6.13. From this graph you can see that the outputs of Count-Sketch and Pick-and-Drop based halo finders are closer to the FOF haloes, than other in-memory algorithms. It can be easily explained, as after finding heavy cells we apply the same FOF to these heavy cells and their neighborhoods, the output should always have similar structure to the output of in-memory FOF on the full dataset. Also from this graph you will see that each line can be represented as a mix of two components, one of which is the component of random distribution. It means that after a distance of
\( \sqrt{3}/2 \) all matches are the same if we just put bunch of points at random.

The classifier is using a top-\( k \) to select the halo candidates. Figure 6.14 shows how sensitive the results are to the selection threshold of \( k = 1000 \). It shows several curves, including the total number of heavy hitters, the ones close to an FoF group – we can call these true positive (TP) – and the ones detected, but not near an FoF object (false positives FP). From the figure, it is clear that the threshold of 1000 is close to the optimal detection threshold, preserving TP and minimizing FP. This corresponds to a true positive detection rate (TPR) of 96% and a false positive detection rate of 3.6%. If we lowered our threshold to \( k = 900 \), our TPR drops to 91% but the FPR becomes even lower, 0.88%.

These tradeoffs can be shown on a so-called ROC-curve (receiver operating characteristic), where the TPR is plotted against the FPR. This shows how lowering the detection threshold increases the true detections, but the false detection rate increases much faster. Using the ROC curve, shown below we can see the position of the \( k = 1000 \) threshold as a circle and the \( k = 900 \) as a square.

Finally, we should also ask, besides the set comparison, how do the individual particle cardinalities counted around the heavy hitters correspond to the FoF ones. Our particle counting is restricted to neighboring cells, while the FoF is not, so we will always be undercounting. To be less sensitive to such biases, we compare the rank ordering of the two particle counts in the two samples in Fig. 6.16. The rank 1 is assigned to the most massive objects in each set.
Figure 6.15: This ROC curve shows the tradeoff between true and false detections as a function of threshold. The figure plots TPR vs FPR on a log-log scale. The two thresholds are shown with symbols, the circle denotes 1000, and the square is 900.

Figure 6.16: The top 1000 heavy hitters are rank-ordered by the number of their particles. We also computed a rank of the corresponding FoF halo. The linked pairs of ranks are plotted. One can see that if we adopted a cut at $k = 900$, it would eliminate a lot of the false positives.

Stability

As most of the streaming algorithms utilize randomness, we estimate how stable our results are compared to the results from a deterministic search. In the deterministic search algorithm, we find the actual heavy cells by counting the number of particles inside them;
we perform the comparison for the dataset containing $256^3$ particles. To perform this evaluation we run 50 instances of each algorithm (denoting the outputs as $\{C_{cs}^i\}_{i=1}^{50}$ and $\{C_{pd}^i\}_{i=1}^{50}$). We also count the number of cells of each result that match the densest cells returned by the deterministic search algorithm $C_{ds}$. The normalized number of matches will be $\rho_{pd}^i = \frac{|C_{pd}^i \cap C_{ds}|}{|C_{ds}|}$ and $\rho_{cs}^i = \frac{|C_{cs}^i \cap C_{ds}|}{|C_{ds}|}$ correspondingly. Our experiment showed:

$$\mu(\rho_{cs}^i) = 0.946, \quad \sigma(\rho_{cs}^i) = 2.7 \cdot 10^{-7}$$

$$\mu(\rho_{pd}^i) = 0.995, \quad \sigma(\rho_{pd}^i) = 6 \cdot 10^{-7}$$

This means that the approximation error caused by randomness is very small compared with the error caused by transition from overdense cells to halo centers. This fact can also be caught from the Fig. 6.17. On that figure you can see that shaded area below and above the red line and green line, which represents the range of outputs among 50 instances, is very thin. Thus the output is very stable.

**Memory Usage**

Comparing with current halo finding solutions, streaming approaches’ low memory usage is one of the most significant advantages. To the best of our knowledge even for the problem of locating 1000 largest haloes in the simulation data with $1024^3$ particles, there is no way to run other halo finding algorithms on a regular PC since $1024^3$ particles already need $\approx 12$GB memory to only store all the particle coordinates; a computing cluster or even supercomputer is necessary. Therefore, the application of streaming techniques introduces
a new direction on the development of halo-finding algorithms.

To find top $k$ heavy cells, Count-Sketch theoretically requires following amount of space:

$$O(k \log \frac{n}{\delta} + \frac{\sum_{q'=k+1}^{m} f_{q'}^2}{(\epsilon f_{k})^2} \log \frac{n}{\delta}),$$

where $1 - \delta$ is probability of success, $\epsilon$ is an $Q_k$ estimation error, and $Q_k$ is the frequency of $k$-th heaviest cell. It is worth mentioning that in application to the heavy cell searching problem the second term is the dominating one. The first factor in the second term represents the linear dependency of memory usage on the heaviness of top $k$ cells. Thus we can expect linear memory usage for small dataset. But as dataset grows the dependency becomes logarithmic if we assume the same level of heaviness. Experiments verify this observation, as for small dataset with $256^3$ particles Count-Sketch algorithm used around 900 megabytes memory, while for the large $1024^3$-dataset, the memory usage was increased to
nearly 1000 megabytes. Thus the memory grows logarithmically with the size of dataset if we assume almost constant heaviness of the top $k$ cells; that is why such approach is scalable for even larger datasets.

In the experiments using this particular simulation data, Pick-and-Drop sampling shows much better performance in terms of memory usage than Count-Sketch. The actual usage of memory was around 20 megabytes for the dataset with $256^3$ particles and around 30 megabytes for the dataset with $1024^3$ particles.

### 6.3.6 Conclusion

In this paper we find a novel connection between the problem of finding the most massive halos in cosmological N-Body simulations and the problem of finding heavy hitters in data streams. According to this link, we have built a halo finder based on the implementation of Count-Sketch algorithm and Pick-and-Drop sampling. The halo finder successfully locates most (> 90%) of the $k$ largest haloes using sub-linear memory. Most halo-finders require the entire simulation to be loaded into memory. But our halo finder does not and could be run on the massive $N$-body simulations that are anticipated to arrive in the near future with relatively modest computing resources. We will continue to improve the performance of our halo finder, something we have as yet not paid much attention to. In the very first implementation we evaluated here, we mainly focus on the verification of precision instead of performance. But both Count-Sketch and Pick-and-Drop sampling can be easily parallelized further to achieve significantly better performance. The majority of the computation on Count-Sketch is spent on the calculations of $r \times t$ hash functions. A straight forward
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way to improve the performance is taking advantage of the highly parallel GPU streaming
processors to improve the performance of calculating a large number of hash functions. Similarly, Pick-and-Drop sampling is also a good candidate for more parallelism since the Pick-and-Drop instances are running independently.

We also note that this halo finder finds only the \( k \) most massive haloes. These are features of interest in the simulation, but some further work is required for our methods to return a complete set of haloes as an in-memory algorithm.
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