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Abstract
Cryptographic systems control access to protected assets using keys stored in non-volatile digital memory which is vulnerable to tampering, substitution, and duplication. These key storage solutions require countermeasures that increase cost and complexity thus making their practical scalability to low-end systems intractable. Stored keys are usually derived from algorithms which include hash functions, random sequences, one-way permutations, and ciphers. Such approaches rely on computational asymmetry, e.g. algorithms that are easy to compute, yet difficult to reverse. However, the security of such “one-way” functions is not rigorously proven. Physical keys store private information within the physical structure of an object to protect against counterfeiting and spoofing. Recent physical key demonstrations are sufficiently complex to be believed unclonable; however, they exhibit reduced capacities for secret information, slow information generation rates, and vulnerability to emulation due to their linearity and slow speed. Here we investigate a primitive, a basic building block of a cryptographic system, based on the ultrafast and nonlinear optical interactions within an integrated silicon photonic cavity. Such a cavity can imprint a unique signature on an optical wave through the combination of a large number of spatial modes in a constrained medium. This interaction produces a highly complex and unpredictable, yet deterministic, ultrafast response that serves as a unique “fingerprint” of the cavity. This research includes methods to derive binary sequences from such waveforms that satisfy unpredictability, robustness, and entropic measures to meet security requirements for private key storage. We show that this robust physical key is unclonable, is impossible to emulate, and achieves dramatically improved capacity and throughput of secure information. We show that attempts at cloning this novel key fail, even with complete knowledge of the key design and maximally identical fabrication processes. We further demonstrate its use in authentication and communications applications and show that the device’s total information density is far beyond that of modern storage media. This innovative security measure is extremely small, inexpensive, and compatible with both conventional semiconductor integration and optical communications systems. This approach represents a revolutionary advancement in the construction of physical keys.
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Modern authentication and communication techniques are built upon cryptographic primitives, the basic building blocks of a cryptographic system, that rely on computational asymmetry, e.g. algorithms that are easy to compute, yet difficult to reverse. Despite their widespread use, the security of such “one-way” functions has never been rigorously proven [1] and is not absolute. Reverse engineering attacks against cryptographic devices that leverage these methods force manufacturers to implement costly and complex countermeasures [2]. Moreover, approaches that store critical information in digital memory are at a higher risk of remote compromise as private information is easily clonable. 
In this dissertation, we investigate novel methods to achieve vast amounts of private key storage with applications to secure authentication, anti-counterfeiting, and communications that are not subject to cloning. Such private information could be used as secret passwords, answers to secret questions, biometric signatures, etc. We examine the convergence of cryptography, dynamical systems, integrated silicon photonics, and ultrafast optics, to mitigate spoofing (impersonating identities), tampering (modifying data), repudiation (denying authenticity), and information disclosure attacks on information systems.
[bookmark: _GoBack]Here we study a cryptographic primitive based on the ultrafast response of an integrated photonic cavity that is fully compatible with electronic circuit fabrication techniques. We probe a cavity with a spectrally-encoded ultrashort optical pulse that can imprint a unique signature on the incident optical wave through the combination of numerous propagation modes in a constrained medium. This output is unique to the unavoidable random fabrication idiosyncrasies of a specific device and while deterministic, it appears to be random or “chaotic” such that it cannot be predicted by the usual methods.
The research includes methods to derive binary sequences from such waveforms that satisfy unpredictability, robustness, and entropic measures, which are necessary to meet security requirements. The research also determines features of the device that permit random numbers to be extracted when the device is excited with a suitable signal; that there is likely a maximum number of such random numbers and, when expressed in binary, characterize the device as an information storage medium that can be compared with other media. We examine the performance of two case studies for the implementation of this technique: authentication and communication. This primitive is also a candidate for vastly improved security for applications in one-way hash functions, private key and public key cryptography, digital signatures, and random number generation.
[bookmark: _Toc486147521][bookmark: _Toc488574664][bookmark: _Toc493792590][bookmark: _Toc400493178]Modern Security and Privacy Issues
The continual evolution of modern security methods reflects a persistent escalation in the ongoing battle for information dominance. Centuries of security innovation have created reliable tools that we use, for example, to access personal electronics or online accounts securely, and also to purchase goods and services. The past four decades have seen unprecedented growth in the influence of cyberspace at every level of life from the huge corporation to the child with a new smartphone. However, even this explosive growth is no match for what is coming with the Internet of Things; and we are not yet prepared as connected devices can, for example, administer medication, control transportation, and operate key infrastructure [3]. Our devices, databases, accounts, and especially our identities are vulnerable to theft, counterfeiting, fraud, sabotage, denial of access, and destruction [2] because they rely on stored information that is presumed to be secret. Additionally, the globalization of the semiconductor manufacturing industry provides abundant opportunities to attack microelectronic supply chains [4]. Leveraging globalized manufacturing is essential for large organizations to nimbly benefit from the rapid innovation of the microelectronics industry. However, its distributed nature allows for numerous points of attack throughout system lifecycles including production, deployment, operations, and support. Therefore, hardware plays an increasingly important and integral role in system security as there exist many emerging system vulnerabilities relating to hardware.
Nearly all the protective mechanisms currently in place rely on some sort of algorithmic or computational (and therefore, vulnerable) security scheme. (A very forward-looking exception was the Washington-Moscow Hotline which, when first implemented in 1963 to avoid mishaps that could lead to nuclear war, used for its security the only known, absolutely secure scheme: the one-time pad.)[footnoteRef:2]. It is common for key-enabled mathematical security algorithms to be implemented in electronic digital circuits for applications such as authentication and encryption; these algorithms use cryptographic primitives[footnoteRef:3] that are generated by algebraic or number-theoretic algorithms and may include hash functions [5], random sequences, one-way permutations, and other ciphers as well as keys. Such methods are often complex and slow (compared with the speed necessary to foil an “over the shoulder” capture of a secure sequence) and use weak keys that are easily cloned or predicted. During processing, keys are frequently stored in insecure, random access memory that requires large portions of chip area and continuously applied power to keep the key memory active. Such algorithms often use computationally asymmetric methods for encoding and decoding unique information relative to a user or object; examples include forming the product of two very large primes or exponentiation of a base number by a large prime number (easy) vs. factoring a large composite number or taking the discrete logarithm of a large number (difficult). The security of such “one-way” functions has never been rigorously proved [5]–[8] and is, in any case, not absolute. The factoring and logarithmic functions required to break these codes are difficult, but not impossible. Further, the emerging successes of large parallel and quantum computers in cracking asymmetric algorithms place the security of cryptographic one-way functions at risk [1], [9]. [2:  Crypto Museum www.cryptomuseum.com/crypto/hotline]  [3:  A cryptographic primitive is a low-level construct from which secure protocols are built. The term includes one-way hash functions, permutations, ciphers, signatures, sequences, and number-theoretic encryption functions [5, Fig. 1.1]. The use here generalizes the definition, adding to the list physical layer devices.] 

For the protection of supply chains, one security technique is to use advanced cryptographic hardware key storage solutions to store small amounts of private information on the protected item and permit its authentication throughout all points of attack in the chain. At these points, microelectronic components are vulnerable to tampering, substitution, and duplication of private key material stored in digital memory [4]. The high cost and complexity of current hardware key storage solutions make their practical scalability to low-end systems intractable [2], [10]. Moreover, the secure storage of private key material remains a challenge for all types of cryptographic systems [5]. A transformative solution is vital to protecting all the devices coming online (and those that have not yet been invented) and to all the assets that they otherwise make vulnerable.
[bookmark: _Toc488582629][bookmark: _Toc486147522][bookmark: _Toc488574665][bookmark: _Ref490327164][bookmark: _Toc493792591]Physical Unclonable Functions
[bookmark: _Toc486147523][bookmark: _Toc488574666][bookmark: _Ref492138115][bookmark: _Toc493792592]Concept
The majority of modern security techniques require the storage of private information within non-volatile digital memory where it could be duplicated by a malicious adversary. In high-security applications, these storage mechanisms are bolstered with complex countermeasures that drive up cost. The challenges posed by implementing algorithmic one-way functions have led to investigations of physical layer security measures in order to provide device unclonability, avoid key storage issues (space and power), provide true one-way functionality, and bake security into the “DNA” of the hardware so that it cannot be attacked or compromised. 
Physical layer security [6], [7], [11]–[16] can take a variety of meanings, including algorithmic encryption at the bottom of the protocol stack to abstract information theoretic concepts [16]. It is often studied by realizing cryptographic primitives in the form of physical keys. A promising emerging approach to verifying the authenticity and integrity of hardware relies on the use of unclonable and tamper-evident physical keys embedded within the hardware of interest [11]. Physical keys store secret information in their physical structure and have evolved over thousands of years to securely authenticate their holder. Impressively, modern realizations of physical keys, known as physical unclonable functions (PUFs) are intended to be sufficiently complex in their behavior and structure to prevent copying. PUFs are physical analogues to algorithmic one-way functions and aim to be easily evaluated yet unpredictable. PUFs obviate many of the vulnerabilities of digital key storage approaches by harnessing the small-scale unavoidable and unreproducible variations in devices that make each device unique. Essentially, PUFs contain private information in their precise physical structure and this information is accessible solely by the device holder. In the context of hardware authenticity, PUFs can be thought of as each possessing a unique “fingerprint” that cannot be duplicated or emulated and therefore can serve as a unique identifier of that specific piece of hardware. In addition, it is desirable that PUFs be tamper-evident so that a piece of hardware cannot be modified without impacting the PUF’s fingerprint. Beyond hardware authentication, PUFs also have applications as hardware sources of key material for encrypted information storage and communications. 
[image: ]
[bookmark: _Ref488576429][bookmark: _Toc493624192]Figure 1‑1: The Physical Unclonable Function Model
A PUF is (1) physical, i.e. a real entity of physical presence, not of algorithmic or logical nature, (2) unclonable, i.e. cannot be precisely replicated in physical structure by any party with infinite resources, and (3) a function, i.e. there exists a specific output associated with a given input (Figure 1‑1). Therefore, a PUF is defined as a physical object which produces a response to a challenge that is dependent on physical structures which are impossible to clone [4]. However, this definition is perhaps too stringent: it may be impossible to prove with absolute certainty the impossibility of the replication of physical structures by an adversary with infinite resources. At most, we can attempt to claim the extreme difficulty of any such attempt via the understanding of physical limits and state-of-the-art fabrication techniques. Hence, hardly any PUFs achieve any rigorous assurances of security, e.g. when any information revealed to an adversary cannot be feasibly extracted; we call this semantic security [5] and is often invoked when considering the limits of computationally bounded adversaries.
Most PUF constructions are formed around a challenge-response protocol (Figure 1‑2). For example, some party presents a question, i.e. “challenge”, and another party must provide a valid answer, i.e. “response” (Figure 1‑2a). This is similar to authentication protocols used in clandestine tradecraft where a pre-defined response to a given question is used to verify one’s identity[footnoteRef:4]. Likewise, the PUF can be modeled as a black box system, where an input challenge  is passed to the PUF which returns a response , where  contains all the input to output mappings of the PUF [11]. In an authentication scenario, if the second party provides a response which meets some pre-defined criteria, i.e. closeness to an expected response, then the first party deems the second to be authentic. This is analogous to a physical key and lock, e.g. a lock “challenges” the holder of the key. If the key is correct, the lock “responds” with its opening[footnoteRef:5] (Figure 1‑2b).  [4:  In the 1994 film The Shadow, the protagonist states to a fellow, yet unverified, agent: “The sun is shining…” and then the agent completes the code phrase with, “but the ice is slippery.” thus mutually confirming their identities with this predefined shared secret, a classic example of a challenge-response protocol.]  [5:  We are a bit loose with definitions here. While authentication is the verification of a claimed identity, authorization is verifying that the authenticated identity has permission to access a resource. In the case of a lock, these two actions are one and the same. The focus of this work on PUFs is to provide the former and not the latter.] 
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This protocol can be fundamentally expanded to many applications, some of which we investigate here. Properly implemented, physical layer security can provide very strong protection against modeling, cloning and prediction, tampering, and eavesdropping attacks, all while consuming a small amount of chip area and posing no need for continuous power to store the key in electronic memory during operation.
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In addition to the previous definitions and properties, an ideal PUF should exhibit behavior that is reproducible (only by itself), unique, unclonable, one-way, unpredictable, and tamper-evident (Figure 1‑3) [17]. Specifically, PUFs should have a highly reproducible response to the same input challenge indicating determinism and low system noise (Figure 1‑3a). Different PUF designs should be unique, such that the same challenge given to two different devices produces vastly different responses (Figure 1‑3b). The PUF should be unclonable such that it is infeasible for an adversary with complete knowledge of a legitimate device’s design to produce a copy that behaves identically to an authentic device (Figure 1‑3c). Furthermore, the underlying PUF operation itself should be sufficiently complex that it is unreasonable to invert its behavior or predict a response to some arbitrary input (Figure 1‑3d & e). Lastly, should an adversary tamper with a legitimate PUF, it should be evident through inspection or interrogation (Figure 1‑3f). 
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[bookmark: _Ref476474036][bookmark: _Toc486147632][bookmark: _Toc488574760][bookmark: _Toc493624194]Figure 1‑3: Common properties of an ideal PUF.
A PUF can further be categorized as a weak or strong PUF with the fundamental difference being the domain of , i.e. the total number of unique challenges that the PUF can process while still yielding unique responses [11]. We further extend this definition to requiring that binary response sequences generated from the different challenge sequences be decorrelated completely. A weak PUF will generally have a very small number of challenge-response pairs (CRPs), whereas a strong PUF would have a large enough set such that the complete characterization within a limited timeframe is infeasible. This characteristic is directly related to the concept of information content as we require that a PUF contain a large amount of information for use as a source of private key material (investigated in Chapter 4). The amount of information or private key material in a PUF is a measure of the maximum length of a sufficiently random binary sequence that can be extracted from the PUF output. When the size of a given PUF is taken into account, we can compute the planar and volumetric information densities which have implications for security and practicality. In some applications, we may also wish the PUF to have an ultrafast response time which can render adversarial attempts to spoof a legitimate device ineffective if the response time is closely monitored. Somewhat paradoxically, we establish a very challenging design problem in creating a PUF with an ultrafast interrogation rate and response time yet with such an enormous domain to make its complete characterization wholly infeasible. The evaluation of these properties permits the characterization of the performance of a given PUF and allows comparison between different PUF demonstrations.
[bookmark: _Toc486147525][bookmark: _Toc488574668][bookmark: _Ref491799460][bookmark: _Ref491801585][bookmark: _Toc493792594]Related Cryptographic Concepts
Given the desired properties of PUFs, we find many parallels to key cryptographic concepts that we cover here. We compare and contrast several such concepts to those of PUFs and examine their applicability to PUF design.
[bookmark: _Ref484362957]One-way Functions
A one-way function is an essential tool to modern cryptography [5]. Its informal definition is a function that is easy to compute on every input, but difficult to invert given an arbitrary output. The foundation of “difficulty” is based upon computational complexity theory; i.e. comparing the complexity of inverting the function versus executing the original function and by comparing the computational time to the execution time of the function. These properties are restated as follows:
(1) Easy to compute: There exists some deterministic polynomial-time[footnoteRef:6] algorithm  such that it computes an output  on some input . [6:  An algorithm is said to be solvable in polynomial time if the number of operations required to execute the algorithm on a given input is bounded by a polynomial in the number of integers in the input space.] 

(2) Hard to invert: Every probabilistic polynomial-time algorithm  that attempts to compute an inverse on  can succeed with only negligible probability.
Likewise, a PUF is often considered the hardware realization of a one-way function and thus the first instance of it was called a physical one-way function (POWF) [7], with the former extending the definition of POWFs to unclonability and the properties defined in the previous section. Given that PUFs and POWFs are based upon complex physical phenomena, it is typically very difficult, if not altogether impossible, to invert such a function from a given output alone.
[bookmark: _Ref484375363]Hash Function
A hash function is any function that can map data of some arbitrary size to some fixed size. When compared to hash functions, most PUF realizations have a fixed input and output whereas hash functions have an arbitrary length input and a fixed output. Hash functions are also deterministic; however, given the algorithmic nature of their implementation, hash functions are not prone to noise as are PUF implementations. Strong one-way hash functions may have the following properties [5], [7], [18]:
(1) Variable input size: The function can be applied to an input of any size.
(2) Fixed output size: The function produces a fixed-length output.
(3) Ease of computation: Given input string x, computation of h(x) is done in small-degree polynomial time or linear time.
(4) Pre-image resistance: it is infeasible to find an input that produces a given output.
(5) 2nd pre-image resistance (collision resistance): it is very difficult to find two inputs that produce the same output. In fact, cryptographic breakthroughs[footnoteRef:7] which allow an adversary to find collisions within several modern hash functions have undermined the security of digital signatures relied on across the internet. [7:  A cryptographic breakthrough simply means finding and exploiting a weakness in a cipher that allows an advantage over brute force or exhaustive search.] 

(6) Mixing-transformation: The output of hash value should be computationally indistinguishable from a uniform binary string, i.e. random.
(7) Confusion: The relationship between the key and the ciphertext is as complex and as involved as possible.
(8) [bookmark: _Hlk490326512]Diffusion: Redundancy in the statistics of the plaintext is dissipated in the statistics of the ciphertext. Diffusion may also be interpreted in that the flipping of an input bit will change the output bits with a probability of 0.5; this is also called the avalanche criterion [5].
The properties of confusion and diffusion are often found in a strong cipher, i.e. encryption and decryption algorithm. While a PUF is not strictly a cipher (by definition it is one-way and thus cannot be used for decryption), these properties are related to a PUF’s resistance to model-building and machine learning attacks. A PUF with a very complex relationship between its input and output will be more challenging for an adversary to learn that relationship than one of some simple mapping (confusion). Likewise, a PUF with a response that is highly sensitive to its input will aid in achieving the properties of uniqueness and unpredictability.
Pseudo-Random Functions and Random Oracles
Other key cryptographic concepts with relevance to this work include random functions and oracles. A truly random function can be thought of as a lookup table filled with uniformly distributed random variables. A random oracle is an abstract machine which responds deterministically to every unique query with a truly random response chosen uniformly from its output domain, just like a random function. They are often used in cryptographic proofs as an idealized replacement for a cryptographic hash function when strong randomness assumptions are required for its output. Likewise, a pseudo-random function (PRF) emulates a random oracle in that no efficient algorithm can distinguish between it and a random oracle as defined above. A PRF guarantees that all of its outputs appear to be random regardless of how the inputs were chosen. Ideally, a PUF would have the identical properties to a random oracle in part. While there is a relationship between the input and output governed by physical laws, we wish that this relationship is so complex that it is indistinguishable from a true random function.
[bookmark: _Toc486147526][bookmark: _Toc488574669][bookmark: _Ref489691883][bookmark: _Toc493792595]Previous Work
PUFs form a variety of modalities which are defined by randomness in their respective material properties; they are easily evaluated (encoded) and hard to characterize or model [11], [19], [20] and, therefore, difficult to reproduce or clone. Modalities include optical [6], [7], electronic [14], acoustic [15], and coating [15] PUFs, which may be thought of as a subset of electronic PUFs. For every modality, the strongest security schemes rely on innate randomness properties inherent in the materials used and the manufacturing tolerances associated with the fabrication process that cannot be measured, sensed, cloned, or reverse engineered (asymmetry). Many electronic PUFs realized in or upon silicon are subject to tampering or electronic measurements and analysis [14]. Optics promises stronger PUFs through more complex physical interactions (see the discussion on strong PUFs in Section 1.2.2), and most demonstrations thus far have leveraged inhomogeneous spatial scattering of light. Current optical PUFs [6], [7] suffer from tedious set-up, precise physical alignment, and calibration problems that must be addressed before fielding a practical product. However, existing PUFs still require that some information be kept secret since an attacker armed with complete knowledge of a PUF’s behavior can, in principle, emulate it [21]–[23]. In the following section, we explore a non-exhaustive list of various PUF modalities and examples while investigating their corresponding shortcomings and opportunities for advancement. As optical techniques can form an ideal approach for building strong PUFs, we focus on prior work on optical PUFs more deeply than their electrical PUF counterparts.
Electrical PUFs
There is a large variety of electrical PUF implementations which are easily integrated into semiconductors and integrated circuits which include delay-based, memory-based, and coating PUFs [10]. Delay-based PUFs exploit the race conditions in an integrated circuit and include arbiter PUFs and ring oscillator PUFs (Figure 1‑4a). Memory-based PUFs exploit the instability of volatile memory elements, i.e. SRAM cells, flip-flops, and latches (Figure 1‑4b). Lastly, coating PUFs use the varying capacitance of dielectric coatings applied to an electrical chip which houses the PUF (Figure 1‑4c). 
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[bookmark: _Ref490247058][bookmark: _Toc486147633][bookmark: _Toc488574761][bookmark: _Toc493624195]Figure 1‑4: Electrical PUF examples
While electronic PUFs remain the most common approach, many of them have been found susceptible to cloning, invasive interrogation, and model-building attacks [21]–[23]. For example, the number of responses of a memory-based PUF is limited by the quantity of its memory elements. Therefore, it is possible for an adversary to read out all the PUF responses and generate a lookup table which can be used to emulate the PUF. Further, given the linear structure of delay-based PUFs, it is simple to create a mathematical model that can estimate the response to a given PUF challenge. Most of these approaches attempt to address these limitations through the addition of more complex nonlinear elements into the design. However, recent work has shown that even these countermeasures are susceptible to various machine learning attacks that apply logistic regression and evolution strategies [10]. Likewise, electrical PUF designers apply even more complex countermeasures composed of algorithmic cryptographic primitives, i.e. the very same techniques that PUFs were designed to eliminate! 
[bookmark: _Ref490327184]Optical PUFs
The first demonstration of an optical PUF was by Pappu in 2001 [7] where he exploited optical scattering through inhomogeneous structures that served as difficult-to-replicate tokens for the implementation of hardware one-way functions, which he referred to as POWFs. A continuous wave laser beam illuminates an optical scattering medium which creates a speckle pattern that is detected and digitized. New speckle patterns are accessed by changing the orientation of the laser beam and thus form a physical means of different challenges (Figure 1‑5). This early work laid the foundation for the field of PUFs in general, especially electronic PUFs.
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[bookmark: _Ref484266069][bookmark: _Toc493624196][bookmark: _Toc486147634][bookmark: _Toc488574762]Figure 1‑5: The first optical PUF [6], [7]
In the following years, Tuyls and Skoric published expansions on this original work which examined information theoretic security models [20] and key extraction techniques [23] of PUFs in general and provided specific demonstrations of optical scattering PUFs. They made further attempts to consolidate the optical measurement setup into a single, miniaturized device. They also introduced the concept of a reconfigurable PUF which used a polymer containing randomly distributed light scattering particles instead of normal glass [24]. Upon illumination with a high intensity laser beam, the material absorbs the light and then heats up which allows the particles to redistribute. Thus upon subsequent challenges at typical power levels, the same device produces different speckle patterns than it did prior to reconfiguration.
However, it was not until 2013 that Horstmeyer, et al. developed a new technique for challenging an inhomogeneous scattering token using a spatial light modulator (SLM), which, in theory, is more robust, i.e. repeatable, than changing the orientation of a laser source [25]. In this system, an SLM is used to modulate the phase of an optical wavefront which is then focused onto a volumetric scatterer. The scrambled light emerging from the material is detected by a complementary metal-oxide semiconductor (CMOS) sensor and converted into a binary sequence in post-processing (Figure 1‑6).
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[bookmark: _Ref484262448][bookmark: _Toc493624197][bookmark: _Toc488574763][bookmark: _Toc486147635]Figure 1‑6: Optical scattering PUF via SLM [25]
Also in 2013, Ruhrmair, et al. proposed a system that they called an “integrated optical PUF” [13] built upon previous suggestions from Gassend [26] and others which were solely theoretical in nature. In one embodiment, an immobile laser diode array, with each node having phase-locked diodes, is used to illuminate a scattering medium (Figure 1‑7a). These diodes can be switched on and off independently thus permitting the variation of the input. An array of light sensors (photodiodes) measures the light intensities locally and a response is generated from the detected energy. In a second embodiment, instead of phase-locked diode arrays, the output of a single laser source passes through a light modular array (Figure 1‑7b). 
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[bookmark: _Ref484263540][bookmark: _Toc486147636][bookmark: _Toc488574764][bookmark: _Toc493624198]Figure 1‑7: Theoretical (a, b) and experimental (c) “integrated optical PUF” designs
The various pixels of the array can be switched on and off independently as well. They did not build either of these two concepts in an integrated platform but rather it was a proof-of-concept design with similar components (Figure 1‑7c). It is important to note that the use of the term “integrated” in this demonstration refers to the combination of the components of the system into a single device and is not a system that is compatible with electronic circuit fabrication.
Notable recent research into optical PUFs continues to leverage a classical inhomogeneous scattering medium but with “quantum” challenges in an effort to prevent the characterization of an incident challenge and thus prevent emulation attacks, i.e. the reproduction of the operation of a legitimate device or system which can respond identically to that legitimate device without the fabrication of an exact copy (Figure 1‑8) [27]. This obfuscation of the specific challenge is necessary as previous work has successfully demonstrated machine learning attacks against these linear devices [13]. The quantum challenge is composed of only a few photons, which makes it impossible for an adversary to perform enough measurements to determine fully the challenge and thus predict the correct response. However, an adversary may apply an optimal classical attack which results in authentication error rates that are relatively high and are very slow (100 ms) to achieve. Further, recent work has proven even more efficient quantum cloning attacks which outperform the classical challenge-estimation attacks [28], [29]. 
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[bookmark: _Ref484264086][bookmark: _Toc493624199][bookmark: _Toc488574765][bookmark: _Toc486147637]Figure 1‑8: Quantum secure authentication [27]
Another related class of optical authentication technologies falls into the category of light scattering from, not through, various materials. For example, Seem et al. [30] developed a technique they called laser surface authentication (LSA) which illuminates an optically rough surface to generate and measure a free-space intensity pattern of light that is scattered diffusely from the surface. This technique suffers from the same repeatability challenges as in the first optical scattering PUF (OSPUF) demonstration. Another example is femtosecond laser filament micro-ablation optical scattering, in which PUFs can be fabricated on glass plate surfaces [31]. The technique uses a highly nonlinear ablation process which prohibits the reproduction of the same scattering medium even if the same conditions are used. 
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[bookmark: _Toc486147638][bookmark: _Toc488574766][bookmark: _Toc493624200]Figure 1‑9: Laser surface authentication (left), laser diffusion authentication (right)
Another recent optical PUF approach uses process variation in the fabrication of copper-based CMOS integrated photonic crystals (Figure 1‑10) [32]. In this system, a pixel array is integrated beneath the photonic crystals and the chip is interrogated using a laser tuned to the edge of the photonic crystal bandgap where transmission is highly sensitive to the photonic crystal structure. While this approach brings the optical PUF closer to a chip-scale integrated format, it does not possess sufficient complexity to be generally useful as a strong PUF. The total information content of this approach is low and is simply given by the number of pixels in the array as each pixel is compared to the mean to generate 1 bit of key material. Additionally, the underlying behavior is relatively simple. The response of each pixel can be modeled by the bandgap of the respective photonic crystal and therefore the entire PUF can be modeled simply with a few parameters (bandgaps) equal to the number of pixels. Therefore, this approach is highly susceptible to both full characterization (lookup table attack) and machine learning attacks.
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[bookmark: _Ref485759879][bookmark: _Toc493624201][bookmark: _Toc488574767][bookmark: _Toc486147639]Figure 1‑10: Opto-active PUF via CMOS integrated photonic crystals [32]
Although these optical scattering approaches may offer additional security benefits and output complexity when compared to electronic PUFs, they are inherently slow, large (~100 mm3), extremely sensitive to mechanical positioning, and difficult to integrate with electronic circuits. More precisely, OSPUFs have exceptionally slow cryptographic key material (“information”) generation rates due to the need for narrow linewidth laser illumination sources and camera-based detection methods. Also, due to their linear behavior the uncorrelated key count is limited as illumination patterns add linearly and coherently, thus reducing the total information content of the device. Under some circumstances, linear OSPUFs can be attacked by machine learning techniques. Further, successful model-building attacks have been able to predict the correct response to a random and previously unobserved input challenge. These non-ideal properties, specifically their incompatibility with electronic fabrication processes, have precluded the practical use of OSPUFs even after nearly two decades of research and development. 
[bookmark: _Toc486147527][bookmark: _Toc488574670][bookmark: _Toc493792596]Testing and Specification of PUFs 
In order to analyze and compare different PUF concepts, a common set of evaluation metrics must be defined. As changing environmental conditions have the potential to influence performance across various PUF concepts, we aim to perform all characterization at typical conditions, i.e. room temperature (25°C), unless otherwise specified.
Fundamental Evaluation Concepts
Hamming Distance
The Hamming distance (HD) is an information theoretic tool which is defined as the number of positions in which two sequences of the same length differ [4]. Given two binary sequences, s1 and s2, the HD can be computed as  where the “” symbol is the exclusive-or (XOR) operation and the summation is computed over the entire length of the sequence. The HD may also be expressed as a fraction or a percentage of those elements that differ as a ratio to the total length, which is called the fractional Hamming distance (FHD). In the case of two uniformly distributed random sequences, the FHD is expected to be 0.5, meaning that, on average, half of the elements of the two sequences differ. We will be using this metric quite frequently throughout this work to understand the repeatability and uniqueness of sequences from different devices and different challenges.
Binomial Distribution
If s1 and s2 are two same-length strings from the same source, and if the values of the components of each sequence are statistically independent, then the sequence t of XOR sums of terms of s1 and s2 follows a binomial distribution where p is the probability that an element of t is one binary value and (1-p) is the probability of the other. This probability mass function is defined as 
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where n is the total number of bits in the string, k is the number of occurrences of one symbol, and p is the probability of the occurrence of that symbol. For very large sequences, a Gaussian distribution closely approximates a binomial distribution of the same mean and variance. One can form the equality of the first two moments of each distribution via the following equations:
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where µ is the mean and  is the standard deviation. By computing a histogram of FHDs of a random variable and fitting a binomial distribution to it, we can compute various statistics to measure certain PUF properties.
[bookmark: _Ref486193132]Evaluation Testing
Given the above measures, we can design experiments that can evaluate robustness, uniqueness, and unclonability. Throughout this dissertation, we may use the terms “repeatability” and “reproducibility” interchangeably as the system’s ability to produce the same response over subsequent repetitions of a given challenge. The term “robustness” encompasses this metric and covers similar performance more broadly across varying environmental conditions.
[bookmark: _Ref490829316]Repeatability
Consider our PUF function  and provide a specific challenge  to the PUF which generates a response . In a perfectly noiseless system, repeated interrogations of the same function will provide the same response, i.e.  where j and k are subsequent repetitions of the ith challenge. However, all practical PUFs have some measure of noise and error such that ; for example, sources of noise may include shot noise, thermal noise, amplifier noise, optical fiber-to-waveguide coupling misalignment, coupling surface impurities, optical power instability and jitter, mechanical vibration, etc., whereas sources of error can include discretization error from analog-to-digital conversion, instrument resolution constraints, instrument drift, instrument hysteresis, etc. We compute this closeness via the FHD and expect for a low error system that . If we fit a Gaussian distribution to the set of all FHD values computed from subsequent responses from a given device to the same challenge, we call that the “same” distribution. This probability density function (PDF) is then as follows:
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By observing how close the mean of the “same” distribution is to 0 and its width (standard deviation), we may understand its repeatability and error rate. Although a Gaussian random variable x can assume negative values, the FHD cannot and thus this approximation is best used when mean of histogram of experimental FHD values is greater than zero and the standard deviation is small such that it is well-approximated by the Gaussian distribution. In experiments where this is not the case, i.e. the mean of the distribution is close to zero for a well-performing system, alternate distributions which better approximate the experimental distribution can allow for more accurate error estimation. Techniques for selecting appropriate distributions include various parametric methods, such as the moment method, L-moment method, or the maximum likelihood method, as well as regression methods that exploit transformations of the cumulative distribution function to find linear relationships between the cumulative probability and the data [33]. Alternatively, we can use other PDF estimation techniques which adapt to the data to create a good fit. In Section 6.3.2, we determine that a kernel distribution produces an ideal fit to the experimental data [34]. A kernel distribution creates a nonparametric probability density estimate that adapts itself to the data, instead of selecting a density with a particular parametric form and estimating the parameters that correspond to that form [34]. The kernel density estimator is the estimated PDF of the variable and is given as follows [34]:
	
	
	[bookmark: _Ref490842826](1‑5)


where n is the sample size,  is the kernel smoothing function, and h is the bandwidth. The kernel smoothing function defines the PDF curve shape and the bandwidth controls the smoothness of the resulting density curve. The algorithm operates by building a function that represents the probability distribution using the sample data and then sums the component smoothing functions for each data value corresponding to a discrete frequency bin to produce a smooth and continuous probability curve [35].
Uniqueness
Now consider two different PUFs, each with their own PUF function  and . Upon interrogating each with a specific challenge , the PUFs generate the responses  and . For a system with good uniqueness properties, we expect that the responses from each device to the same challenge are uncorrelated, i.e. . If we fit a Gaussian distribution to the set of all FHD values computed from responses across different devices to the same challenge, we call that the “different” distribution. This PDF is then as follows:
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By observing how close the mean of the “different” distribution is to 0.5, and thus evaluating the statistical independence of its sequences, and its width (standard deviation), we may understand the uniqueness properties of the approach.
[bookmark: _Ref490328585]Unclonability
The evaluation of the desired property of uniqueness is closely related to that of evaluating unclonability except that instead of comparing responses from different devices, we compare the responses from clones of the same device. For example, consider the function of a device of a specific design  and the function of a clone of that device . Upon interrogating each with a specific challenge , the PUFs generate the responses  and . For a system with good unclonability properties, we expect that the responses from each device to the same challenge are uncorrelated, i.e. . If we fit a Gaussian distribution to the set of all FHD values computed from responses across clones of the same design device to the same challenge, we call that the “clone” distribution. This PDF is then as follows:
	
	
	[bookmark: _Ref490915716][bookmark: _Ref490915712][bookmark: _Ref490915723](1‑7)


By observing how close the mean of the “clone” distribution is to 0.5 and its width (standard deviation), we may understand the unclonability properties of any specific cloning approach.
[bookmark: _Ref490328372]Authentication Error
As we will cover in greater detail in the following chapters, in a scenario where a challenge-response technique is applied to authentication, an authenticator sends a challenge to a PUF, records the response, and compares the response to an expected response by computation of the FHD (see Chapter 5). If the FHD between the measured response and the expected response is below a predetermined decision threshold , the PUF is deemed authentic, otherwise it is deemed unauthentic. Additionally, the metrics described in the previous sections change slightly as they do not take into account how one determines the expected response or computes the metrics against the expected response. For example, instead of comparing responses to other previously-measured responses, one might compare them to a response generated from the average of many responses. In this manner, the FHD between any individual response and its expected response is lower than a non-averaged case yielding lower overall authentication error rates.
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[bookmark: _Ref490247983][bookmark: _Toc486147640][bookmark: _Toc488574768][bookmark: _Toc493624202]Figure 1‑11: Authentication error diagram
Likewise, through the characterization of the “same” and “different” distributions, we can determine the authentication error of the system (Figure 1‑11). The probability that the system would wrongly reject a legitimate PUF is the false rejection rate (FRR) and is given by
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Conversely, the probability that the system would wrongly accept an illegitimate PUF is the false acceptance rate (FAR) and is given by
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Essentially, these equations compute the integral of the probability distributions of the “same” and “different” distributions to find the probability that a PUF would generate a sequence on either side of the decision threshold. One may choose a decision threshold that minimizes total authentication error or, if high security is required, one may choose the threshold to minimize FAR at the expense of increasing FAR. We further define the minimum error point (MEP) as the total authentication error at the decision threshold that minimizes total error, i.e. the sum of FAR and FRR. Further, we define the equal error point (EEP) at the error at the decision threshold in which the FAR is equal to the FRR. We can compute the probability of falsely accepting a clone by the following equation:
	
	
	(1‑10)


This empirical analytical approach is suited only for assessing the effectiveness of a given cloning approach. For example, we cannot compute this metric for all possible (known and unknown) cloning techniques. However, we can attempt to clone a device in the most ideal[footnoteRef:8] (conservative) conditions as possible, then compute these metrics. [8:  Ideal conditions for cloning the device proposed in this work include fabricating multiple copies of a device design in the same run and as close together as possible on a prototype chip. In reality, an attacker may face great difficulty in recreating the exact conditions in which a legitimate device was manufactured, even more in replicating nanoscale variations encountered during the fabrication process.] 

[bookmark: _Ref492659869]Error Rate from Temperature Shift
It is known that semiconductor performance and functionality can change with ambient temperature so that the output sequence from a given system might change over temperature. Consider again our PUF function  and provide a specific challenge  to the PUF when at a specific temperature  which generates the response . We can then create an experiment in which we sweep over a temperature range, interrogate a device with a series of challenges, and then compute the repeatability statistics at each temperature. For example, we first define a repeatability metric as the mean of the distribution of FHD values of repetitions of a response to the same challenge compared to the expected response computed at each temperature:
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We may then compute an error metric for temperature as the slope of the above series evaluated at a specific temperature:
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In order to simplify this analysis, we can assume a linear fit and compute this metric as follows
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where  is the error rate at the high temperature,  is the error rate measured at the low temperature,  is given by , with the units in . For most simple applications, the law of heat conduction (Fourier’s law), i.e. of heat transfer through a material is proportional to the negative gradient in the temperature and to the area, is used in its one-dimensional form
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where qx is the local heat flux density, k is the material’s conductivity, and dT/dx is the temperature gradient [36]. A linear fit is also appropriate over small temperature ranges and is most often used within PUF literature [4]. We can compute this metric at a nominal room temperature to evaluate its sensitivity at typical operating conditions.
One-way-ness, Unpredictability, and Nonlinearity
For the PUF to be one-way, it must be easy to evaluate and difficult to invert (see Section 1.2.3.1). In order to experimentally evaluate this property, we could attempt to find a relationship between the input and the output by setting up a machine learning algorithm that builds a model through the observation of many challenge-response pairs. We can then observe the prediction error of such a model. Ideally, the prediction error would be no better than chance, i.e. 0.5; however, practically, should the prediction error fall above the decision threshold in a challenge-response system, then it cannot be falsely accepted as authentic. While this is an exciting topic for this research, it will not be covered in this dissertation but rather in follow-on papers. Instead, we will examine the property of nonlinearity and use it to strengthen the argument for a hardware one-way function through extensive experimental characterization (see Section 4.4.3). Nonlinear systems are highly complex and when used in a PUF system, they increase the intricacy of the relationship between the input and its output. This complexity is also beneficial for the property of unpredictability in that if this relationship is extremely complex then it is challenging for an adversary to build an accurate model of the system. 
We may also assess this unpredictability through the evaluation of the entropy of responses. Information theoretic entropy H is the per symbol average uncertainty of the random variables in the sequence, so maximizing H(X) maximizes the average uncertainty. For example, when p(1) = 0.5, all binary sequences of length  are equiprobable, and the entropy is 1. But no one is likely to use the maximum entropy sequence (1, 1, 1, ..., 1), or, for that matter, sequences such as all ones, all zeroes, alternating one/zero patterns, and the like in a secrecy application. So, for a random sequence to be useful, it must appear to be random; i.e., it must be unpredictable and must not contain periodic components or other patterns that could compromise secrecy. We compute the entropy of the responses by fitting a binomial distribution to FHD values from the comparison of different responses from different challenges to the same PUF. We then determine the number of independent variables n and denote that as the number of bits in a single PUF response. We can also attempt to compress long binary sequences and observe the compression ratio. A truly random binary sequence has no redundant information and is thus incompressible. 
[bookmark: _Ref492660167][bookmark: _Ref490897492]Error Rate from Power Deviation
As described in the previous section, the property of nonlinearity can provide enhanced security through a complex relationship between the input and the output. In this work, we will investigate a PUF design that has a nonlinear sensitivity on the precise optical spectro-temporal input (see Section 1.3.1). As such, the repeatability of the system may be affected adversely by small fluctuations in optical input power. As in the case of the error rate due to temperature fluctuations (see Section 1.2.5.2.5), consider our PUF function  and provide a specific challenge  to the PUF when at a specific optical input intensity  which generates the response . We can then sweep over a range of optical input intensities, interrogate a device with a series of challenges, and then compute the repeatability statistics at each power level. We first define a repeatability metric as the mean of the distribution of FHD values of repetitions of a response to the same challenge compared to the expected response computed at each power level:
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We may then compute an error metric for power deviation as the slope of the above series evaluated at a specific power:
	
	
	(1‑16)


At small deviations to input power, we can assume a linear relationship between error rate and power deviation and compute this metric as follows:
	
	
	(1‑17)


where  is the error rate at the highest measured power,  is the error rate measured at some low power, and , and units in . The most conservative approach for error analysis is to compare the resultant binary responses from lower interrogation powers with the binary response generated from the highest interrogation power. We expect the responses to be the most sensitive at high intensities where nonlinear interactions are strongest (see Section 1.3.1). This metric will help us understand the performance tradeoff between the enhanced security provided by nonlinearity and any corresponding impacts to overall repeatability.
Information Content, Density, and Rate
Through the use of compression tools, entropy evaluation, and response correlation, we can estimate the total amount of information contained within a single PUF device. We shall base our approach off of recent work by Horstmeyer, et al. [25] in that an approximate upper bound on the information content from a PUF is derived from experimental measurements, based upon the product of the number of random bits per response and the total number of uncorrelated responses per device. We can further compute a lower bound from determining the entropy of experimentally generated binary sequences. In this work, we expand on this approach through a novel approach to evaluating the strength of the system’s nonlinearity and how it can impact the total information content (see Chapter 4). Likewise, we can compute the information density through normalizing the information content over its size (area or volume) and we can compute the information generation rate via the number of bits of information generated from each response multiplied by the interrogation rate.
Confusion and Diffusion
While not typically investigated in PUF literature, the properties of confusion and diffusion are important characteristics of hash functions and ciphers as discussed in Section 1.2.3.2 and likewise, they should be considered when evaluating PUF performance as they enhance the unpredictability of the construct. Diffusion, i.e. small changes in the input, yielding equiprobable changes of all bits in the output, lends itself to an experimental observation. Consider a PUF with a fixed input and output sequence length. We then choose an input sequence  at random and measure the output . We can then flip a single bit in the challenge  to get a new challenge  where the HD between  and  is 1; we may then compute  and compare the responses. For a PUF with ideal diffusion properties, the responses corresponding to challenges that differ by a single bit should be uncorrelated, i.e. . We may then sweep through all bits in the input sequence and compare the responses against the original. Should this distribution of FHDs be tightly centered at 0.5, we have ideal diffusion performance. We evaluate this property in Section 4.4.
The property of confusion is a bit more difficult to measure. As in the case of unpredictability, we can make certain qualitative observations of the behavior of a PUF candidate. In this work, we focus on nonlinearity and how that property can make the relationship between the input and the output of a PUF extraordinarily complex.
Ideal Parameters
The performance of an ideal PUF may now be described in terms of these metrics. When considering unpredictability, we wish that the responses from different challenges that are perfectly uncorrelated, i.e. have an FHD of 0.5. For uniqueness, we wish that the responses to the same challenge submitted to different PUF instantiations are perfectly uncorrelated. For unclonability, the FHD between responses to the same challenge used to interrogate copies of the same device should also be uncorrelated. Further, the repeatability, or error rate, is determined by computing the FHD between subsequent responses to the same challenge. For an ideal PUF, the all FHDs of this “same” distribution should be 0. This error rate may also be computed between responses to the same challenges at different temperatures. Likewise, an ideal PUF would have an error rate of 0 regardless of the interrogation temperature. The parameters of the ideal PUF are summarized as follows:
[bookmark: _Toc488574831][bookmark: _Toc493532654]Table 1‑1: Ideal PUF performance parameters
	Property
	Identifier
	Value

	Reproducible
	
	0

	Unique
	
	0.5

	Unclonable
	
	0.5


[bookmark: _Toc486147528][bookmark: _Toc488574671][bookmark: _Toc493792597]Research Goals and Objectives
The goal of this program is to develop and validate a new means for providing unprecedented levels of cyber system physical layer security using silicon photonic cavity devices to produce unpredictable, unclonable, chaotic pulse waveforms from which quasi-random binary sequences suitable for challenge/response authentication and for encrypted communications are obtained. 
[bookmark: _Ref490313826][bookmark: _Toc493792598][bookmark: _Toc486147529][bookmark: _Toc488574672]Integrated Silicon Photonics
Integrated photonics is a technology that aims to construct integrated optical devices or photonic integrated circuits (PICs) containing two or more optical components, each providing a specific function, which are combined to fulfill some overall function generally at a wafer scale (<300 mm) at low size, weight, and power (SWAP). Such components can include optical filters, modulators, amplifiers, sensors, lasers, and photo-detectors (Figure 1‑12). They can be fabricated on the surface of some crystalline material (such as silicon, silica, indium phosphide, or LiNbO3) in two or three dimensions and connected with waveguides. InP-based PICs are popular due to their ability to generate high-performance light sources on-chip, however, they pose electronics integration issues such as mismatch of lattice constants, thermal expansion, and surface polarity [37] due to their flip-chip or wafer bonding techniques. Further, they do not benefit from the same economies of scale as other well-established CMOS techniques [37].
[image: ]
[bookmark: _Ref490335194][bookmark: _Toc493624203]Figure 1‑12: Integrated photonic components. (a) Laser source (b) Modulator (c) Photodetector (d) Ring modulator (e) Waveguides (f) Filters (g) Fiber coupler. [38]
However, there is special interest in the sub-field of silicon photonics as silicon forms the most suitable substrate for most electronic integrated circuits and thus it is possible to create hybrid electro-optical devices compatible with mature and low-cost manufacturing methods [39]. Silicon photonics is the application of photonic systems that use silicon as the optical transport medium and usually refers to wafer-scale propagation [39]. This field enables chip-scale optical interconnects to provide faster data transfer both between and within microchips. Optical links are not subject to electromagnetic interference nor the impact to signal integrity as are electrical links. As electrical communications are power inefficient and bandwidth limited, integrated photonics can potentially increase the network bandwidth capacity by providing micron-scale, low latency, and ultra-low power devices. 
The advent of mobile video, cloud services and data centers, high-definition television, broadband communications, connected home security systems, and the Internet of Things is driving our current communications infrastructure into a capacity crunch, struggling to keep up with this hyper-growth in demand for data [40], [41]. This places significant demand on the datacenters that process, transmit, and store this vast amount of information. Likewise, this demand creates challenges for power consumption and thus cost scales at exponential rates. Silicon photonics at the chip-scale can help reduce the power consumption of datacenters while simultaneously enabling large bandwidth communications and is a promising field to continue to enhance circuit performance. As more of the telecommunications infrastructure is trending towards optical links on the chip-scale [40], [41], creating devices that enable secure operation and that are compatible with these trends is highly desirable. 
When selecting an appropriate material, it is important to consider operating wavelength ranges for compatibility with telecommunications infrastructure, electronics compatibility, and nonlinear material properties for additional complexity and security. Further, it is desirable that devices for physical layer cryptographic primitives be small, low-cost, and well understood. The PUF material needs to be easily integrated with electronic circuits. For example, the PUF material needs to have similar thermal properties to these circuit materials to minimize contraction or expansion mismatch and associated stresses that may develop through fabrication. The most prevalent materials in the fabrication of microelectronics are copper, oxide, silicon, germanium, and gallium arsenide. Not all these materials are suitable for guided wave optics or compatibility with standard optical telecommunications infrastructure. 
We wish our material to be transparent within the mid-infrared frequency ranges (0.75-3 µm) or specifically the C (1530-1565 nm) and L (1565-1625 nm) bands. Most deployed optical telecommunications equipment operates in these ranges thus minimizing additional deployment of non-standard hardware in supporting the proposed PUF. This requirement suggests several dielectric or semiconductor materials such as silicon dioxide, silicon, silicon nitride, sapphire, and germanium. In a guided wave system, we also want a high refractive index contrast between the core and the surrounding cladding to maximize optical containment. This will allow us to design optical structures that are very small as this property will permit tighter bend radii for bus waveguides. In addition to loss due to material boundaries, we also wish to minimize volume scattering and surface scattering. Volume scattering occurs when there are physical voids, defects, or impurity atoms within the waveguide volume (Rayleigh scattering is one type). This scattering is dependent on the size and density of such imperfections along the traveling length. Surface scattering loss occurs when the light interacts with rough waveguide boundaries. As this occurs many times during propagation, this effect can be more pronounced than volume scattering. We aim to minimize these effects through modern fabrication techniques that enhance the purity of any such materials and minimize any sidewall roughness. While materials like silicon nitride have low material losses, they also have low refractive indices. In the proposed system, we expect that boundary losses are the dominating loss factor which suggests the prioritization of index contrast over material loss which will also maximize the photon lifetime and any subsequent optical interactions.
Lastly, we want the material to permit strong nonlinear interactions. In most conventional optical systems, nonlinear effects are generally avoided as they can impair performance; however, in the creation of our photonic PUF such behavior is highly desired to maximize the complexity of its operation and enhance security (we will cover this topic in greater detail in Chapter 4). The majority of nonlinear systems are impossible to solve analytically as only some highly nonlinear systems of a few variables are fairly well understood (Figure 1‑13) [42]. 
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[bookmark: _Ref484723797][bookmark: _Toc493624204][bookmark: _Toc486147644][bookmark: _Toc488574772]Figure 1‑13: Current understanding of complex dynamical systems [42, p. 10]
However, systems formed by nonlinear collective phenomena with a significant number of variables, such as nonlinear optics and nonlinear solid-state physics, form difficult systems to study and are beyond current understanding. Further, systems constructed by nonlinear continua with spatio-temporal complexity such as the interaction of nonlinear optical waves in discontinuous and intrinsically variable media are among the most complex systems in dynamics [42]. Compared to linear systems, nonlinear systems cannot be decomposed into solvable parts that can be recombined. The behavior of nonlinear systems is inherently coupled with aspects of itself and thus the superposition principle no longer holds. This fact vastly complicates the search for an analytic representation of its behavior. The principle of nonlinearity is related directly to the desired PUF property of unpredictability.
Optical systems can have strong nonlinear effects under the right conditions; namely, a very high-power density in specific materials. In linear conditions, beams of light which would pass through each other without affecting each other, whereas nonlinear conditions allow for the opposite [43]. In a vacuum, Maxwell’s equations are linear; however, nonlinear interactions can arise in materials as the material’s response to the field may be nonlinear [44]. The response of the material can affect the optical field itself, thus forming nonlinear optical behavior. The electric flux density  is represented as
	
	
	(1‑18)


where  is the permittivity of free space in a vacuum,  is the electric field, and  is the polarization of the material. In a nonlinear medium, the polarization is not proportional to the field as it is for a linear medium (). Rather,
	
	
	(1‑19)


where the terms  are the nth order susceptibilities and the composite terms proportional to  represent the nth order nonlinear polarization effects. These effects can occur due to many different physical mechanisms to include bound electron motions, acoustic waves, thermal interactions, vibrational motions, and several others [44].
Silicon is, therefore, the natural medium for these optical security devices because of both its beneficial optical properties [45] and its dominating prevalence throughout the technological world. As such, there exists a plethora of fabrication expertise in industry. Further, it is possible to achieve monolithic integration of these photonic devices directly with microelectronics, which is vital in incorporating cryptographic primitives into the systems they support. Silicon’s prevalence in the microelectronic industry is perhaps symbolic of its abundance in the natural environment, where it is the second most abundant element behind oxygen by mass within the Earth’s crust. Further, the existence of advanced silicon technology, the capability for mass-production of single-crystal silicon wafers, and its ease of construction with modern electron-beam lithography (EBL) techniques make silicon an obvious choice. In practice, the use of strongly-nonlinear materials could make the system exceptionally sensitive to small changes in the system thus making it non-repeatable and impractical. Pappu proposed a solution of using a weak nonlinearity to obtain the security benefits of nonlinearity, but still permitting the system to be robust to such changes [7]. Due the inversion symmetry of silicon’s lattice structure, the material cannot generate second-order nonlinearities and thus third-order nonlinearities dominate its nonlinear response. When considering building a system around the photonic PUF itself to excite nonlinear behavior (see Section 4.3), we can increase power density through the use of amplified ultrashort optical pulses coupled to very small physical regions within strongly-nonlinear materials. Silicon photonics is a promising field for the construction of photonic PUFs given their many benefits.
[bookmark: _Toc493792599]Goals
As described Section 1.2.4, the current state of the art for both electrical and optical PUFs presents many difficult practical and theoretical challenges that have prevented their wide adoption throughout the defense and commercial industries. The evolving threat landscape demands a more advanced PUF technology that performs beyond the state of the art. Specifically, a PUF technology is needed that is,
1. readily integrated with planar semiconductor electronic circuits,
1. simple and cheap to fabricate,
1. robust and reliable,
1. sufficiently complex in behavior to protect against machine learning attacks, and
1. sufficiently information dense to prevent full characterization (look-up table attacks).
We aim to demonstrate that these needs can be met by a new class of devices, which we term photonic PUFs Photonic PUFs benefit from the greater complexity of optical interactions but, unlike optical PUFs, are realized in planar chip-scale devices fabricated using standard CMOS processes in a photonic foundry environment. This will result in highly secure, robust, and low size, weight, power, and cost (SWaP-C) chip-based sources of private key material for security applications. For example, we envision these devices as tamper-evident unique identifiers to protect the global defense microelectronic supply chain, as a hardware root-of-trust for critical information processing systems, as unique signatures for tagging and tracking of target systems and collection endpoints across the global digital infrastructure, and as sources of key material for the encryption of information stored on or communicated with mobile devices.
[bookmark: _Toc486147530][bookmark: _Ref488490134][bookmark: _Toc488574673][bookmark: _Toc493792600]Objectives
When a short (sub-picosecond) light pulse is coupled into a specially designed chaotic silicon cavity, the inherent nanometer-scale sensitivity of the highly confined device and the rich, complex, modal structure of guided optical radiation together generate an unpredictable, unclonable pulse waveform, the features of which can vary significantly with slight changes in initial conditions, thereby exhibiting chaotic [42] behavior. 
Our approach is to fabricate a variety of cavity devices of varying shapes with corresponding internal and external features and experimentally study the dependence of chaos-like properties of the generated waveform on the physical features of the cavity and on the properties of the input light pulse or pulses. Waveform quantization, processing, and analog-to-digital (A/D) conversion schemes for extracting binary sequences from the cavity output have been examined for their abilities to obtain strong, even optimal sequences when measured against information theoretic security principles, i.e. incompressibility, entropy, and the like (see Section 3.5). A number of experiments have been performed on the fabricated devices to both characterize their responses for creation of CRP libraries and to validate their performance in security application demonstrations. The following primary research objectives are outlined as follows:
(1) [bookmark: _Hlk492209837]Explore and quantify the chaotic and nonlinear behavior of photonic PUFs. To this end, we develop ray-tracing and computational electrodynamic models in addition to prototype devices and submit them to a broad series of testing (see Sections 2.3.1, 2.5.3, and 4.4.3)
(2) Study the bounds on repeatability over time and environmental factors. For photonic PUFs to be useful in practical settings it is critical that we can reliably extract information over time and over changes to the operating environment. For example, we investigate the sensitivity of the device to changes in time, temperature, power, and polarization (see Sections 2.5, 5.3.3.3, and 6.3.2.1). We also devise error control coding schemes to correct for any temperature drifts or other deviations in cavity operation.
(3) Investigate and establish bounds on the private information capacity of photonic PUFs. Ideally, the binary key material generated from the PUF has maximum entropy. To investigate this, we analyze the entropy of the PUF’s analog output and the compressibility of the derived binary key material. We experimentally and theoretically investigate the information capacity (the number of random bits of information that it can store) of these novel photonic PUFs. We aim to exploit the natural nonlinearity of silicon to achieve enhanced security and resistance to model-building attacks. We validate the nonlinear operation of the device which affords substantial improvements in information density over OSPUFs, as this permits the use of a number of uncorrelated response patterns bounded by the number of unique challenge patterns [6]. Each response contains an amount of extractable information limited by a resolution set by the feature size of the spectral response, i.e. the spectral width of a normalized autocorrelation function of the spectral response which informs on adjacent correlations, and likewise, independent features in frequency. These compact cavities are much smaller than current minimum feature size OSPUFs, which is critical to enhancing information density (see Section 4.4).
(4) Demonstrate the performance of the photonic PUF for unspoofable authentication. We demonstrate experiments to validate the devices for authentication that operate with high-speed, non-repetitive signals that are measured and authenticated in a single-shot configuration and we explore a range of approaches that harness both the spectral amplitude and phase response of the cavities (see Chapter 5). We also determine the uniqueness of the binary responses for a given cavity and processing scheme and determine if two distinct challenges produce the same sequence.
(5) Demonstrate the performance of the photonic PUF for secure communications. Beyond hardware authentication, photonic PUFs can also be exploited as a physically secure source of key material for encrypted communications (see Chapter 6). We demonstrate an information-theoretically secure communications channel which is highly secure against eavesdropping by an adversary. Notably, the all-optical processing enabled through utilization of the cavity is inherently ultrafast and can therefore handle and process the secure transmission of extremely high-speed signals. 


[bookmark: _Toc486147531][bookmark: _Toc488574674][bookmark: _Toc493792601]Dissertation Organization
The remainder of this dissertation is outlined as follows: 
In Chapter 2, we present a detailed overview of the concept, design, fabrication, and characterization of the prototype devices. We provide an introduction to chaotic systems and their suitability towards security applications. We then review various materials which are easy to integrate with conventional electronic circuit fabrication methods and identify key optical properties which aid in the construction of secure devices. We present results on ray-tracing and computational electrodynamic simulation methods and compare those to an initial characterization of prototype devices. Lastly, we present qualitative results on the environmental sensitivity of the device response.
In Chapter 3, we present an overview of the novel challenge-response system used and explain the various configurations for detection of the spectro-temporal waveforms. The optical interrogator allows the encoding of binary information into each pulse in real-time through the application of a spectral pattern. These pulses are amplified and then illuminate the cavity which produces a complex spectro-temporal waveform. We present three related techniques, each with a slight variant, that are used to detect these response waveforms and convert them into binary sequences. We also provide an overview of fuzzy extractors which we may use optionally to provide privacy amplification, i.e. ensuring a uniform distribution of derived key bits through the use of a hash function, and error correction of the resultant binary sequences.
In Chapter 4, we present a detailed investigation into the information capacity of the prototype devices and compare the performance against previous work. This first requires the establishment of a model to describe the input and output space, a discussion of how this is different for linear and nonlinear systems, and explanation of why nonlinearity is important for the extraction of more information. We then provide experimental results on defining a lower and upper bound for the information content of these devices and show its refinement through additional results. We conclude with a comparison of the device’s performance against other optical PUF demonstrations.
In Chapter 5, we demonstrate the use of the device in an authentication system and present results on robustness. We review an authentication protocol based upon the challenge-response system presented in Chapter 3 and then present experimental results based on the various detection method presented in Section 3.3. We also present environmental robustness results for certain detection methods (though applicable to any presented method). We then conclude with an extensive analysis of the security of this approach and various inherent countermeasures of the design which address any proposed attacks.
In Chapter 6, we demonstrate the use of the device in a communications system based on a one-time pad (OTP) protocol. We review this protocol and explain how it can be used in tandem with fuzzy extraction to ensure keys of high entropy and also perform error correction. We show experimental results through the transmission of a message and evaluating the system’s bit error rate. We then conclude with a security analysis of the system.
In Chapter 7, we conclude this work with a discussion of the original contributions made to the field and an overview of future work that can build upon these efforts. We categorize this future work into ideas that are a natural evolution of the approaches presented here and those corresponding to new devices and applications that are a significant deviation from this work.

[bookmark: _Toc486147532][bookmark: _Toc488574675][bookmark: _Toc493792602][bookmark: _Toc400493208]Summary
The evolution of technology has yielded an avalanche of increasingly networked devices and a corresponding rise in security threats as devices cannot depend on physical isolation to safeguard their operation. These ever-evolving threats intensify the demand for protected sources of raw cryptographic key material for secure communication and authentication. 
In this introductory chapter, we provided an overview of some common cryptographic techniques and examined some previous work on PUFs which aim to address the storage of private information within unreproducible physical structures rather than within non-volatile media that is susceptible to key theft and duplication. While electrical PUFs are easily integrated into circuitry, many such PUFs have been found to be susceptible to machine learning and cloning attacks. Optical PUFs to date are based on inhomogeneous spatial scattering, i.e. OSPUFs, and are necessarily bulk free-space devices relying on narrow linewidth laser illumination and camera-based imaging. Thus, OSPUFs continue to be slow, large, highly sensitive to mechanical positioning, and are incompatible with integrated circuits and fiber optic communications.
We provided an overview of the primary approaches for the testing and specification of PUFs with their associated metrics. We aim to evaluate our devices against these metrics and compare their performance against previous work. Lastly, we established the goals and objectives for this research which include the creation of a PUF that is readily integrated with planar semiconductor electronic circuits, simple and cheap to fabricate, robust and reliable, sufficiently complex in behavior to protect against machine learning attacks, and sufficiently information dense to prevent full characterization (lookup table attacks).
This novel photonic PUF leverages high-throughput optical interrogation and is the first optical PUF with a nonlinear response allowing for orders of magnitude improvement in the capacity and generation rate of the secret key information. Additionally, it is more robust, compact, and directly compatible with both planar semiconductor fabrication and telecommunications hardware. The following chapters will explore these properties in great detail culminating with perspectives on the future evolution of this innovative technology.
[bookmark: _Toc400544472][bookmark: _Toc400544570][bookmark: _Toc400544663][bookmark: _Toc400544755][bookmark: _Toc400544847][bookmark: _Toc400549840][bookmark: _Toc400549951][bookmark: _Toc400550447]

[bookmark: _Toc486147533][bookmark: _Toc488574676][bookmark: _Ref490334570][bookmark: _Toc493792603]Light Transport through Chaotic Cavities
The content of this chapter is an extended version of the following references: [46], [47].
[bookmark: _Toc486147534][bookmark: _Toc488574677][bookmark: _Toc493792604]Introduction
Non-physical chaotic systems form an alternative method for constructing cryptographic hash functions; however, they remain algorithmic in nature [48]–[50] and are therefore subject to the aforementioned weaknesses of digital processing and storage. Additionally, electrically-reverberant aluminum chaotic cavities [51], [52] have found applications in private communication and time-reversal, while research on physical chaos within the optics community has focused mainly on asymmetric resonant cavities for lasing applications [53]–[56], active devices for synchronized chaotic communication systems [57]–[61], or for use in ultrafast random number generation [62]. Notably, none of the aforementioned research has examined optically-chaotic devices applied to secure authentication or communication systems, which further motivates our work.
Here we show a ray-tracing approach for analyzing these photonic PUFs which permits the rapid analysis and quantitative chaotic evaluation of designs to be used in tandem with finite-difference time-domain (FDTD) approaches prior to manufacture. We compare the time-domain outputs from the ray tracing model to the FDTD model and experimental characterization of several prototype devices to assess its validity. We then examine the desired device security properties and identify the corresponding performance metrics computed from this model. Lastly, we investigate the effect of fabrication variance on these properties by variably fuzzing the boundary and assessing the results.
[bookmark: _Toc486147535][bookmark: _Toc488574678][bookmark: _Toc493792605][bookmark: _Toc400493232]Design
In this section, we examine the underlying principles of our physical key based upon dynamical billiards and ultrafast optics. We then review some various concepts for geometry and our proposed prototype design.
[bookmark: _Toc486147536][bookmark: _Toc488574679][bookmark: _Toc493792606]Chaos and Dynamical Billiards
We now investigate the concept of chaos and how certain systems that behave chaotically can form ideal candidates for the construction of PUFs. Chaos, in its common vernacular, is often used to describe erratic and random behavior which is extraordinarily difficult to predict [42]. This definition is neither rigorous nor accurate but describes some of the underlying key properties of what constructs a chaotic system. A chaotic system is not random at all; it is fully deterministic and follows an unchanging construct of operative rules which shape its behavior. Chaos is part of a broad and interdisciplinary field known as dynamics, which studies systems that change and evolve over time [42, pp. 1–2]. In this sense, time is a common construct to use when studying such systems, though cycles or iterations form more general and arbitrary bases.
The history of the study dynamical systems begins with Newton in the mid-1600s when he invented differential equations, discovered his laws of motion and gravitation, and used them to describe Kepler’s laws of planetary motion [42]. Newton was able to solve the two-body problem for calculating Earth’s motion around the Sun, but when other physicists and mathematicians applied the same approach to the three-body problem, this was peculiarly challenging to solve. It turned out that solving for explicit equations governing the complex motion was fundamentally impossible. In the late 1800s, Poincaré introduced a powerful qualitative approach towards understanding the long-term stability of such a system rather than trying to solve for exact positioning of the planets at all times [42]. This approach grew into the modern field of dynamics and laid the foundation for studying chaotic systems.
[image: Figure 2.]
[bookmark: _Ref490294057][bookmark: _Toc493624205][bookmark: _Toc486147641][bookmark: _Toc488574769]Figure 2‑1: Weather, the original chaotic system [63]
The invention of the high-speed computer in the 1950s facilitated a breakthrough in studying nonlinear systems through enabling equation modeling in a way that was previously impossible. In 1963, Lorenz discovered the chaotic motion on a strange attractor[footnoteRef:9] by distilling the convection rolls of the atmosphere into a set of simple equations [64]. His intent was to gain intuition into the unpredictability of the weather through such experimental modeling (Figure 2‑1). He found that the solutions did not settle down into some equilibrium status, rather they continued to oscillate irregularly and aperiodically. When he started his simulations from two very similar initial conditions, the resulting behavior would be very different after a short period. The key result is that the system itself is inherently unpredictable as any small errors in measuring the current state of the atmosphere would be amplified significantly thus leading to wildly inaccurate results. However, Lorenz was able to show that even though the system behaved in such an irregular manner, there was an underlying structure to the system which characterized its behavior. [9:  An attractor is a set of numerical values towards which the system will tend to evolve for a significant portion of the system starting conditions. An attractor is known as a strange attractor if it forms a fractal structure, i.e. an abstract object which exhibits patterns at increasingly small scales. ] 
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[bookmark: _Ref490294120][bookmark: _Toc486147642][bookmark: _Toc488574770][bookmark: _Toc493624206]Figure 2‑2: Ray-traced dynamical billiards. (a) Lemon (b) Limaçon (c) Mushroom
Chaotic systems are aperiodic, deterministic, and sensitive to initial conditions [42] with direct parallels to the desired PUF properties of unpredictability, reproducibility, and unclonability. We are interested in the class of dynamical systems in which massless particles collide with the walls of a billiard table. An assessment of this fundamental approach to understanding the proposed PUF will show us the strengths and limitations of reducing the complex nonlinear interaction of optical waves to simple point particles. From a ray chaos perspective, homogeneous enclosures or billiards, form a continuous, closed domain in which a particle can reflect without loss to form trajectories that are regular or chaotic in nature (Figure 2‑2) [65]. We extend such a model to include governing physics of reflection, transmission, and loss accumulation. The particle motion depends on the geometry of the billiard and the initial conditions of the particle. Several simple shapes such as polygons with few sides are well understood [66]; however, arbitrary shapes do not yet have analytical solutions. Several shapes show chaotic motion [65] which forms a basis for the development of PUFs based on chaotic billiards.
Chaotic scattering can occur via optical processes in cavities [67, pp. 188–190] and has been applied in the design of micro-lasers (Figure 2‑3) [53], [56]. The cavities studied for these applications are elliptical and support simple propagation modes with minimal losses to evanescent leakage and scattering due to an injection angle well below the critical angle. By applying such elliptical deformations from a circle, directionality can be achieved for laser emission.  
(a)
(b)

[bookmark: _Ref484880318][bookmark: _Toc493624207][bookmark: _Toc486147643][bookmark: _Toc488574771]Figure 2‑3: (a) Deformation of cylinder for chaotic cavity. (b) E-field intensity. [53]
In summary, chaotic systems form ideal candidates for PUF devices as their sensitivity to initial conditions can be related to the desired property of diffusion and their difficulty of accurate prediction can be related to confusion (unpredictability) (see Section 1.2.5.2). Further, they are also deterministic, which is a key requirement for a PUF (repeatability). A chaotic system in and of itself is not a sufficient condition for a strong PUF, but the similarities in requirements suggest a promising area of research. 
[bookmark: _Toc486147538][bookmark: _Toc488574681][bookmark: _Ref490898578][bookmark: _Toc493792607]Geometry
Consider coupling light into a sub-micron thick, perfectly circular, transparent disk-shaped silicon cavity that is completely surrounded by a dielectric material. When the wavelength  of the light is much smaller than the disk radius , light propagation within the disk is well modeled by straight lines (rays) that are parallel to the cavity floor and incident on the vertical boundary (wall). A ray intersects the wall at incidence angle  from the normal to the wall and is reflected at angle , thence moving around the cavity colliding with the wall and reflecting at the same angle. In the ideal case of lossless propagation, the paths traced by the rays continue indefinitely around the cavity in what are called “whispering gallery modes (WGMs),” (named for a similar phenomenon for sound waves first observed in St. Paul’s Cathedral, London) as displayed in Figure 2‑4a. When the incidence angle exceeds a so-called critical angle , where  and  are refractive indices of the cladding and the silicon cavity, respectively [68]), light escapes from the cavity by a radiative process [69] causing the rays to avoid a central circular region defined by an envelope called the caustic (Figure 2‑4b-L). 
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[bookmark: _Ref484966044][bookmark: _Toc486147645][bookmark: _Toc488574773][bookmark: _Toc493624208][bookmark: _Ref484966041]Figure 2‑4: Modes, disks, and cavities
The theoretical construct, of Figure 2‑4a, provides no physical means to introduce a light pulse into the cavity, so an optical waveguide is fabricated as part of the cavity itself (Figure 2‑4c). This introduces a surface discontinuity, as shown, that destroys the perfect symmetry of the cavity, disturbing the WGMs, and leading to highly irregular ray paths shown in Figure 2‑4b-R. More importantly, the surface discontinuity helps to drive the rich modal structure that is responsible for the chaotic behavior of the optical wave. In the theory of dynamical systems [69], such a disk as Figure 2‑4a is an example of a mathematical billiard [70]–[72], defined as a domain in the plane (the billiard table) and a point mass (the billiard ball) that moves at constant speed, repeatedly reflecting from the boundary at an angle determined by Snell’s Law [68]. The disk of Figure 2‑4b-R with a chamfer of 0.01R, has been observed to give rise to ray-chaotic behavior [53]. Chaotic waveforms are those that may differ by a small amount in their initial trajectories but that ultimately diverge exponentially [73]. In these cases, a decay process known as refractive escape [68] (Figure 2‑4d) causes a ray to diffuse chaotically and exit the cavity. 
Something as simple as a loss of cavity symmetry, i.e. the chamfer of Figure 2‑4b-R, can cause chaotic orbits. Many other billiard table shapes [65] will cause chaotic orbits as well (see Figure 2‑2). However, whether the outputs of physical primitives are called “chaotic,” “pseudo-random,” “one-way,” “unclonable,” or “random-like,” the simple need is for primitives that are difficult or impossible to copy, reproduce, invert, or predict and that generate sequences that are virtually impossible to predict (as described in Section 1.2.2). We note in passing that chaotic behavior has been investigated as an alternative method for constructing a cryptographic hash function by realizing a POWF that outputs a fixed-length string irrespective of the size of the input [7], [48], but we will not pursue this approach in this work as it is not a pre-requisite for achieving a challenge-response protocol (see Section 1.2.1). When waveguides are fabricated with the cavity and the response is captured, a random-like, possibly chaotic, optical waveform called a phota[footnoteRef:10] is produced. The narrow input pulse (∼100’s of fs) is transformed into a phota of a longer duration (on the order of picoseconds), which is the functional equivalent of unique fingerprint of the cavity, a hypothesis that will become clear as we evaluate prototype devices in our experimental program (see Section 2.5). Since energy is lost throughout the reverberations of the optical pulse within the cavity due to transmission at its boundary, the energy in the phota is less than the input pulse energy. [10:  The Greek word φωτα for lights, connoting the many light waves that constitute the output waveform.] 

Significantly deformed cavities are more difficult to study as modal solutions are not closely related to those of circular cavities [74]. Further, such cavities are dissipative, e.g. loss of energy due to scattering and leakage which directly impacts the phase space[footnoteRef:11] in the creation of exit basins. These basins represent the set of initial conditions that lead to an escape from the cavity. In the proposed photonic PUF, the physical representation of the exit basins is the add and drop ports to the cavity as well as any such trajectories that collide with the boundary at an angle of incidence greater than the critical angle (such that it is transmitted through the boundary). Further, transmissivity and reflectivity are also based upon the index of refraction contrast and such angles as governed by the Fresnel equations leading to leakage (Figure 2‑5a) [68]. Due to the nature of the fabrication process (described in Section 2.4), the boundary between the cavity and the cladding is not perfectly smooth, rather there is a variance to the boundary wall called surface roughness. From a wave optics perspective, an incident wave “sees” a gradient of refractive indices between the core of the cavity and the surrounding cladding due to this surface roughness (Figure 2‑5b). As such, more light is transmitted through the boundary as the boundary becomes more variable (rough). The proposed cavity does not have a high quality factor[footnoteRef:12] due to this fact. In the ideal case, the cavity would be perfectly reflective with an infinite refractive index contrast (and likewise quality factor). [11:  The phase space of a dynamical system is defined as a multidimensional space in which each axis corresponds to one of the coordinates required to specify the state of a physical system. All possible states of the system can be represented by a unique point in the phase space. For dynamical billiards, the coordinates of the phase space are typically angle of incidence of each collision and the location of the same collision on a parameterized boundary.]  [12:  The quality factor (Q factor) is a dimensionless parameter proportional to the total energy stored in the resonator divided by the energy dissipated per each cycle by damping processes, thus providing insight into its rate of energy loss. A higher Q factor indicates a lower rate of energy loss relative to its stored energy.] 
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[bookmark: _Ref484881575][bookmark: _Toc486147646][bookmark: _Toc488574774][bookmark: _Toc493624209]Figure 2‑5: (a) Ray-tracing model of boundary. (b) Wave optics model.
We will assume that the particle will move at a constant velocity between collisions with the walls of a convex billiard and that such collisions are fully elastic. When the particle collides with the boundary, it will be reflected at an angle equal to the angle of incidence reflected about the normal of the surface at the point of collision. Therefore, all the relevant information describing the dynamics of the system is contained within subsequent collisions and thus behavior within the cavity, i.e. the propagation between collisions, may be ignored. Should the particle encounter the corner of the boundary, it will terminate there as reflection is not well defined [66, p. 178].
Given the above requirements and observations, we aim to select a PUF geometry that is known to exhibit chaotic behavior and is easily constructed from silicon. We considered a variety of geometries such as a simple multi-mode ring resonator, a multi-mode disc resonator, combinations of multi-mode resonators with coupled secondary resonators where one can apply a specific voltage to actively change the characteristics, and standard chamfered disc resonators which have been thoroughly studied in dynamics [75]. For example, consider an irregularly shaped billiards table with input and output guides (Figure 2‑6). The balls are inserted into the table in a specific order (challenge) then take complex trajectories that interact with the table shape and each other (complex interaction) forming an output of balls in a difficult to predict order (response). If the experiment is repeated with the same challenge, then we would expect the same response thus demonstrating determinism.
Challenge
Response
Complex Interaction

[bookmark: _Ref484882850][bookmark: _Toc486147647][bookmark: _Toc488574775][bookmark: _Toc493624210]Figure 2‑6: The ultrafast physical key principle
Much of literature regarding closed cavities place both the transmitter and receiver within the boundaries of the cavity [76], [77]. In our approach, the transmitter (add bus waveguide) and the receiver (drop bus waveguide) are tangent to the boundary of the disk resonator. In various embodiments, the bus waveguides may be either evanescently coupled to the cavity or directly coupled to the cavity. In order to maximize the amount of energy coupled into the cavity, the directly coupled bus waveguides are most efficient. As the optical insertion waveguide is tangent to the cavity boundary, it forms an initial WGM around the cavity until the wave interacts with the chamfer. Conversely, considering a theoretical optical omnidirectional transmitter, much of the light would hit the cavity walls past the critical angle, thus being transmitted past the cavity boundary. The tangential insertion approach better confines the light within the cavity; however, it also delays the formation of chaotic behavior.
In Figure 2‑7, we show some of the different designs that were considered. The various embodiments of evanescent coupling allow for a large amount of the optical energy of the incident pulse to pass directly though the waveguide and not coupling into the resonator whatsoever. This makes the excitation of nonlinear behavior more difficult. In the last configuration, both waveguides directly feed into the cavity and no evanescent coupling is required. This ensures that all the initial energy makes its way into the cavity; however, it does not guarantee that all energy not lost due to absorption is transmitted through the output port.
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[bookmark: _Ref484882945][bookmark: _Toc486147648][bookmark: _Toc488574776][bookmark: _Toc493624211]Figure 2‑7: Possible cavity designs
[bookmark: _Toc486147539][bookmark: _Toc488574682][bookmark: _Ref490330411][bookmark: _Toc493792608]Design Concept
The essence of our innovation is to leverage the extreme interaction complexity of spatially-multimode ultrafast nonlinear optical interactions in planar silicon photonic devices to realize a photonic PUF. For example, due to the high spatio-temporal resolution of optical systems an ultrafast optical interaction in a <0.01-mm2 device can contain >3 Pbps of information in the optical field evolution, e.g. an optical field structure in a 0.01-mm2 space at the diffraction limit (1550 nm) which evolves in time per the Fourier limit of a 10 THz bandwidth yields (0.01-mm2/1550-nm2)  10 THz  8 bits = 3.3 Pbps (Figure 2‑8). Our approach is to maximize this interaction complexity while maintaining robustness, repeatability, and chip-scale CMOS compatibility. 
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[bookmark: _Ref488489426][bookmark: _Toc488574777][bookmark: _Toc493624212]Figure 2‑8: (a) Field structure in space to diffraction limit. (b) Field evolution in time to Fourier limit (bandwidth)
We envision that a wide range of spatially-multimode silicon photonic device designs can be developed to serve as photonic PUFs provided that they are nonlinear, low-loss, and wide bandwidth. Our design is a 30-μm diameter reverberant silicon photonic cavity (see Figure 2‑9a). We have chosen a cavity design composed of a disk with a chamfer since it exhibits ray chaotic behavior. We leverage a ray chaotic cavity design to produce an extreme sensitivity of the device’s behavior to small-scale variation in physical structure (e.g. sidewall roughness, resist granularity, precise film thickness, material impurities) and therefore thwart cloning. In any real fabrication process, these device idiosyncrasies are inevitable and are precisely the information carrying structures that make each device unique.
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[bookmark: _Ref488489425][bookmark: _Toc488574778][bookmark: _Toc493624213]Figure 2‑9: (a) Ray chaotic cavity. (b) Simulated interaction with ultrafast optical pulse
For robustness and repeatability, we employ single-mode silicon waveguides to couple to and from the silicon photonic PUFs. These waveguides are fabricated in the same process step as the cavity in the same physical plane and therefore present no repeatability challenges with respect to coupling and alignment. Furthermore, they provide a robust interface to standard silicon photonic devices available in a foundry environment, such as electro-optic modulators and photodetectors as well as external single-mode fiber (SMF) optic devices. Notably, this compatibility will allow for a fully packaged electronically-interfaced photonic PUF using existing photonic foundry resources. 
We couple light from the input silicon waveguide to the chaotic cavity through our direct single-mode waveguide feed to the cavity to ensure that all wavelengths of the optical source will interact with the device. This ensures the shortest time-scale optical interactions and thereby increases the interaction complexity. The cavity’s design causes this wide-bandwidth input to excite many spatial modes (Figure 2‑9b) that interact with the precise cavity structure and with each other through silicon’s optical nonlinearities. Notably, the spatial confinement of the cavity enhances these nonlinear optical interactions by concentrating the optical power as well as confining charge carriers generated from two-photon absorption (nonlinearity is discussed further in Sections 1.3.1, 2.5.3, and 4.3). 
[bookmark: _Toc486147540][bookmark: _Toc488574683][bookmark: _Toc493792609]Design Summary
The desired PUF security properties include response robustness under varying environmental conditions while also being unpredictable (see Section 1.2.2) [17]. We aim to maximize the PUF response’s sensitivity to initial conditions, i.e. the precise cavity geometry and optical input. We design the photonic cavity as a disk with a chamfer (Figure 2‑9a), which, in dynamic billiards, is known to exhibit chaotic behavior [46], [65], [75]. Attempts to reverse engineer such a cavity, even with complete information regarding its design geometry, can result in incomplete reconstruction. Nano-scale structural variations of the cavity, some of which are due to manufacturing tolerances [78, pp. 176–182], render the device unclonable (providing different responses to an identical input). In addition, the cavity is tamper-proof, since any attempt to modify or measure its nano-scale nuances could destroy it; even a scanning electron microscope (SEM) cannot properly characterize the randomizing features of the cavity wall. 
Beyond chaos, the property of nonlinearity can also increase the complexity of the relationship between system input and output, thus enhancing its unpredictability, one-way behavior, and unclonability (discussion continued in Section 4.3). In addition to the ray-chaotic design, we operate the device at sufficiently high optical power levels to exploit the natural nonlinearities of silicon (e.g. Kerr, two-photon absorption, free carrier) [79]. Further, given the transient and nonlinear nature of the device, we also wish to maximize the photon lifetime of the cavity to allow for sustained interaction between spatial optical modes and to increase the device’s total extractable information content, i.e. raw cryptographic key material. Finally, while extreme sensitivity to precise conditions is desired, we also must ensure reproducibility of the device behavior. To this end, we employ single-mode silicon waveguides for robust optical coupling to and from the cavity devices.
[bookmark: _Toc486147541][bookmark: _Toc488574684][bookmark: _Ref492319076][bookmark: _Toc493792610]Modeling and Simulation
[bookmark: _Toc486147542][bookmark: _Toc488574685][bookmark: _Ref490248836][bookmark: _Toc493792611]Ray Tracing Model
Analytical solutions of significantly deformed cavities are troublesome to study as their modal solutions are not closely related to those of circular or elliptical cavities with straightforward solutions. Typical techniques for studying chaotic photonic devices are based upon full Maxwell’s equations simulations, i.e. computational electrodynamics including FDTD techniques [80]. These methods are computationally intensive thus making it problematic to iterate quickly on numerous designs to optimize for overall performance [81]. Moreover, the comprehensive experimental evaluation of these devices requires expensive and time-consuming production and testing.
Consider coupling light into a sub-micron thick, perfectly circular, transparent disk-shaped silicon cavity that is completely surrounded by a silicon dioxide dielectric. The cavity’s output electromagnetic field can only be accurately described by solving Maxwell’s equations for the specific geometry and environmental conditions. When the wavelength of the light is much smaller than the disk radius, light propagation within the disk is well modeled by straight lines (rays) that are parallel to the cavity floor and incident on the vertical boundary (wall), which is far simpler computationally [13]. While this procedure does not address the nonlinearities of silicon which provide for interaction between optical modes that add to the device’s complexity, it can evaluate the intricate behavior arising from convoluted trajectories permitted by the cavity shape [82].
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[bookmark: _Ref488440414][bookmark: _Toc486147650][bookmark: _Toc488574779][bookmark: _Toc493624214]Figure 2‑10: (a) Ray tracing model. (b) Experimental prototype
First, some number of point particles (injected rays) and iterations (computational step for a single collision) are selected (later optimized through convergence analysis[footnoteRef:13]). Given the single mode design of the add and drop bus waveguides, the points are injected into the waveguide over a range bounded by the critical angle c between the core and the cladding[footnoteRef:14] (Figure 2‑10a inset). The particles will move at a constant velocity between collisions with the sidewalls of the convex billiard thus accumulating propagation loss in addition to boundary collisions resulting in reflection and transmission of power per the Fresnel equations [68]. As the trajectories evolve in time, orbits incident on the boundary greater than the critical angle lose intensity rapidly, while rays confined by total internal reflection only accumulate path loss. When the particle collides with the boundary, it will be reflected at an angle r equal to the angle of incidence i about the normal of the surface  at the parametrized point of collision t on the boundary. All the relevant information describing the system dynamics is contained within subsequent collisions and thus behavior between collisions may be ignored. When a ray reaches the entry of the drop or add port, it may couple into the waveguide and escape from the cavity; if it does so, it is removed from further consideration. Trajectories that do not enter the add or drop port become the cavity’s highest Q modes and thus do not form part of the cavity’s response [83]. [13:  A convergence analysis is one that observes the critical metrics produced by a model under increasing resolution or computational complexity. When the observed metrics do not continue to change as a result of the increased complexity of the model, it is said to have converged.]  [14:  We should note that in a ray model of waveguide propagation there are discrete angles allowable for a given wavelength that accumulate multiples of 2π phase between collisions [68]. However, given the broadband nature of the source, there are many allowable angles which exist. For model simplicity, we allow a continuous range of angles and assume a dispersion-less system, i.e. a constant index of refraction.] 

Performance Characterization
We evaluate several key performance metrics which evaluate the cavity’s transience (propagation loss and trajectory exit), aperiodicity, and sensitivity to initial conditions. In order to qualify its aperiodicity, we evaluate the phase space, i.e. the realm of possible coordinates required to specify the state of the system (collision location on the boundary and angle of incidence), to ensure that it is uniformly covered for long time intervals. The sine of the angle of incidence is plotted versus the parameter defining the contiguous boundary (Figure 2‑11). Fine details are removed for clarity and the color is scaled with trajectory power at each collision. The two vertical pink channels correspond to the add and drop waveguides (exit basins). The horizontal green line shows the critical angle in which trajectories below this line transmit power per the Fresnel equations. A typical trajectory that exits the cavity through the drop port is shown in red. A uniform distribution of the phase space satisfies a key property of a chaotic system: that it is topologically mixing, i.e. as the system evolves, any region of the phase space will overlap with any other region. Transiently chaotic systems may contain exit basins within the phase space that represent the set of conditions that lead to a cavity escape. In the photonic PUF, the physical representation of an exit basin is provided by the add and drop ports to the cavity. A trajectory that collides with the boundary at an angle of incidence greater than the critical angle also permits boundary transmission. Thus, the lower power collisions are primarily confined below the critical angle line, whereas lighter colored collisions above the line are from following collisions after transmitting some power through the boundary. Those collisions at the top of Figure 2‑11 represent those with high angles of incidence which would otherwise form WGMs in a circular or elliptical cavity but whose formation is disturbed by the chamfer [84]. 
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[bookmark: _Ref484884175][bookmark: _Toc486147651][bookmark: _Toc488574780][bookmark: _Toc493624215]Figure 2‑11: Typical cavity phase space, incidence angle vs. parameterized boundary.
In transiently chaotic systems, typical trajectories will escape non-attracting neighborhoods in the phase space [67]. This is represented physically by transmission through the boundary and collection at the drop port or add port. We define the escape rate as a measure of how quickly these points may exit the cavity at the drop port in which we evaluate our model for designs corresponding to our prototype devices (Figure 2‑12a). First, we define a number of initial points N0 with N(n) denoting the number of trajectories remaining inside the cavity after n steps [67]. We choose N0 and n such that N(n) ≫ 1. We observe N(n) as n is increased following N(n) ~ e-n where  is called the escape rate [67]. Large values of  indicate strong repulsion from the nonattracting chaotic set. We wish to minimize this metric to ensure maximum interaction between spatial optical modes via silicon’s nonlinearity.
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[bookmark: _Ref484884242][bookmark: _Toc486147652][bookmark: _Toc488574781][bookmark: _Toc493624216]Figure 2‑12: (a) Escape rate and Lyapunov exponent. (b) Lifetime and loss.
We characterize the device’s sensitivity to initial conditions through evaluation of the Lyapunov exponent (Figure 2‑12a) [42] for several designs (Figure 2‑20). Given some initial starting condition in phase space, x0, let us consider a nearby point, x0 + 0, where the initial separation 0 is very small. Let us define n as the separation distance after n iterations. Should the behavior follow |n|  |0|en, then we define  as the Lyapunov exponent. A system behaving chaotically will have a positive Lyapunov exponent [42], i.e. the separation from an initial starting point in a chaotic system will diverge at an exponential rate. Given that the trajectories within the cavity readily have access to the entire phase space (Figure 2‑11), long duration estimation of the Lyapunov exponents is problematic as the phase space distance between neighboring trajectories rapidly reaches, and erratically oscillates, about an average value permitted, in part, by the size of the cavity. As such, we apply an estimation technique which involves a periodic evolution and replacement procedure that normalizes the inter-trajectory distance throughout the calculation (Figure 2‑13) [85]. When the separation distance |n| becomes large, a new secondary point is chosen near the reference trajectory that minimizes the replacement length and orientation change (angle of incidence) with respect to the reference. We perform this procedure for several trajectories and calculate an average metric. We compute the photon lifetime, p, from fitting a decaying exponential to the time-domain outputs I(t) calculated per the approach described in Figure 2‑13 following where I0 is the initial response intensity. We also compute the total loss of the cavity by integrating the collected powers at the drop port and then normalizing by the total input power (Figure 2‑12b). 
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[bookmark: _Ref490316056][bookmark: _Toc493624217]Figure 2‑13: Lyapunov exponent estimation procedure
The results indicate that each prototype geometry produces chaotic behavior given their positive Lyapunov exponents (Figure 2‑12a). The addition of induced features, i.e. holes, does increase its divergence and yield a lower escape rate. There is more loss throughout the cavity and photon lifetimes are lower (Figure 2‑12b). As expected, the first design has the longest photon lifetime, lowest loss, and highest escape rate by cause of its smooth geometry and the forming of WGMs and its subsequent exit through the drop port on its first round-trip. It is not expected to show strongly chaotic behavior; however, it likely produces a positive Lyapunov exponent because of the irregularity of the bus waveguide interface to the cavity. 


[bookmark: _Ref490916709]Fabrication Variance
Geometrical variations from fabrication can occur as a result of the positional accuracy of the EBL tool, which, in our case, achieves ≤ 9 nm. Since this is much smaller than the wavelength of light, we would expect little interaction between these variations and the spatial optical modes. However, the chaotic nature of the design, along with its nonlinearity, increases the response’s sensitivity to such variations. We modify our ray tracing model to use a fuzzy boundary (Figure 2‑14a) to simulate fabrication effects and observe the performance as a function of resolution. 
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[bookmark: _Ref484979044][bookmark: _Toc486147653][bookmark: _Toc488574782][bookmark: _Toc493624218]Figure 2‑14: (a) Fuzzy boundary model. (b) Time-domain response peak XC vs. ref.
We first model the boundary as a set of points at some linear spacing s. We then perturb the points by randomly sampling from a two-dimensional Gaussian distribution centered at the initial point with standard deviation x = y = . We examine the repeatability of the time-domain response at different boundary resolutions by cross-correlating the response from ten geometries sampled at different resolutions with a fixed linear spacing (s = 20 nm) against a mean high-resolution response (/s = 1/32) and computing the maximum value (Figure 2‑14b). 
[image: ]
[bookmark: _Ref484979067][bookmark: _Toc486147654][bookmark: _Toc488574783][bookmark: _Toc493624219]Figure 2‑15: (a) Lyapunov exponent and escape rate (negative). (b) Photon lifetime and cavity gain by fabrication variance. (Two standard deviation error bars)
As expected, we find that at lower resolutions (high variance) there is increased variation in the correlation of the responses, supporting the desired property of unclonability via fabrication. Even minute changes in this response influence large deviations in the final binary sequence via the post-processing algorithm (see Section 4.4.3). Moreover, we find that the escape rate, Lyapunov exponent, photon lifetime, and the cavity gain showed no dependence on the linear spacing of the boundary (thus excluded from Figure 2‑14 and Figure 2‑15). The escape rate was also independent of the resolution. The Lyapunov exponent is inversely correlated with resolution, i.e. the trajectories are divergent as the boundary becomes fuzzy (Figure 2‑15c). Two nearby trajectories impacting the boundary may hit two variably-oriented edges thus sending the points further away from each other compared to a smooth boundary. The photon lifetime and the cavity gain were correlated with resolution (Figure 2‑15d) which confirms that sidewall surface roughness will increase propagation loss [86].
Design Optimization
Per our desired security properties, we aim to maximize photon lifetime, minimize escape rate and loss, and maximize unpredictability, i.e. maximize the Lyapunov exponent, to achieve an optimum design. We calculate the performance metrics over changes in geometry and temperature (Figure 2‑16) to understand their sensitivity. 
[image: ]
[bookmark: _Ref488442267][bookmark: _Toc486147655][bookmark: _Toc488574784][bookmark: _Toc493624220]Figure 2‑16: Escape rate (negative), Lyapunov exponent, photon lifetime, and gain dependence on geometry and temperature deviated from design #1
When the chamfer location is at  = 0 or ± π/4 (see Figure 2‑10a), the escape rate and cavity gain are maximum likely because of a high coupling of rays on their first round-trip into the drop port. There is only a slight dependence of photon lifetime, escape rate, and the Lyapunov exponent on . The Lyapunov exponent is slightly lower for chamfer angles in the first quadrant possibly arising from the delayed interaction between the rays and the chamfer as it is further from the add port. We find that the escape rate is highly dependent on the cavity radius as a result of the higher round-trip time of a larger cavity. Likewise, the cavity loss grows with an increase in the radius as there is more propagation loss corresponding to longer path lengths between collisions and the drop port assuming a smaller portion of the phase space, thus reducing the rate and proportion of trajectories exiting the cavity. The photon lifetime grows with radius since the metric at high radii is dominated by long-term decay. We find that changes in radius have no appreciable effect on the Lyapunov exponent.
The escape rate, photon lifetime, and cavity loss are inversely dependent on chamfer size whereas the Lyapunov exponent is correlated directly. This result is expected for geometrical deviations from a perfectly smooth boundary which permit more lossy yet enhanced chaotic behavior. The Lyapunov exponent increase may be attributable to earlier interaction between the rays and the chamfer as well as a larger proportion of the boundary being occupied by the chamfer. The escape rate and Lyapunov exponent are not affected greatly by changes in temperature. Cavity loss decreases and photon lifetime increases at higher temperatures since the refractive index contrast between the cavity and the cladding grows given their differing rates of refractive index dependence on temperature. This reduces the critical angle which permits the lossless total internal reflection of more points. However, other temperature-dependent system phenomena such as thermal noise or thermal expansion and contraction can impact performance (see Section 5.3.3.3).
[bookmark: _Toc486147543][bookmark: _Toc488574686][bookmark: _Toc493792612]Waveguide Modeling
We design the add and drop bus rectangular waveguides to support the fundamental mode only with dimensions 500 nm width by 220 nm height using an optical eigenmode solver for dielectric waveguides [87]. The core is silicon and the surrounding cladding is silicon dioxide surrounded by a perfectly-matched layer (PML).
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[bookmark: _Toc486147656][bookmark: _Toc488574785][bookmark: _Toc493624221]Figure 2‑17: Bus waveguide modeling. (a) TE-mode. (b) TM-mode.
We find the effective index for the transverse-electric (TE) polarization to be 2.34 and for the transverse-magnetic (TM) polarization to be 1.74 at a center wavelength of 1550 nm.
[bookmark: _Toc486147544][bookmark: _Toc488574687][bookmark: _Ref492144708][bookmark: _Toc493792613]Computational Electrodynamic Simulation
To optimize a general baseline cavity design, we first carry out a rapid evaluation of many potential cavity geometries by performing two-dimensional FDTD simulations over diameter, chamfer size, and chamfer location using the OptiFDTD solver from Optiwave Systems Inc. (Figure 2‑18b). We operate the solver at a range of mesh resolutions (10-50 nm) that inversely scales with model size, which allows a rough evaluation of total power and photon lifetime. On the input bus waveguide, a mode excitor calculates supported modes using the effective index solver for both the TE and TM modes. Sensors are placed after the mode excitor on the input and output waveguides. Drude material models for silicon and silicon dioxide are used to generate the material properties and their associated response [88]. A perfectly matched layer (PML) is used to impose a first-order absorbing Silver-Mueller boundary condition on all faces of the device [80]. 
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[bookmark: _Ref484981285][bookmark: _Toc486147657][bookmark: _Toc488574786][bookmark: _Toc493624222]Figure 2‑18: Photon lifetime and transmission vs. diameter.
Notably, there is a general tradeoff between interaction complexity and optical loss. Specifically, while larger cavity geometries produce longer photon-lifetimes and thus more potential for increased behavioral complexity, they exhibit increased loss from the input to the output waveguide (Figure 2‑18). Likewise, smaller cavity geometries will exhibit decreased input-output loss but possess shorter cavity lifetimes and therefore have less potential for increased complexity of behavior. Ultimately, we selected a 30-µm diameter baseline given the tradeoff between lifetime and loss.
To further investigate the baseline device design, we use high-accuracy two-dimensional finite-element time-domain (FETD) simulations to model the ultrafast optical interaction within the cavity using the Photon Design® OmniSim FETD solver. Through a convergence study on key metrics such as total power, photon lifetime, and peak-to-average power ratio (PAPR) of the output waveform, we find that third-order elements with a nominal resolution of 300 nm are sufficient to achieve convergence (stability) of these metrics. This two-dimensional simulation of triangular elements is one finite element thick in the device y-direction (plane of calculation). A typical model was constructed with a mean physical element size of 34 nm and a minimum physical element size of 13 nm for a total of ~163k elements. We apply similar mode excitors, sensor placement, material models, and a PML as in the FDTD simulations. We then examine the sensitivity of the time-domain response on the output port to changes in geometry to confirm the chaotic cavity behavior (Figure 2‑19). 
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[bookmark: _Ref484981328][bookmark: _Toc486147658][bookmark: _Toc488574787][bookmark: _Toc493624223]Figure 2‑19: (a) Normalized cumulative difference by chamfer angle. A baseline geometry was simulated via FETD with an input Gaussian envelope pulse of 100-fs full-width half maximum (FWHM) at 1550 nm. Simulations of designs varying only by chamfer angle were performed with output intensity envelopes compared to the baseline geometry via a cumulative difference first normalized to the total summation of the baseline power samples after removal of exponential decay. The inset image shows the cavity geometry and coordinate system. (b) Baseline (blue) and the two-degree deviation (red) spatial intensity pattern time snapshots [ps].
Four different chamfer positions are simulated and the divergence over time of the response waveforms produced by a 100-fs full-width half-maximum (FWHM) Gaussian input pulse is computed. To characterize this divergence, we calculate a normalized cumulative difference between the response waveforms of the modified cavities to the reference cavity. This is calculated by first removing the exponential decay from the response waveforms and then summing the absolute value of the difference between the waveforms over time. This is then normalized to the maximum difference observed for the cavity with the largest perturbation. The significant deviation of the waveforms, even for changes in the position of the chamfer of less than a degree, demonstrates our designed device’s sensitivity to small changes in cavity shape. Additionally, the increasing rate of divergence of the waveforms as a function of geometrical deviation is indicative of chaotic behavior [42].
[bookmark: _Toc400544436][bookmark: _Toc400544535][bookmark: _Toc400544628][bookmark: _Toc400544721][bookmark: _Toc400544813][bookmark: _Toc400544905][bookmark: _Toc400549917][bookmark: _Toc400550028][bookmark: _Toc400550524][bookmark: _Toc486147545][bookmark: _Toc488574688][bookmark: _Ref490328510][bookmark: _Ref490828624][bookmark: _Toc493792614]Fabrication
We fabricated six device designs (Figure 2‑20) from single-crystal silicon-on-insulator (SOI) wafers with a 500-nm thick top silicon layer, a 3-µm buried oxide layer, and a 500-µm silicon substrate. The top silicon layer is thinned to a thickness of 220-nm in two steps of thermal oxidation, followed by removal of oxide via hydrofluoric acid etch. The second acid etch was terminated early in order to leave a 100-nm thick layer of thermal oxide to serve as a hard mask during the subsequent etching process. MaN-2405 negative tone electron-beam resist is then used to pattern the devices with EBL. The EBL tool (Joel JBX-6300FS) writes patterns of 8 nm or less, leveraging a 2.1 nm beam at a 100-kV accelerating voltage. The EBL tool has a high-precision stage that employs beam-positioning digital-to-analog conversion (DAC) of 19 bits with 0.125 nm resolution and laser interferometer with 0.6 nm resolution, which achieves a writing positional accuracy of 9 nm or less for small fields to large-area fields. After development, we transfer the device patterns to the silicon dioxide layer through reactive-ion etching (RIE), which then serves as a hard mask for the following inductively-coupled plasma RIE step that transfers the device pattern into the silicon layer. We clad the devices with a 1-µm layer of silicon dioxide with plasma-enhanced chemical vapor deposition. Finally, the wafers are diced to separate individual dies, and the edge facets are polished using fine grit diamond film in preparation for edge coupling via tapered SMFs. 
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[bookmark: _Ref484981860][bookmark: _Toc486147659][bookmark: _Toc488574788][bookmark: _Toc493624224]Figure 2‑20: SEM images of 6 prototype PUF designs with design parameters in parenthesis (diameter in microns, chamfer size as a factor of radius, and chamfer angle).
All the fabricated devices are perturbations on a 30-µm diameter disk cavity with a chamfer. Each design differs from at least one other design in exactly one parameter including size and position of the chamfer as well as the presence or absence of arbitrarily positioned holes within the cavity (Figure 2‑20). This makes it possible to isolate the effects on device behavior to a single design parameter. Two copies of every cavity are fabricated on the same SOI die, located as close together as possible, and created in the same fabrication run, to minimize variations and permit analysis of PUF clonability. The copy of each cavity will hereafter be termed its “clone.” A more detailed explanation of the fabrication process may be found in Appendix 8.1.
[bookmark: _Toc486147546][bookmark: _Toc488574689][bookmark: _Ref490248898][bookmark: _Ref490312391][bookmark: _Toc493792615]Preliminary Experimental Characterization
We have successfully characterized the photas generated by several fabricated cavities and have measured the unique polarization dependence in our devices. Notably, photas from varying device geometries have significantly different temporal and spectral features. Additionally, we have observed unique photas from orthogonal polarizations. These preliminary results are particularly promising for the creation of unique CRP libraries for different fabricated devices. We explore the key performance capabilities of the devices in the following chapters.
[bookmark: _Toc486147547][bookmark: _Toc488574690][bookmark: _Toc493792616]Time-Domain and Frequency-Domain Impulse Response
We first measure the spectral and temporal impulse response of each fabricated cavity to an ultrashort input pulse using an optical spectrum analyzer (OSA) and an ultrafast optical cross-correlator (Figure 2‑21 and Figure 2‑22). The 175-fs input optical pulse is generated by spectrally broadening a 90-MHz repetition rate mode-locked laser (MLL) source via a normal dispersion fiber followed by a spectral filter. Finally, it is temporally compressed by a programmable spectral filter to create nearly transform-limited[footnoteRef:15] sinc-shaped pulses with 5 THz of bandwidth (175-fs) traveling into the cavity.  [15:  The transform limit (or Fourier limit) is the lower limit for the pulse duration which is possible for a given optical spectrum of a pulse. This means that there is no chirp, i.e. that the spectral phase is frequency-independent, which leads to a maximal peak power.] 
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[bookmark: _Ref484983005][bookmark: _Toc486147660][bookmark: _Toc488574789][bookmark: _Toc493624225]Figure 2‑21: Time and frequency characterization experimental setup
[bookmark: _Hlk482024180]A fiber splitter diverts 90% of the optical power to the photonic device and 10% to the reference arm (this split roughly normalizes power into the cross-correlator for quality measurement). A polarization controller and tapered fiber are used to couple into the silicon bus waveguide that then feeds the photonic cavity; the response from the cavity is coupled out of the chip through the output silicon bus waveguide, collimated with a high numerical aperture aspheric singlet and passed through a linear film polarizer to select the desired polarization state. 
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[bookmark: _Ref484985287][bookmark: _Toc486147661][bookmark: _Toc488574790][bookmark: _Toc493624226]Figure 2‑22: Optical stage experimental setup
While the system can operate in the TE, TM, or some arbitrary cross-polarized (XP) state, we focus here on the TE polarization, which provides the maximum output power and signal-to-noise ratio (SNR). This response is then amplified by an erbium-doped fiber amplifier (EDFA) before reaching the cross-correlator. Chromatic dispersion due to the SMF in the two arms of the system (the device under test and the reference arm), is compensated up to the free-space inputs to the cross-correlator for optimal temporal resolution. As anticipated, each cavity exhibits unique spectral and temporal impulse response behavior, and small changes in cavity geometry induce distinct behaviors (Figure 2‑23a & b).
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[bookmark: _Ref484982838][bookmark: _Toc486147662][bookmark: _Toc488574791][bookmark: _Toc493624227]Figure 2‑23: (a) Normalized time-domain impulse response measured using cross-correlation with a sinc pulse (175 fs FWHM) for cavities 1-6 shown in order top to bottom (relative linear scale). (b) Normalized spectral transfer-function magnitude for the same experiment (relative log scale).
[bookmark: _Toc486147548][bookmark: _Toc488574691][bookmark: _Toc493792617]Comparison of Simulation Methods
We determine the relative accuracy of the ray tracing model by comparing its TE time-domain response to those obtained from simulations and experiments for seven designs each differing from the others in a single parameter including the existence, size, and position of the chamfer, as well as the presence of randomly positioned holes [47]. We experimentally measure the time-domain responses of the prototype cavities to ultrashort input pulses [47] by cross-correlating the output from an unencoded input pulse with a ~200 fs FWHM pulse (Figure 2‑24c). For a PUF that operates linearly, a cross-correlation operation approximates the impulse response of the cavity with a very narrow input pulse. 
As discussed in Section 2.3.3, we also use a two-dimensional FETD solver [88] to simulate light propagation [80] by solving Maxwell’s equations on a fine mesh, exploiting irregular non-orthogonal structured grids to more accurately represent minute details that affect electromagnetic performance [47] (Figure 2‑24b). In Figure 2‑24b, we show the overlaid log-scale ray tracing exit power (blue) and FETD simulation output (red). Our FETD analysis post-processing applies a cross-correlation operation for consistency of comparison with the experimental results. 
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[bookmark: _Ref484217184][bookmark: _Toc486147663][bookmark: _Toc488574792][bookmark: _Toc493624228]Figure 2‑24: Ray tracing, FETD, and experimental time-domain response comparison
For the ray tracing analysis, we first interrogate the cavity with 40,000 initial points and measure the collected trajectory power over time. We then integrate over a sliding 200-fs window to create a time-domain approximation (Figure 2‑24b). The ray tracing approach and the FETD analysis cannot recreate, with sufficient accuracy, the specific response of an experimental cavity due to the difficulty in characterizing its intrinsic fabrication variance as well as the complex nonlinear interactions. However, the ray tracing model was successful in identifying general behavior predicted by the FETD analysis, thus suggesting its feasibility for rapid design optimization.
[bookmark: _Toc486147549][bookmark: _Toc488574692][bookmark: _Ref488578981][bookmark: _Ref488579113][bookmark: _Ref488582082][bookmark: _Ref490248850][bookmark: _Ref490313831][bookmark: _Ref490334674][bookmark: _Ref490897586][bookmark: _Ref490916725][bookmark: _Toc493792618]Nonlinear Characterization
The presence of nonlinear operation, such as a nonlinear optical response as demonstrated here, can increase the complexity of the interaction thereby enhancing its unpredictability, one-way behavior, and unclonability (further examined in Section 4.3) [7]. To characterize this optical nonlinearity, we first observe the change in the output spectrum as a function of input pulse energy. For this measurement, we amplify a ~175 fs FWHM input pulse from the 90-MHz MLL and associated compression stages and a variable attenuator to evaluate the different power levels. We ensure that the input spectrum does not change by observing it on an OSA prior to the chip input. As shown in Figure 2‑25a, we observe distinct variations in the normalized power spectral density of the temporal output waveform as a function of pulse energy (28 pJ (yellow), 67 pJ (red), and 134 pJ (blue)) without changing input waveform or spectral content, thereby verifying that the photonic PUF is operating in a nonlinear regime. There are several origins of this nonlinear behavior. In silicon devices, nonlinear effects are known to include self-phase modulation (SPM), two-photon absorption (TPA), four-wave mixing (FWM), stimulated Raman scattering (SRS), and free-carrier induced absorption and dispersion [79], and these spectral changes are a result of some combination of these mechanisms. For example, we show the presence of FWM in one of our PUF devices by inputting two 6.7-ps pulses at different wavelengths and observing the generation of FWM sidebands (Figure 2‑25b). An input signal consisting of two 6.7-ps 50-pJ pulses centered at 1 = 191.94 THz and 2 = 192.43 THz are sent through the silicon cavity. Two new lightwaves at frequencies, 3 = 191.57 THz and 4 = 192.80 THz, as expected for a FWM process. Further, TPA in silicon is well known to generate free carriers which introduce loss and change the refractive index [89]. 
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[bookmark: _Ref475779373][bookmark: _Toc486147664][bookmark: _Toc488574793][bookmark: _Toc493624229]Figure 2‑25: Observed nonlinear effects in the photonic PUF.
We show the presence of TPA generated free-carriers and the resulting free-carrier absorption (FCA) and free-carrier dispersion (FCD) in this device via a pump-probe measurement [90]. In this case, our pump is a 3.5-ps 300-pJ pulse from the 90-MHz MLL sent through a 100-GHz bandpass filter and the probe is a tunable continuous-wave source. By exciting the cavity with the pulse, free carriers are generated in the cavity which induce absorption and shift the cavity’s resonance through FCD. We place the probe at two spectral locations on the cavity’s spectral response that provide the greatest sensitivity to such a resonance shift and observe the temporal responses (Figure 2‑25c & d). The positive and negative slopes of the spectral response at these probe wavelengths yield inverted temporal responses as expected. From this measurement, we also determine the free-carrier lifetime of a typical cavity to be approximately 1.9 ns. These nonlinear optical effects demonstrate the system’s intricate spectro-temporal interaction that is critical for the PUF’s unpredictability, one-wayness, and unclonability.
[bookmark: _Toc486147550][bookmark: _Toc488574693][bookmark: _Toc493792619]Time Dependence
It is expected that compactly integrated device footprints as robust as ours should experience less temperature sensitivity than other optical PUF approaches. We have done some initial experimental investigations into device stability. Photas generated in the same cavities on consecutive days produce visually similar photas, as shown in the blue vs. red traces in the experimentally measured photas of Figure 2‑26. This implies that temperature variations over the course of a 24-hour period appear to be insignificant. We examine the impact of time and temperature on binary sequence repeatability in Section 5.3 which is a true measure of robustness of the overall system.
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[bookmark: _Ref484983347][bookmark: _Toc486147665][bookmark: _Toc488574794][bookmark: _Toc493624230]Figure 2‑26: Qualitative time-dependence evaluation
[bookmark: _Toc486147551][bookmark: _Toc488574694][bookmark: _Toc493792620]Summary
In this chapter, we introduced the design and analysis of a photonic PUF based upon physical chaos in an integrated photonic platform. We demonstrated that the general behavior of this new class of photonic PUFs can be analyzed with computationally-efficient ray tracing approaches. As is desired with PUFs, we confirmed that such systems are difficult to model accurately as being able to do so would compromise its security. We showed that key performance metrics from the model can aid in design optimization and that there exists a tradeoff between unpredictability, cavity loss, and lifetime. We explained how we fabricated several prototype devices using CMOS-compatible production techniques. Further, we confirmed that the prototype devices behave nonlinearly which is a promising characteristic for enhanced system security (confusion). Lastly, we demonstrated that the photonic PUF responses are consistent over time.


[bookmark: _Ref483819028][bookmark: _Toc486147552][bookmark: _Toc488574695][bookmark: _Toc493792621]Challenge-Response System
[bookmark: _Toc486147553][bookmark: _Toc488574696][bookmark: _Ref490866510][bookmark: _Toc493792622]Introduction
In the previous chapter, we performed a preliminary evaluation of the proposed photonic PUF design through inspection of its behavior in response to an amplified ultrashort pulse. In this chapter, we examine techniques for permitting challenge-response interactions with the device. Consider a model of a challenge-response system in which we begin with some binary information that forms a challenge sequence (Figure 3‑1). That challenge sequence is used to create an electrical analog signal that, in turn, interfaces with optical interrogation equipment to encode an optical signal which is guided into the chaotic cavity. The cavity then creates an optical response to that input signal that is detected and converted into an electrical signal which is then digitized and converted into a binary sequence. The binary challenge sequence paired with the corresponding binary response sequence is known as a CRP (introduced in Section 1.2.2).
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[bookmark: _Ref485054774][bookmark: _Toc486147666][bookmark: _Toc488574795][bookmark: _Toc493624231]Figure 3‑1: Challenge-response system model
We define the data layer (or information layer) of the system as both the binary challenge sequence and its corresponding binary response sequence. The electrical layer is composed of the representation of the binary challenge sequence as an electrical analog signal and the electrical signal created from the detection of the optical response signal. Lastly, we define the optical layer as the optical challenge pulse to the cavity and the optical response pulse created from the cavity. In the following sections, we focus on those elements used to create a system challenge and system response separately thus traversing all these layers. We propose an optical interrogation approach based upon encoding a binary sequence onto each pulse from an MLL to maximize a nonlinear response while allowing an expansive challenge space from which to select unique challenges. We then evaluate various techniques to convert the rich spectro-temporal response into a binary sequence by first detecting the optical analog signal, converting the detected electrical analog signal into a digital signal, and then assessing subsequent post-processing operations. Naturally, the signals encounter noise and variability as they traverse the system (examples provided in Section 1.2.5.2.1 and signal quality examined in Section 3.5). As such, we provide an overview of fuzzy extraction, e.g. a technique by which we can correct errors in the binary response while amplifying the unpredictability of these responses (see Section 3.6).
[bookmark: _Toc486147554][bookmark: _Toc488574697][bookmark: _Ref490320355][bookmark: _Ref490326198][bookmark: _Ref490332321][bookmark: _Ref490855248][bookmark: _Ref490904517][bookmark: _Ref491013381][bookmark: _Toc493792623]Optical Interrogation
[bookmark: _Hlk490320006]To generate a sequence of challenge pulses each encoded with a unique binary sequence, we implement a novel ultrafast pulse encoder as follows [91] (Figure 3‑2b): dispersion compensating fiber (DCF) stretches each 300-fs MLL pulse (90-MHz repetition rate) to greater than 11 ns[footnoteRef:16]. The temporally-dispersed spectrum is amplitude encoded by a length 128 pseudo-random binary sequence (PRBS), i.e. binary challenge, at 11.52 Gbps that is synchronized to the MLL[footnoteRef:17]. There is some overlap between time stretched pulses at this stage and thus neighboring pulses share some temporal features. However, this allows the patterns on each pulse to remain incoherent, i.e. non-interactive and independent, while providing more features on each pulse (see Section 1.3.3 for a discussion on “features”). We achieve 94 binary spectral symbols within the 3-dB bandwidth (4.2 THz) of each input pulse with each symbol having a spectral width of 44.7 GHz.  [16:  While a 90-MHz repetition rate MLL was used in this work, different repetition rate laser sources can be used arbitrarily. Further, the repetition period of the MLL used is 11.1 ns. As such, this period is a reasonable duration for pulse spreading with minimal overlap between pulses.]  [17:  The length of the encoded binary input sequence and the encoding rate are limited by the capabilities of the pulse pattern generator used in the experiment. Longer sequences can be achieved with higher repetition rate equipment. ] 
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[bookmark: _Ref485063894][bookmark: _Toc486147667][bookmark: _Toc488574796][bookmark: _Toc493624232]Figure 3‑2: Optical interrogation approach
After spectral patterning, the pulses are compressed to less than 6 ps using standard SMF[footnoteRef:18]. Using this approach, we generate a challenge pulse sequence of a number of uniquely-encoded pulses chosen which repeats itself up to the memory buffer of the pulse pattern generator (PPG). The repetition of the same challenge set allows for analysis of the repeatability of the system. This sequence is amplified with an EDFA to an average power of 64 mW and coupled into the token (our photonic PUF device) where the complex nonlinear optical interaction occurs.  [18:  It is challenging to achieve precise dispersion compensation in a laboratory environment that enables full compression of pulses (fully transform-limited). However, in some experimental variants, we were able to compress encoded pulses down to less than 1 ps through a dispersion optimization technique using a combination of varying lengths of SMF and by applying second and third order dispersion compensation via a programmable spectral filter. The longest compressed encoded pulses observed throughout the research via an autocorrelator was 6 ps.] 

This novel encoding approach was first applied by Bosworth et al., 2015 [91] for use in compressed sensing for efficient microscopic imaging of rapidly moving objects with only a few percent of the samples traditionally required for Nyquist sampling. Its application here enables an ultrafast technique for encoding of ultrashort pulses with binary sequences in real-time.
[bookmark: _Ref483819005][bookmark: _Toc486147555][bookmark: _Toc488574698][bookmark: _Toc493792624]Spectral Extraction
We now explore three primary techniques to extract spectral information from the raw power responses of the photonic PUF and investigate their various advantages. We harness the spectral responses from the cavity each corresponding to a spectral challenge and convert them into a binary sequence which forms a digital key which may be used for a variety of security applications. By changing the spectral challenge, we may access the intrinsically stored information within the cavity through the processing of its spectral responses. Each investigated approach enables the dependence of the generated binary sequences on the entire spectrum in support of enhancing diffusion (see Section 1.2.3.1). 
[bookmark: _Toc486147556][bookmark: _Toc488574699][bookmark: _Ref490320357][bookmark: _Ref490330615][bookmark: _Ref490914445][bookmark: _Ref491015459][bookmark: _Toc493792625]Single Spectral Pattern Detection
[bookmark: _Hlk490319969]To record the response sequence, the output response pulses are amplified using a second EDFA and a spectral measurement is performed by passing the response pulses through a pseudo-random spectral amplitude mask and detecting the transmitted pulse energy. The spectral mask is implemented using a programmable spectral filter with 296 random features within the optical bandwidth and the response pulse energies are recorded at the 90-MHz pulse rate. The input pulse bandwidth (1535-1575 nm) is not perfectly aligned with the spectral filter used in the experiment (1527.4-1567.5 nm), thus some of the spectrally-encoded information is lost. The pulse energies are recorded with an analog-to-digital converter (ADC) that can store over four million samples and is synchronized to the MLL. These samples are then converted to binary sequences in post-processing as described in Section 3.4. This approach is used in the authentication demonstration in Section 5.3.1 and the communications demonstration in Section 6.3.1.
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[bookmark: _Toc486147668][bookmark: _Toc488574797][bookmark: _Toc493624233]Figure 3‑3: Single spectral pattern detection
In our early work when attempting to determine the ideal spectral pattern size to use on the output, we performed an experiment where we created a range of spectral patterns of differing numbers of features across the 5 THz pass bandwidth of the programmable spectral filter ranging from 50 to 1000 features (feature size of 5 to 100 GHz). We applied these patterns to 175 uniquely-encoded pulses for 48 repetitions (limited by the buffer of our oscilloscope) and converted the respective responses to binary sequences of length 348 by the methods described throughout the rest of this chapter. We then computed the mean FHD between the responses generated from successive repetitions of the same challenges to characterize the repeatability as a function of the number of features in the applied spectral pattern. As shown in Figure 3‑4, the repeatability generally improves with a smaller number of spectral features in the applied pattern. 
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[bookmark: _Ref490912898][bookmark: _Toc493624234]Figure 3‑4: Programmable spectral feature size characterization
We desired to select a pattern of sufficient size such that if it formed part of the secret information of the system, it would require an attacker to guess a single correct pattern out of 2N patterns for a pattern length N should they attempt to perform any sort of spoofing attack. As the maximization of pattern size decreased repeatability per Figure 3‑4, we selected a pattern size of 300 features which we believed optimized this tradeoff for a preliminary experiment. We later found some slight misalignment in our hardware interface code that permitted 296 features over the pass bandwidth of the programmable spectral filter instead of the intended 300.
[bookmark: _Toc486147557][bookmark: _Toc488574700][bookmark: _Ref488818542][bookmark: _Ref490835928][bookmark: _Ref491194764][bookmark: _Ref491804768][bookmark: _Toc493792626]Spectral Filter Hadamard Channelizer
Whereas the previous approach applied a single pattern of binary spectral features across the pulse bandwidth through the use a programmable spectral filter, in this approach, we apply a series of Hadamard patterns on the output. Hadamard patterns are frequently used in spectral amplitude encoding and spectral phase encoding applications which rely on code sequences that maintain a reasonable degree of orthogonality among different users’ coded signals [92], [93]. In this manner, we intend to extract orthogonal spectral channels through the application of these patterns spectrally on each output pulse. In Section 4.4.2, we explore the ideal spectral feature size and subsequent Hadamard order for this filter. 
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[bookmark: _Toc486147669][bookmark: _Toc488574798][bookmark: _Toc493624235]Figure 3‑5: Spectral filter Hadamard channelizer
In this proof-of-concept system, this approach requires the resubmission of challenges for each unique Hadamard spectral pattern as each pattern looped through the programmable spectral filter. As it is a best practice in cryptography to only use a challenge-response pair one time to defend against various attacks [5], this approach is not ideal. In a more practical system, the Hadamard channelizer would be implemented in parallel instead of serially to achieve this requirement, however, they are functionally-equivalent for evaluation. For example, this could be achieved through the application of an arrayed waveguide grating [94] that could demultiplex different spectral components that may be detected individually and converted to binary. We evaluate the performance of this approach in Section 5.3.2.
[bookmark: _Toc486147558][bookmark: _Toc488574701][bookmark: _Ref490329039][bookmark: _Ref490330624][bookmark: _Ref491020258][bookmark: _Ref491804777][bookmark: _Toc493792627]Time-Stretched Detection
The previous approaches sent the output pulses through a programmable spectral filter which extracts a subset of information from each response in real-time. Each filtered pulse is then sent to a photo-diode and is detected with an ADC. However, in order to extract all the information from a given response, a splitter with several parallel spectral filters could be used or the same challenge could be sent multiple times while looping the programmable filter through the set of all desired detection patterns. The first approach greatly increases the cost and complexity of the detector and the second approach may reduce system security as challenges should be used once. 
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[bookmark: _Ref485067534][bookmark: _Toc486147670][bookmark: _Toc488574799][bookmark: _Toc493624236]Figure 3‑6: Time-stretched detection approach
In this approach, we apply large amounts of dispersion to create a frequency-time duality to extract spectral information from a single photonic PUF response [95] (Figure 3‑6). The resulting spectrum of each laser pulse (Figure 3‑7a) is measured in real-time using a dispersive Fourier transform [44] (Figure 3‑7b). Specifically, by sending the cavity response through a 50-km dispersion compensating module, we map the response spectrum to the time-domain where it is photo-detected and digitized using a real-time oscilloscope which permits the extraction of maximal information in real-time without having to repeat challenge pulses. The detected responses are aggregated, interpolated, and synchronized to the repetition rate of the MLL. We then extract spectral information from each channel and apply the post-processing algorithm to create a binary response sequence for further processing (Section 3.4). This approach is used in the authentication demonstration of Section 5.3.3 and the communications demonstration of Section 6.3.2.
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[bookmark: _Ref484986699][bookmark: _Toc486147671][bookmark: _Toc488574800][bookmark: _Toc493624237]Figure 3‑7: (a) OSA-detected spectrum. (b) Time-stretched detected spectrum.
The output pulse from the cavity, a(t), is amplified and sent through z = 50 km of DCF (2 = 21.8 × 10-27 s2/m). In the limit of large dispersion, i.e. |2z| ≫ T2/8, and with a time-limited pulse, i.e. a(t) = 0 for |t| > T / 2, where T is the duration of the pulse, the stretched pulse is the input spectrum scaled and multiplied by a quadratic temporal phase function [44]:
	
	
	(3‑1)


where A is the Fourier transform of a. This relation will also hold for pulses that are not strictly time-limited as long as a(t) approaches 0 rapidly for |t| > T/2. The output pulse is strongly chirped with its optical frequency mapped to time via the mapping factor, f/t = (1 / 22z). In the next chapter, we will show that the number of useful random bits per spectral response  is given by  = (/) H(), where  is the total spectral bandwidth,  is the average feature size of the cavity spectral response, and H() is the entropy rate of the detected response (see equation (4‑1)). With the total pass bandwidth of the detection system given by  = (tMLL / 22z) and the average feature size of the device spectrum at the TE polarization of 101.3 GHz (see Section 4.4.2), we determine the pass bandwidth to be  = 1.61 THz. Therefore, we set an upper extraction limit of  ≤ (tMLL / 22z) H()  92 bits of information per response. Likewise, the theoretical information generation rate  is given by the number of bits per response multiplied by the MLL repetition frequency, fMLL, i.e.  =   fMLL = H() / (22z) = 8.34 Gbps.
[bookmark: _Toc493792628]Comparison of Approaches
We examine the performance of each spectral extraction approach and present the results in in Table 3‑1. Each approach has advantages and disadvantages that might make one more favorable than another depending on the specific application. The first approach uses a pseudo-random spectral pattern applied to each response to combine all the spectral features into a single power measurement. This is a single-shot approach, i.e. sending a challenge set one time which is more secure than the second approach which cycles through all possible detection patterns thus repeating the same challenges for each detection pattern. From a security perspective (depending on the application), it is a best practice to send a given challenge set a single time through a public channel as an adversary might be able to exploit multiple repetitions for replay attacks (see Section 5.4.3). This approach is the simplest approach out of the three approaches as a single pattern is applied passively to the cavity output. The programmable spectral filter has a total pass bandwidth limited to 5 THz. The extraction limit, i.e. the total amount of extractable information for a single response corresponding to a challenge, is 9.83 bits per sample. We discuss this limit in detail in Section 3.5 which is based upon the effective resolution (dynamic range) of the detector. Lastly, this approach has a relatively high SNR between 50-60 dB. This approach would be ideal for scenarios where an adversary has access to the channel between an authenticator and the token, where low complexity is required, and when high amounts of data extraction are not required (see the discussion on trusted and untrusted terminals in Section 5.4.1).
[bookmark: _Ref490840187][bookmark: _Toc493532655]Table 3‑1: Spectral Extraction Approach Performance Comparison
	Approach
	Demonstration Bandwidth Limit [THz]
	Extraction Limit per Response at TE-polarization [bits]
	SNR [dB]
	Single-Shot?

	Single Spectral Pattern
	5
	9.8
	50-60
	Yes

	Spectral Filter Hadamard Channelizer
	5
	342
	50-60
	No

	Time-Stretched Detection
	1.61
	92
	15-20
	Yes



The second approach uses a set of orthogonal Hadamard sequences to encode spectral patterns onto each response pulse culminating in a single power measurement corresponding to each pattern thus forming a channel. These power measurements corresponding to independent channels are then combined in post-processing into a binary sequence. For each spectral pattern, this approach creates separate measurements that can be digitized and processed that correspond to a single challenge. This enhances the total amount of data that can be extracted from each challenge. When compared to the other approaches, this approach allows for significantly more data to be extracted as the first approach uses a single pattern and the third approach is bandwidth-limited. The details of the number of spectral patterns (influenced by cavity feature sizes) are investigated in Section 4.4.2. This approach requires resending the same challenge pulses through the cavity and cycling through the full set of spectral filter patterns which requires some additional time for switching and is thus slower than the other approaches. Further, this approach is less secure than single-shot approaches due to the nature of its repetition[footnoteRef:19]. This approach has a comparable SNR to the first approach and would be ideal for scenarios where the channel between the authenticator and token are protected and where high amounts of data extraction is required. [19:  This approach could also be implemented with a demultiplexer which could provide outputs which collect different parts of the spectral response of each pulse. The Hadamard patterns could then be applied in post-processing thus allowing this to be a single-shot technique.] 

The third approach uses highly-dispersive fiber to spread each response pulse in time which creates a time-frequency mapping. The time-stretched pulses are detected and then the same Hadamard sequences are applied in post-processing. This approach is theoretically more secure when compared to the second approach due to its single-shot operation. However, given that the approach requires a long length of highly-dispersive fiber, the SNR of the detected signal is lower than the prior two approaches. The primary advantage of this approach is that a wide spectral bandwidth can be read from each response pulse in real-time. This approach would be ideal for scenarios where the adversary may have access to the channel between the authenticator and the token and where moderate amounts of data extraction is required. This technique is somewhat simpler than the second technique with respect to the application of the Hadamard filter in post-processing versus in hardware.
[bookmark: _Ref485065681][bookmark: _Ref485067396][bookmark: _Toc486147559][bookmark: _Toc488574702][bookmark: _Ref490868119][bookmark: _Ref490904567][bookmark: _Toc493792629]Post-Processing Algorithm
A post-processing algorithm extracts a binary sequence from the analog response pulse energies to enhance system robustness and maximize the extracted entropy per bit (Figure 3‑8). 
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[bookmark: _Ref485065608][bookmark: _Toc486147672][bookmark: _Toc488574801][bookmark: _Toc493624238]Figure 3‑8: Optical system elements (blue) and digital post-processing steps (black) to convert spectro-temporal responses into binary sequences.
A PDF is estimated for the response energies and used in a histogram equalization algorithm to calculate non-uniform detection levels that will make any subsequently collected responses equiprobable when converted to binary. These non-uniform detection levels corresponding to each device are stored as helper data during the initial device characterization stage (see discussion on dictionary setup in Section 5.2.1) and are used in future challenge-response exchanges to aid in binary conversion (see Section 5.2.2). Using a reflected binary code (Gray code) in which adjacent levels differ by only a single bit, the power samples are then discretized and converted to binary for a specified number of resampled bits. An XOR operation is performed on adjacent sequences [96, pp. 360–368], [97] to combine the sequences generated from multiple spectral channels and enhance the output’s sensitivity to varying input. A number of least significant bits (LSBs) or most significant bits (MSBs) are retained from each sample [62] and concatenated to create a single bit sequence depending on the application. The resampling bits and the number of retained bits are optimized to minimize authentication error (for authentication) or maximize repeatability (for communications). While keeping some number of LSBs makes the responses less repeatable (as LSBs are prone to more variability due to their sensitivity to detected level changes), it can reduce the authentication error by reducing the standard deviation of the “different” distribution and moving its mean closer to an FHD of 0.5 (see Section 5.3.1.1). Likewise, keeping some number of MSBs helps make the responses more repeatable (as the bits which are most sensitive to small changes in detected levels are removed), thus making the approach more suitable for communications applications where low error rates are desired. It does so at the cost of making the “different” distribution mean shift closer towards an FHD of 0 and thus worsening authentication error should it be used for that application. For the time-stretched detection approach, the process is identical to the above except that the spectral filter is applied digitally in post-processing and not via a programmable spectral filter.
[bookmark: _Ref486108399][bookmark: _Toc486147560][bookmark: _Toc488574703][bookmark: _Toc493792630]Detector Performance and Key Material Quality
We first investigate the entropy and compressibility of the binary output harvested from one of 23 prototype photonic cavity PUFs. We characterized two chips each with seven unique designs and two copies of each design with some attrition. We probe a single cavity with 2107 uniquely patterned pulses (90-MHz pulse rate) and apply 32 orthogonal Hadamard spectral filter patterns to the output[footnoteRef:20], thus generating 6.2108 analog pulse energy samples, which we converted to binary keys through the aforementioned methods. The ADC used for detection of pulses has a storage buffer of roughly 4106 samples and the PPG used to encode each pulse can repeat a binary sequence of just over 1.3106 bits in its own buffer. With 128 bits per input pulse (based upon the PPG limitations and the MLL repetition rate as discussed in Section 3.2), we can encode 104 unique pulses and repeat that up to 400 times to fill the buffer. However, the PPG has another mode of operation using a fixed pseudo-random binary sequence (PRBS) generator of over 8106 bits that can be configured to drift across pulses such that it is not synchronized to the MLL repetition rate. As such, repeated measurements of the system with this slipping PRBS input will generate unique outputs with low probability of recurrence, i.e. the case of the PRBS sequence slipping into an identical alignment with the repetition rate of the MLL resulting in identical challenges. In this experiment, we took 20 separate measurements of this configuration using the first 106 samples of the ADC buffer for speed and repeated this for each of the 32 Hadamard spectral filter patterned programmed into the programmable spectral filter. While the identical challenges could not be synchronized across each of the applied spectral filters, this experiment can provide insight into key performance metrics such as typical PDFs and entropy. [20:  As we will discuss in Section 4.4.2, the order of the Hadamard sequence used is based upon the spectral feature size of a given cavity and the total bandwidth. ] 

To assess the number of bits that can be extracted from each analog sample we measure the effective number of bits (ENOB), i.e. the measure of the detector’s dynamic performance as the resolution of an ideal ADC circuit that would have the same resolution as the circuit under consideration. It is defined as follows [98], [99]:
	
	
	[bookmark: _Ref490859665](3‑2)


It is derived, in part, from the ratio of the root-mean-square (RMS) errors of an actual and ideal ADC with a full derivation found in [100]. The total quantization error for an actual ADC will include the quantization error, differential nonlinearity, noise, etc. whereas the ideal case only includes error due to quantization. 
(a)
(b)
(c)
(d)
(e)
µ = 9.83 bits
~ENOB

[bookmark: _Ref485068336][bookmark: _Toc486147673][bookmark: _Toc488574802][bookmark: _Toc493624239]Figure 3‑9: (a) ENOB (b) Mean entropy rate vs. resampling bits. (c) PDF of the detected signal. (d) Mean error by bit location (big endian) (e) Compression rate
First, we compute the SNR of the samples from each Hadamard channel (Figure 3‑9a) and then compute the ENOB per equation (3‑2) and find the mean to be 9.83 bits. We then compute the mean entropy rate per equation (4‑1) of the raw detected samples across all channels as a function of the number of sampling bits (Figure 3‑9b) by first measuring the PDF at each sampling level. At a sampling value of 10 bits to approximate the ENOB (Figure 3‑9c), we estimate that the entropy rate is 9 bits per sample, indicating the maximum rate of entropy that we could extract from the device per sample. However, it is desirable that each level be equiprobable such that the resultant key material is uniformly distributed and appears to be random to any adversary. For this reason, we resample using a nonuniform level spacing. Analysis of this post-processing indicates that 4 or fewer of each sample’s MSBs are sufficiently repeatable[footnoteRef:21] for key generation (Figure 3‑9d) resulting in a total of approximately 2.5 Gbits of key material for further analysis. In order to evaluate the output binary response entropy, we applied a context tree weighting (CTW) compression scheme as demonstrated in [101] to estimate the randomness of the PUF output and form a firm lower bound on the amount of harvested information (Figure 3‑9e). [21:  In Chapter 6, we examine the application of fuzzy extractors to correct errors in repeated PUF responses for communications. The BCH error correcting code used can correct up to 63 errors in a block of 255 bits (BER of 0.247) which can compensate for the observed errors in PUF responses for a 4-MSB condition in post-processing.] 
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[bookmark: _Ref486192382][bookmark: _Toc486147696][bookmark: _Toc488574803][bookmark: _Toc493624240]Figure 3‑10: Information Density Comparison
It has been shown that the CTW compression scheme approaches entropy for any stationary (random process with a time-independent probability distribution) and ergodic source (same behavior averaged over time as averaged over the space of all the phase space states) [102], [103]. We apply an open-source version of the CTW algorithm [104] operating with the algorithm’s default parameters and tree-depth of 6 to 24 samples of 100 Mbits of key material as demonstrated in [25]. As the sample key material is found to be incompressible, it suggests that it has a per-symbol entropy of exactly one and thus our device has a lower bound information density of 2.3 Pbits/in2 (2.5 Gbits within an area of 700 µm2) which is several orders of magnitude beyond industrial memory storage methods, i.e. compact disks (0.9 Gbits/in2), digital video discs (2.2 Gbits/in2), hard disk drives (1 Tbits/in2), and solid-state memory (2.8 Tbits/in2) [105]–[107] (Figure 3‑10).
We examine the mutual information between the binary sequences generated from each channel to ensure independence. As we apply orthogonal Hadamard sequences to form each spectral pattern, we expect that the resultant binary sequences share no information. The mutual information between two channels may be expressed as
	
	
	(3‑3)


where H(X) is the marginal entropy and H(X|Y) is the conditional entropy. The mutual information of two channels can be shown to be given by [101]:
	
	
	(3‑4)


where L(X) is the CTW-compressed codeword length of the key from channel X. We find that at the post-processing conditions described above, the mean mutual information across all combinations of 500-kbit keys[footnoteRef:22] generated from order-32 Hadamard spectral channels is 210-4 bits, i.e. negligible, thus indicating a strong independence of information generated from orthogonal spectral channels.  [22:  This key length was truncated from a larger key length from each Hadamard channel for faster computation from a similar experiment that kept track of 960k specific challenge sequences across subsequently applied spectral filters resulting in up to 1.92 Mbits extracted for each channel based on a 3-bit resampling condition and keeping 2 LSBs (typical parameters for authentication error minimization discussed in Chapter 5).] 
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As an optional element for some applications such as secure communications where the error of a transmitted message is dependent on the accuracy and repeatability of the key material, we may apply a fuzzy extractor [108] on the post-processed binary key material to ensure a uniform distribution of the derived key bits using a secure cryptographic hash function, and to eliminate noise from the data by using error correcting codes (examples provided in Section 1.2.5.2.1). 
We apply a fuzzy extraction algorithm composed of three building blocks: an extractor, a secure sketch (SS), and a reconstructor (Figure 3‑11). The extractor withdraws information of uniform randomness from its input [108], the binary representation of the PUF response. The secure sketch creates information from that input that does not reveal the input [108] yet allows the reconstructor to reconstruct the original input [109] from input that is reasonably close to the original, i.e. some error smaller than the minimum distance of the error correcting code used. In our application, the binary sequence is decomposed into blocks of 255 bits and inserted into the fuzzy extractor which produces helper data and a binary hash sequence. 
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[bookmark: _Ref485068728][bookmark: _Toc486147674][bookmark: _Toc488574804][bookmark: _Toc493624241]Figure 3‑11: Fuzzy extraction elements. (a) Generation. (b) Reconstruction.
In the generation procedure (Figure 3‑11a), a challenge p interrogates the PUF resulting in a binary response w which is sent into the SS and extractor. The SS takes w and a random value r to generate helper data s. The extractor ingests w and a random value x to produce key R. Both s and x are stored in a public dictionary as helper data[footnoteRef:23]. As shown in [110], the time-complexity of the information leaked to an adversary through the use of public helper data is given by  where  is the error correcting capability of the error correcting code, t is the min-entropy rate, and q is the alphabet (binary, in this case, q = 2). This result indicates that the fuzzy extraction scheme is entropically-secure as the leakage is bounded by a relation exponentially small and thus provides a negligible advantage to the attacker. In the reconstruction procedure (Figure 3‑11b), a challenge p interrogates the PUF which produces w which may be different from w given system noise. The reconstructor takes helper data s and response w to reconstruct w which the extractor uses, with helper data x, to reproduce key R. [23:  Given the unpredictability of the extractor (hash function) output, knowledge of the helper data that is combined with the PUF output prior to extraction does not provide the attacker any significant advantage. As such, the helper data does not need to be kept confidential and permits its public storage so long as its integrity is guaranteed [17].] 

In an authentication application, a binary response computed from the average of several repetitions of a spectral response is used within the fuzzy extractor to generate an authentication key. Likewise, during the token verification procedure, a single-shot measurement is used, along with the previously generated helper data, to attempt to reconstruct the averaged response prior to insertion into the extractor. The keys corresponding to the binary response from the setup procedure are then compared to the single-shot binary response. A secure communications application is similar to the aforementioned process except that the generated keys from the extractor are used in an OTP protocol such that they are used to encrypt and decrypt a message (see Section 6). The interrogation data and the precise system design need not be kept secret, as the stored helper data of this approach may be public without a significant loss of security [47], [111]. The ability of the error correcting code to compensate for variations in the PUF response is related directly to the bit error rate of the communications channel as discussed in Section 6. While the above description applies to the authentication of a single token, this approach can be extended to an arbitrary number of tokens via expansion of the public library for the storage of helper data with independent records for each token.
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In this chapter, we investigated the design and construction of a novel challenge-response system around a photonic PUF cavity composed of an optical interrogator which can encode binary information onto individual ultrashort pulses in real-time. We proposed three detection methods for the extraction of spectral information and examined their distinct advantages and disadvantages depending on the desired application. Specifically, we compared each approach’s pass bandwidth (which informs the total potential for extractable information), the SNR, and the ability to operate in a single-shot mode for enhanced security. We determined that while the spectral filter Hadamard channelizer approach has the greatest potential for efficient extraction of data, it cannot operate in a single-shot mode of operation and thus is not ideal for secure communications as challenges need to be repeated for each spectral filter. However, slight variants in the approach that permit digital access to the spectrum in real-time can enable this capability such as the implementation of an optical demultiplexer. The time-stretched detection approach permits real-time access to the spectrum for processing as well, but its pass-bandwidth is small, and thus its limit of extractable information is lower than the spectral filter Hadamard channelizer approach. Given its application of long lengths of SMF, it also has the lowest SNR and worst repeatability of all approaches. 
We then explained our approach for the conversion of the raw samples of the photonic PUF output into binary sequences which maximizes entropy and repeatability through a comprehensive post-processing algorithm. We examined the performance of the detector and determined its imposed limitations on the ability of the system to extract information from the devices. We generated over 2.5 Gbits of key material from a single prototype device and determined that each symbol contained full entropy. Lastly, we explored the use of fuzzy extraction on the photonic PUF’s binary responses which can enable an optional capability to provide privacy amplification and error correction.
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In this section, we provide an overview of bounding the information capacity of the photonic PUF, i.e. the number of random bits of information that a device can store, and further tighten those bounds on private information capacity in two ways: (1) we extract longer keys and look at the information content of these keys to raise the lower bound on information content (see Section 3.5) and (2) we study the nonlinear coupling between symbols and establish how this may limit the projected upper bound. The goal is to achieve an information content that is sufficiently high to make full characterization (brute force) impractical to implement by an adversary. Notably, these photonic PUFs are extremely small (30-μm diameter) and the scalability offered by silicon photonics allows for many of these devices to be leveraged for even a single high-security application thus permitting the total information contact to scale by the quantity of devices. 
In essence, PUFs are a secure unreproducible hardware source of private information with a variety of applications (e.g. identification, authentication, encryption, etc.). It is critical to understand how much private information is accessible in a PUF to understand its security. For example, how much information would an attacker need to collect to fully characterize the behavior of a given device? As described in Section 2.5.3, our photonic PUF harnesses nonlinear optical interactions and doing so greatly increases the private information capacity. In our preliminary research, we have established theoretical upper bounds on information content, but an open question remains: how close to the upper bound do our real devices operate and how tight are these bounds?
Here we experimentally and theoretically investigate the information capacity of these novel photonic PUFs. Compared to existing optical PUFs [6], [7], [13], [25], [112], these devices demonstrate unprecedented information density and generation rates (see Section 1.2.5.2.7). This chapter focuses on the impact of the device nonlinearity on the total information content. Consequently, we make the following new contributions:
(1) Nonlinearity: It has been shown that nonlinear PUFs are more secure than their linear counterparts as the latter is susceptible to model-building attacks and contains small challenge-response spaces [6], [7], [11], [13]. Here we exploit the intrinsic nonlinearity of silicon to achieve enhanced security. Our previous experimental results (see Section 2.5.3) validate the nonlinear operation of the device while here we show the impact of that nonlinearity on the binary sequences generated from the photonic PUF responses (see Section 4.4.3).
(2) Enhanced Information Density: Nonlinearity affords substantial improvements in information density over OSPUFs, as the number of uncorrelated response patterns is bounded by the number of unique challenge patterns [6] up to a resolution set by the minimum feature size of the spectral response (see Section 4.4.3). These compact cavities are much smaller than current OSPUFs, which is critical to enhancing information density.
(3) Ultrafast Information Generation Rate: Due to the ultrafast nature of the approach, we demonstrate continuous challenge-response measurements at a rate of 90-MHz (180 Mbps, see Section 4.4.5) yielding noteworthy improvements over the best OSPUFs demonstrated to date (2 Mbps) [25].
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We extract key information from the prototype cavities as described in Chapter 3 and summarized as follows. A novel ultrafast pulse shaper spectrally encodes the amplitude of each laser pulse, compresses them in time, amplifies them via EDFA, and launches them into the cavity where the complex nonlinear photonic interaction occurs. The optical pulses exiting the cavity are then pre-amplified for detection. The pulses are spectrally filtered to extract information from each response. The filtered pulse is detected and passed to an ADC and sent through a post-processing algorithm to convert into binary sequences.
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[bookmark: _Ref475806121][bookmark: _Toc486147676][bookmark: _Toc488574806][bookmark: _Toc493624242]Figure 4‑1: Spectro-temporal input and output mapping.
This experimental system may be modeled as follows. The input pulse is composed of multiple spectral input features of width fin and temporal features of duration t that are bounded by (1) the total spectral bandwidth , which is limited by the bandwidth of the input MLL source, and (2) the total interaction lifetime, , i.e. the time in which symbols may interact with each other (Figure 4‑1). These features are used to define the ith temporal and jth spectral feature of each symbol, sij. The total number of input time slots, mi, is given by mi = /t, where t is an arbitrary temporal feature size. Thus, it is desirable to maximize the interaction lifetime in order to gain the maximum interaction between input symbols. The cavity lifetime is influenced by the precise shape of the cavity, the material loss properties, and the refractive index contrast at the boundary between the cavity and surrounding cladding (see Sections 1.3.1 and 2.2.2). The number of spectral features mj of an input is mj = /fin. This input spectral feature size may be chosen arbitrarily but is limited by the modulation approach [91] and the subsequent correlation of excited responses (Section 3). In order to maximize the number of possible symbols, we can choose the time slot to be related to the inverse of the spectral feature, i.e. fin = 1/t. The maximum number of input symbols is then m = mimj = (/fin)(/t). By substituting this time-frequency relationship, we achieve m = , or the total frequency bandwidth multiplied by the interaction lifetime. Each of these symbols can be encoded with a bits of information via spectral amplitude and/or phase encoding for g = 2a distinct modulated symbols. 
Likewise, our detection approach is also spectro-temporal, i.e. energy may be measured in both time and frequency. The interaction lifetime  and spectral bandwidth  are equivalent for both the input and output. We assume that each spectral response has a finite autocorrelation within some average spectral feature size fout and is zero outside of that bound. Conversely, an infinite autocorrelation would imply that there is no frequency dependence of the cavity’s transmission function which is untrue based on even simple phenomena such as chromatic dispersion, refraction and total internal reflection, and other nonlinear interactions. This estimate provides insight into the number of independent features contained within a response pf and is determined by dividing the total bandwidth  by the spectral feature size, i.e. pf = /fout. Each one of these features can be detected with a depth of b bits (typically b = 16 bits for h = 2b levels). 
Remarkably, there is no reduction in dimensionality versus three-dimensional OSPUFs, which are interrogated and read in a two-dimensional spatial basis as they are time-invariant. In contrast, our approach enables spectral, temporal, and spatial interactions and is interrogated and read in a two-dimensional time-frequency basis as described above. Further, being spatially 2D (i.e. planar) is crucial for direct integration with semiconductor electronics.
[bookmark: _Ref484880396][bookmark: _Toc486147566][bookmark: _Toc488574709][bookmark: _Toc493792636]Nonlinearity, Information Content, and Security
In a linear system, the mapping from input symbol s to output symbol r may be represented by a mi × mj transmission matrix, T [13], [25]. Each output symbol may be represented as a linear combination of the input symbols by the relation r = T  s. The maximum number of linearly independent rows of such a matrix is equivalent to its rank[footnoteRef:24] [113]. An adversary can compute the inverse or pseudoinverse of T to obtain, exactly or approximately, the input given the output [13]. Should an adversary characterize T through observation of challenge-response pairs, they have full knowledge of the operation of the system and can predict an output to a previously unobserved input. In a nonlinear system, the transmission function is a system of nonlinear equations for which general approaches to a solution are unknown [42]. [24:  The row rank of a matrix A is the dimension of the vector space generated (or spanned) by its rows. It can also be interpreted as the number of mutually linearly independent (orthogonal) rows. The number of orthogonal rows is equivalent to the matrix’s row rank. The number of orthogonal rows must always be less than or equal to the total number of rows in the original matrix (both linearly dependent and independent rows). An adversary who can characterize T can fully represent the behavior of the system and create correct outputs to previously-unseen inputs.] 

The property of nonlinearity is ideal for the construction of a PUF [6], [7], [13] as it breaks the linear dependencies that permit successful model building attacks[footnoteRef:25] and further enables the desired PUF properties of unpredictability and unclonability [10]. The majority of nonlinear systems remain impossible to solve analytically [42] as changes to the system output are not proportional to the system input and the output can be inherently coupled with multiple aspects of the input in a complex manner, vastly complicating the search for an analytic representation of its behavior. Simple observation of system inputs and outputs or model-building would be an insufficient approach as superposition as an analytic tool to obtain such a representation would not be effective. Due to the susceptibility of OSPUFs to model-building attacks [13], finding suitable nonlinear materials for these devices remains a central open research problem which we do not address here. Further, the high input power levels that would be required to observe nonlinear behavior in current OSPUF materials are currently avoided due to the impracticality of such sources and the permanent device deformation that would fundamentally change the PUF response, rendering it unable to authenticate to previously enrolled authentication terminals [7], [112]. In contrast, our photonic PUFs readily exhibit nonlinear behavior due to the enhancement of the interaction time and optical intensity that accompanies the high optical confinement micro-resonant geometry and the naturally high nonlinearity of silicon [79] (see Section 2.5.3). To harness this nonlinearity, we excite a large number of long-lived optical cavity modes that nonlinearly mix with each other to maximize the spatial and spectro-temporal complexity of the interaction. Further, the silicon cavity with silica cladding provides a high refractive index contrast, thus improving confinement and thus the high intensity required to extend the interaction lifetime. [25:  Model building attacks work by observing system inputs and outputs and then using them to train a model that aims to find a mathematical relationship between those inputs and outputs such that any output corresponding to a previously-unseen input can be reliably predicted without possession or use of the legitimate token.] 

Several types of nonlinearities are certainly present to varying degrees within the cavity. In silicon, nonlinear effects are known to include self-phase modulation (SPM), two-photon absorption (TPA), cross-phase modulation (XPM), four-wave mixing (FWM), stimulated Raman scattering (SRS), and free-carrier induced absorption and dispersion (see Section 2.5.3). These effects and their power thresholds are well known and readily observed [79]. Previous work [47] investigated the change in the output signal in both time and frequency as a function of power to characterize the nonlinear behavior, taking steps to ensure the invariance of the input laser spectrum as well as demonstrate the prevalence of FWM and free-carrier dispersion (FCD) effects. Notably, a free-carrier lifetime of up to 1.9 ns was observed indicating the system’s potential for increased complexity as symbols may interact with each other during this period (see Section 2.5.3).
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In order to quantify the number of repeatable random bits, N, from the ideal photonic PUF device, we address the limiting physical phenomena [25]. First, correlations between adjacent frequency components of each spectral response may limit the size of extractable information as they are not independent or unique. Second, should extracted binary responses form mutual correlations then the total number of uncorrelated and independent random responses from each device is reduced. The post-processing operations reduce any redundancies and compress the response to increase its entropy rate [47]. We then further refine this estimate through observing the sensitivity of the binary response to small changes of the challenge sequence. Should the responses become uncorrelated from the smallest possible deviation to the challenge sequence, we can assume that each challenge can access a unique spectral response of the cavity and is a demonstration of diffusion (see Section 1.2.3.1). We determine an approximate upper bound on the information content from the photonic PUF derived from experimental measurements, based upon the product of the number of random bits per spectral response  and the total number of uncorrelated spectral responses n per device [25]: N ≤   n. 
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As our demonstrated system operates in a single time interval (mi = 1) and uses a spectral filter to access several frequency components, the number of bits in a given response is  ≤ (/fout) b where b is the ENOB per detected feature. First, we experimentally compute the ENOB of the ADC to be 9.83 bits (see Section 3.5). We then experimentally characterize our devices to determine the average feature size of the spectral output per the following experiment. We measure the input spectrum of a 300-fs FWHM pulse train, send those pulses into a cavity at the TE, TM, and 45 XP polarizations, and measure the spectral response of 23 distinct cavities with an OSA.
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[bookmark: _Ref475806141][bookmark: _Toc486147677][bookmark: _Toc488574807][bookmark: _Toc493624243]Figure 4‑2: Response characterization data. (a) Photonic PUF average feature size calculated as the FWHM of the normalized spectrum autocorrelation function for the TE, TM, and XP polarizations from 23 unique devices. (b) The entropy rate is calculated as a function of resampling resolution in post-processing for the three polarizations. (c) The spectral probability mass function is measured at 10 bits of resolution.
We calculated fout as the average FWHM of the normalized autocorrelation function of the spectral responses to an unencoded input pulse computed for all prototype cavities [114] resulting in 103.1±20.3 GHz for TE, 88.4±20.2 GHz for TM, and 46.9±24.2 GHz for XP with ranges of plus or minus one standard deviation (Figure 4‑2a). Hence, our rough estimate for an upper bound on the number of bits per response of our demonstrated 5-THz spectral bandwidth system is TE ≤ 477 bits, TM ≤ 556 bits, and XP ≤ 1048 bits.
Next, we refine the estimate of the number of random bits contained within each spectral response  via calculating the entropy rate [25], H() of the PUF spectral output  for each prototype device, computing the average across those devices, and then multiplying it by the number of spectral features given by the following equation:
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where P(i) is the probability of one of the possible detection levels taking on a value of i and the sum represents the per-level entropy H(), and the sum is performed over 2b detectable values limited by the ENOB. We determine the spectral probability mass function from the measured spectral responses (Figure 4‑2c) normalized by mean and variance [114] at a given resampling resolution in post-processing (see Section 3.4). Our post-processing algorithm (see Section 3.4) leverages a resampling operation to a fewer number of bits to improve the repeatability of the responses as fewer detection levels over a fixed detection range permit higher individual sample variability while maintaining the final digital value (enhanced robustness to noise). We then calculate H() from the spectral probability mass function at the three polarizations across various resampling resolutions (Figure 4‑2a and Figure 4‑2b). We choose to resample the power samples to approximately the ENOB and then apply the corresponding average entropy rates of 7.05 for TE, 7.03 for TM, and 7.02 for XP to revise our estimate for the total random bits per spectral response as  ≤ (/fout) H() resulting in TE = 342 bits, TM = 397 bits, and XP = 749 bits.
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The number of uncorrelated spectral responses per device n may be estimated experimentally. Due to the system’s nonlinearity, the decorrelation of the resultant binary representation of the output is critical for determining the total number of uncorrelated responses. We compute this correlation via the FHD between two binary sequences generated from unique spectral responses.
[image: ]
[bookmark: _Ref475806160][bookmark: _Toc486147678][bookmark: _Toc488574808][bookmark: _Toc493624244]Figure 4‑3: Response correlation and nonlinear verification experimental setup. (a) Experimental characterization of the sensitivity of output binary sequences to small changes in the input spectra. Multiple input patterns were generated, differing by a single bit, and sent through the cavity at the TE polarization state. The responses were converted into binary sequences and compared via FHD. (b) Spectral transfer functions were computed for each unique input and output, applied to different input patterns in post-processing, and then converted to binary. The FHD was computed between binary sequences corresponding to different transfer functions applied to the same input pattern.
We experimentally characterize the correlation of the photonic PUF output spectra due to small changes to input spectra (Figure 4‑3a) at the TE polarization state. First, we generate a 67-feature frequency grid across the MLL input spectrum from 191.2-193.7 THz (2.5 THz) via a programmable spectral filter, to achieve an input feature size of 37.3 GHz (emulating our authentication pulse shaping approach to achieve comparable feature sizes from Section 3.2). Next, we generate a single pseudo-random binary input pattern and then 67 subsequent patterns each differing from the previous pattern by a single bit for 68 patterns in total. These patterns are sequentially encoded onto the broadband spectrum of the optical pulses, amplified, and measured before and after the cavity with an OSA. In post-processing, we applied orthogonal, order-32, Hadamard sequences to channelize the output and extract spectral information (channel feature size of 78.1 GHz to be comparable with average feature size of the cavity) from each response. The remainder of the post-processing approach is described in Section 3.4 which compensates for any detector bias, ensures the equiprobability of detected levels when converted to binary, and interleaves together some number of LSBs or MSBs from each channel into a single sequence representative of a given detected pulse depending on the application as discussed in Section 3.4 to optimize repeatability or authentication error. An XOR is performed on adjacent sequences [96, pp. 360–368] and appended together to create a single bit sequence representative of the challenge set in order to increase the sensitivity of the bit sequence on adjacent spectral channels and changes to the input challenge to improve response decorrelation (see discussion on diffusion in Section 1.2.3.1). We converted these channels into binary sequences by extracting five of LSBs per channel (155 bits total).
To ensure independence of binary responses from our demonstrated system, we evaluated the entropy of keys (Figure 4‑4a). With an input source of 2.5 THz of bandwidth, we expect to extract up to  = (2.5 THz / 103.1 GHz)  7.05  171 bits per response. We calculate the entropy as [µ×(1-µ)]/ = [0.498×(1-0.498)]/0.0412 = 149 bits which is within the expected extractable information bound based upon the variance of our minimum feature measurements, i.e. as fout = 103.1±20.3 GHz for TE, yields an expected value for  between 143 to 213 bits. We also characterized the output binary response decorrelation as a function of deviation, i.e. the number of bits that differ (Hamming distance), between input patterns (Figure 4‑4b). These results indicate that even a single bit difference between two input patterns will result in fully decorrelated binary responses from their corresponding outputs thereby satisfying the diffusion property and avalanche criterion [5].
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[bookmark: _Ref475806171][bookmark: _Toc486147679][bookmark: _Toc488574809][bookmark: _Toc493624245]Figure 4‑4: Response correlation results. (a) FHD distribution between binary responses generated from PUF responses from deviated input patterns. (b) Correlation of output binary sequences by input pattern deviation (two standard deviation bounds).
In order to further verify the nonlinear behavior of the system, we first assume linear operation by calculating and analyzing the transfer functions corresponding to each pair of unique input and output spectra. In post-processing, we applied every combination of those transfer functions to each unique input to calculate 67 new outputs (Figure 4‑3b). We then converted each new output spectrum into a 155-bit sequence per our post-processing algorithm. We calculated the FHD of each reconstructed output with the originally measured output and determined the correlation between binary responses as a function of the deviation of the input pattern corresponding to the applied response (Figure 4‑5). The results indicate that output sequences based upon responses generated from minutely varying inputs cause full decorrelation of the expected binary sequence thus showing that the behavior depends significantly on the input sequence and that the device is verified to be nonlinear.
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[bookmark: _Ref475646798][bookmark: _Toc486147680][bookmark: _Toc488574810][bookmark: _Toc493624246]Figure 4‑5: Nonlinear verification results. (a) Nonlinear FHD distribution between binary responses generated from transfer functions from deviated input patterns. (b) Correlation of nonlinearly reconstructed binary sequences by input pattern deviation (two standard deviation bounds).
In a fully nonlinear regime, the responses do not add linearly or coherently, so the PUF contains a vast number of uncorrelated responses to unique challenges than in the linear case [6], [7]. Thus, the number of possible patterns forms an upper bound for information content computation and, the ideal upper bound on the total number of independent spectral responses is n ≤ g which is overly optimistic. As described in Section 3.2, our demonstrated ultrafast pulse shaper spectrally encodes the amplitude of each pulse to achieve 94 binary features within the 3-dB bandwidth (4.2 THz) of each pulse for fin = 44.2 GHz [91]. Likewise, we reduce the depth of the input to a single bit, i.e. g = 2 levels, as our modulation approach is binary. Since our demonstrated system effectively integrates the response over time (one time slot), we revise our upper bound to be limited by the number of input features across the 3-dB spectral bandwidth, i.e. n ≤ 2/[image: ] = 294  1028.
In an operational regime in which input power conditions permit single input symbols to interact with only a contiguous range of all possible output symbols, the upper limit can be further revised. The post-processing algorithm applies non-uniform levels for analog-to-digital conversion of a detected output Hadamard channel such that the power variation required to move a measurement to an adjacent level, thus changing its binary sequence, is bounded and is a function of the number of resampling bits applied in post-processing. We then analyze a simplified case where each output symbol is converted to binary independently, based upon a fixed frequency channel, rather than via a Hadamard channelizer which extracts a combination of symbols across the output spectrum. We compute this minimum power deviation, min, for various resampling bits (Figure 4‑6a) in which the required deviation decreases with an increasing number of levels. We then make a conservative assumption that the nonlinear effect is bounded by some number of adjacent symbols in frequency and is relevant only for symbols that deviate by this minimum amount[footnoteRef:26]. Therefore, we define the critical interaction region, *, as the number of adjacent output symbols that change by at least min in response to a single flipped binary input symbol[footnoteRef:27].  [26:  In reality, nonlinear optical materials permit the interaction across a wide range of frequencies and are not limited to some small spectral domain. This is a simplifying assumption that helps estimate a more reasonable upper bound.]  [27:  This is directly related to the concept of diffusion described in Section 1.2.3.2, i.e. the ideal case is that the flipping of an input bit will change all output bits with probability of 0.5.] 

We experimentally characterized * through the generation of a frequency grid via a programmable spectral filter of 23 100-GHz features spanning the MLL input spectrum from 191.4-193.7 THz (2.3 THz) in order to more closely match the average spectral feature size of the cavities themselves. Next, we generated five pseudo-random binary input reference patterns and then 23 subsequent patterns each differing from the previous pattern by a single bit. These patterns are sequentially encoded onto the broadband spectrum of the optical pulses, amplified, and measured before and after the cavity with an OSA and repeated for successive levels of attenuation.
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[bookmark: _Ref475646802][bookmark: _Toc486147681][bookmark: _Toc488574811][bookmark: _Toc493624247]Figure 4‑6: Nonlinear quantification results. (a) Required minimum and mean power deviation for single bit flip by post-processing resampling bits. (b) Number of uncorrelated responses per critical interaction region for 5-bit A/D min. (c) Critical interaction region and uncorrelated responses by input attenuation for 5-bit A/D conditions. 
In post-processing, we applied a grid of 100-GHz channels, integrated the measured input and output spectrum over each channel, and computed a transfer function[footnoteRef:28] (first assuming linearity). We then sequentially normalized all transfer functions relative to a reference transfer function created from the first pattern and repeated this for all five sets of patterns at each attenuation level. In a linear system, there would be no difference between transfer functions; therefore, any differences in adjacent channels represent nonlinear interactions. Lastly, we averaged the adjacent channel interaction results across all five patterns and identified the last adjacent channel with a relative change of at least min to determine * as a function of input attenuation (Figure 4‑6c). [28:  The concept of a transfer function is only merited in a linear time-invariant system. As we have already confirmed that the system is nonlinear, this concept cannot apply. However, we first assume linearity and show through analysis that this assumption is false.] 

To estimate the impact of * to the number of uncorrelated responses, instead of requiring the evaluation of n = 2m unique challenges, we decompose the problem to the full evaluation of the set of independent blocks of length  = 2* that fit within the total input frequency symbols mj, such that,
	
	
	[bookmark: _Ref490842763](4‑2)


for  > 0 and where n converges to 2m as  approaches mj. At  = 0, the number of independent responses is equal to the number of orthogonal input sequences mj. To form a theoretical lower bound for n for our demonstrated system with an input bandwidth of 4.2 THz, we plot n for mj = 42 (Figure 4‑6b) and show n as a function of input attenuation in Figure 4‑6c yielding n ≥ 2.11010 uncorrelated responses for this prototype at its typical power levels.
[bookmark: _Ref485656064][bookmark: _Toc486147571][bookmark: _Toc488574714][bookmark: _Toc493792641]Total Bits per Device
Revising  and n for the operational conditions of  = 4.2 THz, H() = 3.45 bits (at 5 bits resampling), and mj = 94 features, we may now calculate a conservative lower bound on the total number of random bits of our prototype photonic PUF as follows: 
	
	
	(4‑3)


which highlights a quadratic dependency on the size of the input space either made larger through increased bandwidth or via narrower frequency channels. For the device area of 707 µm2, this yields a 2D information density of ~104 Tbits/mm2. Further, we have shown the dependency of * on input power suggesting that fully nonlinear interaction could be achieved with higher peak input powers. As such, the idealized upper bound for the demonstrated prototype photonic PUF in such a fully nonlinear regime is as follows (TE =342 bits):
	
	
	(4‑4)


This result yields a 2D information density of 1021 Tbits/mm2. In the above analysis, the input optical bandwidth is limited by our experimental setup. Future work can employ a wider input bandwidth to extract much more information. While the low loss transmission window of silicon is 1.1 to 7 µm (229.9 THz), a practical system might use the near-infrared telecommunications band of 1.26 to 1.675 µm (59.0 THz). Also, we may further increase the accessible information content through the use of orthogonal polarization states and by extending the input depth to more bits via phase and amplitude coding (e.g. g = 24 levels) such that the input space is increased to unfathomable amounts which suggests that future systems should continue to improve on information density and performance. While our experimental results suggest that an adversary cannot predict any new output from the observation of other input-output behavior, future research is needed to evaluate the extent to which the PUF continues to generate independent outputs in those conditions and therefore how close to this upper limit the PUF can operate.
[bookmark: _Toc486147572][bookmark: _Toc488574715][bookmark: _Ref490329634][bookmark: _Ref490334365][bookmark: _Ref490898291][bookmark: _Toc493792642]Performance Comparison
We now compare the results of our photonic PUF against various OSPUF demonstrations in key performance metrics of information generation rate, information content, and information density (Table 4‑1). As OSPUFs continue to make use of linear materials and configurations, they continue to suffer from reduced information content. Further, given the large physical size of OSPUFs, in part due to requirements for free-space propagation, they are prohibitively difficult to integrate with electronic circuits and suffer from low information density. In contrast, our PUF is planar and has a volume of < 160 µm3 or six orders of magnitude smaller in volume, resulting in an improvement in volumetric information density of six orders of magnitude. Lastly, due to the ultrafast nature of the cavity, we can acquire [47] a measurement every 11 ns (seven orders of magnitude faster that previous OSPUF demonstrations) yielding ≥ 2 bits of key material with an overall key generation rate of over 180 Mbps; a two order-of-magnitude improvement over the best OSPUFs demonstrated to date. Ultimately, the measurement speed is limited only by the minimum feature size, i.e. ~80 GHz features yielding a minimum of 12 ps per measurement. 
[bookmark: _Ref475878379][bookmark: _Toc488574832][bookmark: _Toc493532656]Table 4‑1: Optical PUF quantitative performance comparison
	
	PUF Performance Metrics

	PUF Type
	Year
	Info. Rate [bps]
	Info. Limit [Gbits]
	Volume [mm3]
	Info. Density [Tbits/mm3]

	OSPUF with Probe [6], [7]
	2002
	233
	5522
	254
	0.022

	OSPUF with SLM [25]a
	2013
	2×106
	151
	0.151
	1

	Integrated OSPUF [13]b
	2013
	1.3×105
	?b
	250b
	?b

	Photonic PUF [47], [115]
	2016
	1.8×108
	>2951
	1.6×10-7
	1.8×106


aUsed for secure communications and encryption
bEstimated/data not available
Beyond information content, the small size of the cavities and their ultrafast nature contribute to the overall security of this approach. All previous PUFs claim that emulation is difficult (see Section 1.2.4.2); however, those claims are based purely qualitatively on the difficulty of building an emulation device. For an OSPUF, such a system would be required to respond in a fraction of a second. In comparison, to emulate our device, the system would need to begin responding in half of the cavity round-trip time or < 0.6 ps and complete its response in less than 12 ps to avoid detection. While the demonstrated circuit time of the prototype system is 11 ns, it is feasible to implement latency checking sensitive to picosecond levels and to decrease the circuit time through pulse interleaving. While construction of both emulation systems would be difficult, to do so with our approach is completely unforeseeable using any current processing or memory technology. For example, an adversary would be required to store at least half of a complete challenge-response library (CRL) of 1028 bits[footnoteRef:29] (10,000 yottabits) of information in an area of < 707 µm2 so as not to violate the speed of information being bounded by the speed of light [116]. This lower bound density of 1013 Tbits/µm2 is many orders of magnitude denser than any current 2D memory technology [117] and this assumes that other emulation components have zero latency, which is clearly not the case (see Section 3.5). Thus, we argue that our infeasibility of emulation is more tangible than any previous claim as it is based on strict physical limits. [29:  There is a challenge space of 94 bits within the 3-dB bandwidth, yielding 294 (1028) unique challenges. This is a conservative assumption that any spectral features outside of the 3-dB bandwidth do not contribute to the response.] 

[bookmark: _Toc486147573][bookmark: _Toc488574716][bookmark: _Toc493792643]Summary
In this chapter, we show that the inherent nonlinear behavior of this new class of photonic PUFs is essential to achieve revolutionary advancements in total information content, information density, and information generation rates for optical PUFs. Here we developed an information model for the operation of the photonic PUF which provides a framework for the analysis of the spectro-temporal interactions that drive information capacity. Through a series of experiments, we determined that the lower bound on the total random bits per spectral response is TE ≥ 141 bits, the total number of uncorrelated binary responses is n ≥ 2.11010, yielding a lower theoretical information capacity 2.95 Tbits at the TE polarization. Conversely, we determined that the ideal upper bound of the total information capacity is 1018 Tbits at the TE polarization where we believe typical optical intensities place the true capacity closer to the lower bound than the upper bound. In Section 3.5, we generated over 2.5 Gbits of incompressible (full entropy) data forming a demonstrated lower bound of information capacity. We achieve a lower bound on volumetric information density of 1.6×104 Tbits/mm3 or a 4 order-of-magnitude improvement over the best demonstrations of previous optical PUFs [25]. We can continue to enhance performance through the use of wider bandwidth sources, rapid spectro-temporal multilevel amplitude and phase encoding, and temporal multiplexing to enhance key generation rates. We also envision the development of new designs that provide for longer photon lifetimes and increased nonlinearity, thus further increasing the information content.


[bookmark: _Toc486147574][bookmark: _Toc488574717][bookmark: _Ref490247930][bookmark: _Ref490248985][bookmark: _Ref490862930][bookmark: _Toc493792644]Unspoofable Authentication
The content of this chapter is an extended version of the following references: [47], [115].
[bookmark: _Toc486147575][bookmark: _Toc488574718][bookmark: _Toc493792645]Introduction
The continual evolution of modern authentication methods reflects a persistent escalation in the battle for information security. Centuries of security innovation have created reliable tools that we use, for example, to access personal electronics and online accounts, and to purchase goods securely. Moreover, the growth of the Internet of Things is escalating the importance of information security as connected devices can, for example, administer medication, control transportation, and operate key infrastructure [3]. However, all modern authentication approaches are vulnerable to counterfeiting and fraud [2] because they rely on digital information that is presumed to be secret. 
As introduced in Section 1.2, physical keys store secret information in their physical structures and have evolved over thousands of years to securely authenticate their holders. Optical PUFs are generally considered stronger than electronic PUFs such that an adversary with prolonged access to the device has little chance of knowing the correct response to any challenge [118]. However, existing optical PUFs harness linear spatial scattering using narrow linewidth laser sources, bulk materials, and camera-based detection [6], [7], [13], [25], [27] resulting in sensitive systems that are not easily integrated into electronic circuits (see Section 1.2.4.2). Here we demonstrate and validate the photonic PUF realized using guided-wave nonlinear silicon photonic devices for authentication, which is directly compatible with both planar semiconductor fabrication and optical communications hardware.
[bookmark: _Toc486147576][bookmark: _Toc488574719][bookmark: _Toc493792646]Approach
To demonstrate the potential of this photonic PUF for applications in information security, we investigate its use as an authentication token (a hardware device that is used to prove an identity and authorize access to a protected resource) in a challenge-response authentication system [115]. As depicted in Figure 5‑1, we design a challenge-response authentication protocol that interrogates the cavity token with a sequence of spectrally-encoded ultrashort optical pulses [91], termed “challenge pulses” (see Chapter 3). The optical response from the cavity is then passed through a programmable spectral filter and the total transmitted pulse energy is measured using a photodetector. The binary sequence encoded on each challenge pulse and the binary sequence derived from the optical response pulse constitute a CRP and a sequence of binary responses is extracted to determine the cavity authenticity when compared to a previously generated binary response sequence.
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[bookmark: _Ref473226499][bookmark: _Toc486147682][bookmark: _Toc488574812][bookmark: _Toc493624248]Figure 5‑1: Authentication process.
[bookmark: _Toc486147577][bookmark: _Ref488491247][bookmark: _Toc488574720][bookmark: _Toc493792647]Dictionary Setup Protocol
A CRL is constructed by averaging multiple repetitions of the responses of a specific token to some number of challenge pulses, each encoded with 128-bits, and then calculating the resulting binary sequence. The non-uniform detection levels generated through the post-processing process (see Section 3.4) are stored with the authenticator as helper data[footnoteRef:30] to be used in future verification protocols. These detection levels are specific to a given channel and device. Public knowledge of these power ranges for detection does not reduce the security of the approach as their occurrence is equiprobable. [30:  We use the term “helper data” for two applications within this text. The first is in the post-processing of raw power samples from the PUF and is composed of non-uniform detection levels to aid in generating equiprobable binary sequences (Section 3.4). The second is in the use of fuzzy extractors and is composed of the output of the secure sketch s and the random seed x (Section 3.6). ] 

[bookmark: _Toc486147578][bookmark: _Ref488491265][bookmark: _Toc488574721][bookmark: _Toc493792648]Verification Protocol
In order to verify the identity of a token, the authenticator selects at random a set of CRPs from the CRL, encodes this binary sequence via spectral patterning onto a sequence of challenge pulses, sends this challenge pulse sequence to the token, measures the analog response sequence in real-time without averaging, and converts it to a binary sequence in post-processing using the stored non-uniform level helper data. This acquired binary sequence is compared to the CRL and the FHD is employed as a metric to determine authenticity. The authenticator compares the FHD to a predetermined threshold to decide whether to accept or reject the token. The used portions of the CRL are discarded and no longer used in further verifications with that claimed identity.


[bookmark: _Ref484936857][bookmark: _Toc486147579][bookmark: _Toc488574722][bookmark: _Toc493792649][bookmark: _Toc400493227]Experimental Results
A robustness and repeatability analysis was performed on the experimental designs for each detection technique (see Section 1.2.5.2 and 3.3).
[bookmark: _Toc486147580][bookmark: _Toc488574723][bookmark: _Ref490320989][bookmark: _Ref491015463][bookmark: _Toc493792650]Single Spectral Pattern Detection
[bookmark: _Hlk490319954]To generate the challenge pulse sequence, we implement a novel ultrafast pulse encoder as explained in Section 3.2: individual pulses from an MLL are encoded with a 128-bit challenge sequence, amplified, and guided into the cavity. The spectro-temporal response is passed through a programmable spectral filter with 296 random amplitude features applied as described in Section 3.3.1. Lastly, a post-processing algorithm extracts a binary sequence from the analog response pulse energies to enhance system robustness and maximize entropy per bit (see Section 3.4). This final experimental system is shown in Figure 5‑2.
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[bookmark: _Ref485113929][bookmark: _Toc486147683][bookmark: _Toc488574813][bookmark: _Toc493624249]Figure 5‑2: Single spectral pattern detection experimental setup
A number of LSBs are kept from each sample [62] and appended together to create a single bit sequence ranging from 8,550 to 51,300 bits. The resampling bits and the number of kept LSBs are optimized to minimize authentication error.
[bookmark: _Ref488818660]Repeatability, Uniqueness, and Unclonability Results
We demonstrate the desired PUF properties of uniqueness, i.e. that two differently designed devices provide an uncorrelated response to the same challenge, reproducibility, i.e. that subsequent challenges to the same device produce a response with some small deviation, and unclonability, i.e. that attempted clones of a given design produce an uncorrelated response to the same challenge as a legitimate device. 
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[bookmark: _Ref476230520][bookmark: _Toc486147684][bookmark: _Toc488574814][bookmark: _Toc493624250]Figure 5‑3: (a) Normalized FHD distributions and histograms for each design computed against the CRL for design 2 for a two LSB retention with three bits resampling. The distribution representing an authentication attempt after 48 hours is also shown. (b) Normalized FHD distributions computed for each design against the CRL of every other design. Design clone distribution shown in same color with circle marker. Authentication results after 48 hours shown for design 1 and 2. Error bars ± 6 standard deviations. 
A set of histograms of the 460 FHDs between each individual binary response sequence of a given device and the CRL for every device are calculated and forms each row in Figure 5‑3b. For each distribution, the mean and standard deviation are calculated and are presented for 6 prototype cavities. Binomial distributions are fit to each of the histograms. The histogram of FHDs from the repetitions of a given device compared with the expected CRL for that device are referred to as the “same” distribution whereas the histograms of FHDs between each of those responses and the CRL of a cavity of different design forms a set of “different” distributions. The distance between the “same” distribution and the “different” distributions indicates the system's ability to discriminate between legitimate and illegitimate tokens (see Section 1.2.5.2). 
[bookmark: _Hlk482024211]Notably, the small FHD of the “same” distributions indicate that the reproducibility of the different designs’ responses to identical challenges is high. The mean and standard deviation of these distributions are adversely affected by unavoidable system noise sources (shot noise, thermal noise, amplifier noise, mechanical vibration, and others discussed in Section 1.2.5.2.1). Further, the closeness of the “different” distributions to an FHD of 0.5 indicates the uniqueness of the different designs’ responses to identical challenges. The “clone” distribution (Figure 5‑3a) is generated by computing the FHD between the responses of a given cavity and the CRLs generated by the other cavities of identical design and fabrication conditions[footnoteRef:31]. Notably, this distribution closely aligns with the “different” distribution and the FAR for the cloned cavity is roughly 10-37 for the 17.1-kb key length across distributions generated from all interrogated prototype cavities, thus confirming the devices’ unclonability resulting from the sensitivity of their response to fabrication variations. We find that the unclonability of the various devices is similar. However, the addition of induced features into designs 5 and 6 adds loss and results in “same” distributions for these devices that are farther from zero and have larger standard deviations indicating poorer SNR. [31:  As discussed in Sections 1.2.5.2.3 and 2.4, these “clones” were fabricated on the same chip, at the same time and are located very close to one another to ensure their similarity in fabrication conditions.] 
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[bookmark: _Ref490918109][bookmark: _Toc493624251]Figure 5‑4: (a) Total authentication error vs. kept LSBs/MSBs at different resampling bits. (b) The FAR and FRR versus decision threshold. The Minimum Error Point (MEP) and Equal Error Point (EEP) are shown the same operating conditions as previous.
We compute the system-level “same” and “different” distributions from the aggregated statistics of the individual distributions from each device and then compute an optimum decision threshold to minimize the total authentication error probability, which is the sum of the FAR and the FRR (see Section 1.2.5.2.4) (Figure 5‑4). We find that the probability of error generally increases with a decrease in the number of LSBs retained from each response in our post-processing algorithm (Figure 5‑4a). This occurs because the lower LSBs are highly sensitive to small differences that make each response unique and upon removal, the more robust bits remain which can exacerbate any small correlations between different tokens, thus pulling the “different” distribution closer to an FHD of 0 and increasing the authentication error. Retaining two LSBs with three-bit resampling gives a total error probability of roughly 10-27 of incorrectly accepting or rejecting a key for the experimentally investigated key length of 17.1 kb (8550 challenges multiplied by 2 bits generated per challenge, discussed in Section 3.3.1) across distributions generated from all experimentally evaluated prototypes. We also find that the authentication error associated with a given number of retained MSBs is equivalent to the error associated with full retention of resampled LSBs as they are mathematically equivalent, i.e. any number of MSB retention for some resampling level is equivalent to resampling to that same level with full retention. As such, we only need to investigate one resampling level, in this case 6 bits, and study the authentication error for varying numbers of retained MSBs.
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[bookmark: _Ref488817856][bookmark: _Toc493624252]Figure 5‑5: The Receiver Operating Characteristic (ROC) curves for a one to three LSB operating condition which shows tradeoff between error types and detection thresholds.
In some applications, one of the error components (FAR or FRR) may be significantly more important than the other, in which case, minimizing the total authentication error probability may not be appropriate (Figure 5‑5). For example, for a highly-protected resource such as the controls for a regional power grid, minimizing FAR at the expense of FRR may be appropriate; legitimate users might be denied more often, but we are assured with greater confidence that any user that is deemed authentic is actually authentic. 
We also examined the impact of the XOR operation in the post-processing algorithm on authentication error (Figure 5‑6). We found that the XOR operation reduces the total authentication error for the LSB or MSB retention cases as it pushes the “different” distribution closer to an FHD of 0.5 and reduces its standard deviation.
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[bookmark: _Ref491006367][bookmark: _Toc493624253]Figure 5‑6: Total authentication error vs. bits kept and XOR operation for (a) LSBs at 3 bits resampling and (b) MSBs at 6 bits resampling.
[bookmark: _Ref488819183]Input Power Sensitivity
We performed an experiment to determine the sensitivity of the binary responses to small changes in the input optical intensity. A sequence of 8550 pseudo-random 128-bit patterns was encoded onto optical pulses, sent through the cavity, and measured with an ADC; this was repeated 460 times (numbers chosen as such due to the equipment buffer limitations described in Section 3.5). The measurements were sent through the aforementioned post-processing procedure in order to convert them to binary sequences (see Section 3.4). A CRL was computed for this distribution and used as a reference CRL. The power was measured at the output of the cavity and used as a reference power. The FHD was computed for each of the 460 repetitions of the binary sequences with the CRL to calculate a “same” FHD distribution for reference. Four subsequent repetitions of 460 repetitions of the 8550 encoded pulses were made at five-minute intervals with their output powers noted at the start of each measurement. Over time, one contributor to the error may be setup misalignment thus reducing the power incident to the cavity and thus the measured output power. The measured powers were converted to binary sequences per the aforementioned methods. 
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[bookmark: _Toc486147685][bookmark: _Toc488574815][bookmark: _Toc493624254]Figure 5‑7: (a) Authentication error vs. power deviation. (b) FHD shift vs. power deviation
The FHD between the binary sequences associated with each of the four subsequent repetitions and the reference CRL were computed to determine FHD distributions corresponding to each of the four measurement powers. The mean of the reference “same” FHD distribution was subtracted from the means of each of the subsequent four FHD distributions to determine the additional shift of the FHD distribution mean due to deviations in input powers. From the overall authentication error characterization in Section 5.3.1.1, we translated the shift of the “same” distribution mean into an estimated authentication error by shifting the mean of the overall results and re-computing the authentication error. The results indicate that the system is robust against small changes to the input power (< 0.1 dB) as such variations will result in only a marginal increase in the authentication error. In Section 5.3.3.3, we show the results of an environmental study on the system’s stability under larger power changes.
[bookmark: _Toc486147581][bookmark: _Toc488574724][bookmark: _Ref490321208][bookmark: _Toc493792651]Spectral Filter Hadamard Channelizer
In Section 3.3.2, we explained a system which leverages a Hadamard programmable spectral filter applied to the PUF response prior to detection. Here we demonstrate system reliability through enrolling a prototype cavity with 80,000 unique challenges[footnoteRef:32] each of 128 bits spectrally-encoded onto the aforementioned MLL pulse train for 98 repetitions (Figure 5‑8a).  [32:  Given the 10,000 unique pattern constraint of the PPG described in Section 3.5, we repeated the experiment with 8 unique sets of 10,000 128-bit input patterns and cycled through all order-32 Hadamard spectral patterns applied to the output. The XOR operation results in key lengths of 2.5 to 14.9 Mbits (80000  31  N kept bits). We were limited to 98 repetitions due to a network communications throughput issue between the ADC and our computing setup.] 
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[bookmark: _Ref475781462][bookmark: _Toc486147686][bookmark: _Toc488574816][bookmark: _Toc493624255]Figure 5‑8: (a) Reliability testing setup and (b) results.
We apply an order-32 Hadamard channelizer to the output via a programmable spectral filter to extract a subset of all response information and later combine into a single binary response sequence in post-processing resulting in keys of length 2.5 to 14.9 Mbits. The results indicate that keeping fewer MSBs decreases the mean of the “same” distribution, i.e. improves the repeatability of the generated binary sequences (Figure 5‑8b). Also, Figure 5‑8b shows that the XOR operation of the post-processing algorithm (see Section 3.4) reduces the overall repeatability of the system; however, a thorough inspection of the data shows that this also reduces authentication error (Figure 5‑4) with the appropriate tradeoffs made depending on the application.
[bookmark: _Toc486147582][bookmark: _Toc488574725][bookmark: _Ref490321122][bookmark: _Ref491020183][bookmark: _Ref491020264][bookmark: _Toc493792652]Time Stretched Detection
In Section 3.3.3, we present a time-stretched detection technique which we summarize as follows. A CRL is constructed by averaging 56 repetitions of the responses of a specific token (collection limited by the buffer of a deep-memory oscilloscope) to 10,000 challenge pulses (limited by the buffer of the PPG), each encoded with 128-bits (limited by the PPG modulation frequency and MLL repetition rate), and calculating the resulting binary sequence. We apply order-16 Hadamard sequences as spectral filters to each output, resulting in a spectral feature size of 100 GHz chosen to be on the order of the typical cavity feature size (see Section 4.4.2). In order to verify the claimed identity of a token, the authenticator selects a set of CRPs from the CRL, encodes this challenge sequence onto input pulses, send them to the token, measures the responses, and computes the corresponding binary sequence. 
The spectral responses are measured in real-time using a single laser pulse sequence with no averaging which is a highly conservative experiment as a practical system could benefit from some level of averaging for repeatability (Figure 5‑9). This single binary sequence is compared to the binary representation of the corresponding averaged sequence in the CRL, using the FHD as a metric. Finally, an authenticator can compare this value to a predetermined threshold to the calculated FHD to decide whether to accept or reject the key.
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[bookmark: _Ref485113554][bookmark: _Toc486147687][bookmark: _Toc488574817][bookmark: _Toc493624256]Figure 5‑9: Time-stretched detection experimental setup
[bookmark: _Ref488819617]Repeatability, Uniqueness, and Unclonability Results
As discussed in Section 5.3.1.1, the histogram of the FHDs between each individual response of a given device and the average of those responses forms the “same” distribution whereas the histogram of FHDs between each of those same responses and the CRL of each other cavity of different design forms the “different” distribution. The system's ability to discriminate between legitimate and illegitimate tokens is based upon the distance between these distributions. Retaining two LSBs with three-bit resampling optimizes the total error probability to roughly 10-111 of incorrectly accepting or rejecting a key for the experimentally investigated key length[footnoteRef:33] of 300 kb (Figure 5‑10).  [33:  A set of order-16 Hadamard sequences were applied to each of the set of 10,000 unique responses as a spectral filter in post-processing generating 2 bits per each channel. The XOR operation combines bits from adjacent channels resulting in (16-1)  2 bits = 30 bits per response, yielding 300 kb total.] 
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[bookmark: _Ref491193937][bookmark: _Toc493624257]Figure 5‑10: Authentication results between 4 cavities. (a) Total authentication error vs. kept LSBs/MSBs at different resampling bits. (b) The FAR and FRR versus decision threshold at the 3-bit resampling and 2-LSBs post-processing conditions for 300 kb keys.
The “clone” distribution (Figure 5‑11a) is generated by computing the FHD between the responses of a given cavity and the CRLs generated by other cavities of identical design. As demonstrated in the results of the previous detection methods (see Section 5.3.1.1), this distribution also aligns with the “different” distribution (Figure 5‑11a) and the FAR for the cloned cavity is computed using equation (1‑7) to be roughly 10-168 for the 300-kb key length, which continues to confirm the near impossibility of cloning the device because of the sensitivity of the response to fabrication variations arising from, for example, sidewall roughness, precise film thickness, and resist granularity. In Figure 5‑11b, we show the ROC curve demonstrating the tradeoff between FAR and FRR to achieve a more secure or more robust authentication system based upon the selected threshold.
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[bookmark: _Ref473226332][bookmark: _Toc486147688][bookmark: _Toc488574818][bookmark: _Toc493624258]Figure 5‑11: (a) Normalized FHD binomial distributions and histograms for binary responses (b) FAR and FRR versus decision threshold at 2 LSB retention and 3 bits resampling.
[bookmark: _Ref488492904][bookmark: _Ref491013752]Fuzzy Extraction for Authentication
We now consider the use of a fuzzy extractor in the authentication application to provide privacy amplification (ensuring the uniform distribution of bits in the response) and error correction (eliminating variability in the response due to system noise) (see Section 3.6). We register a token for future authentication via the following procedure: several repetitions of the response sequence from a PUF of a single input pattern, pi, are averaged together prior to binary post-processing to form an averaged PUF response, wi corresponding to the ith block, e.g. wi  PUF(pi). Within the secure sketch, a random string ki is selected from a BCH [119] error correcting code for each block to generate codeword ri  BCHenc(ki) and combined with the averaged PUF response via XOR to generate the helper data si, e.g. si  wi  ri  PUFA(pi)  BCHenc(ki). Within the fuzzy extractor, the averaged PUF response is combined with a randomly generated seed, xi, via XOR and then input into the SHA-256 hash function to generate Ri  SHA(wi  xi)  SHA(PUFA(pi)  xi). The random seed and input patterns are stored within the public dictionary as helper data.
During the token verification procedure, an identity is claimed by the user which is associated with the token and a challenge pattern pi is selected by the authenticator. The authenticator queries the token and records a single-shot response PUF, e.g. wi  PUF(pi). It is then combined with the helper data, si, to recover some corrupted ri  wi  si as wi may not be equal to wi. A BCH decoder is applied to perfectly recover ki, so long as wi  wi and the number of errors is within the capability of the error correction code, e.g. ki  BCHdec(ri’). A BCH encoder is applied to fully recover ri from ri via ri  BCHenc(ki) should the difference between ri from ri not exceed the minimum distance of the code. The errors in the PUF response are corrected and the averaged response is recovered by combining si and ri via XOR to achieve wi   si  ri. If the Hamming distance between wi and wi is greater than the minimum distance of the code, then either a different BCH codeword altogether will result (called “decoder error”), or the BCH decoder will be unable to output a binary word at all. The recovered response is XORed with the stored random seed  and hashed to form Rí  SHA(wi  xi). Any differences between wi and wi will be amplified via the hash function as the hashes will be uncorrelated [120]. As such, the probability of an error in the recovered key Rí is based on the probability that each PUF response will deviate from the expected response beyond the error correction capability of the error correction code. The token is deemed to be authentic if the is recovered without error, Rí  Rí, if and only if wi  wi, i.e. if the Hamming distance between the two is less than the minimum distance of the BCH code.
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[bookmark: _Ref473369599][bookmark: _Toc486147689][bookmark: _Toc488574819][bookmark: _Toc493624259]Figure 5‑12: Time-stretched detection communications performance. (a) Normalized FHD histograms of 25 repetitions of 1172 blocks of 256-bit keys from same designs, and different designs between 4 cavities at the 3-bit resampling and 2-LSBs post-processing conditions for 255-bit blocks of PUF response data. (b) Fuzzy extraction authentication results for when the previously enrolled PUF is the same as the PUF used in the authentication attempt (corresponding to “same” distribution). (c) Fuzzy extraction authentication results for when the previously enrolled PUF is different from the PUF used in the authentication attempt (corresponding to “different” distribution).
We first compute the FHD distributions prior to fuzzy extraction for the PUF response data in blocks of 255 bits (Figure 5‑12a). When compared to the distribution of Figure 5‑11a, we find lower certainty of distinguishing between legitimate and illegitimate devices due to the shorter key length. Subsequent challenges may be sent to the PUF in accordance with the desired time-security tolerance. In a realistic spoofing scenario, an adversary would claim a legitimate identity with a cloned token that has not been processed through a legitimate token enrollment. The system would access the non-uniform level helper data (see Section 3.4) corresponding to the claimed identity and compute binary responses. In the demonstrated results, we take a conservative approach in that we compare binary responses between devices that have undergone a token enrollment process and proper post-processing prior to submission to the fuzzy extractor. We show the FHD results between the expected and measured keys at various k values from the BCH code for 256-bit keys when the enrolled PUF is equal to the authenticated PUF (Figure 5‑12b) and when it is not (Figure 5‑12c). At high k values, the BCH code cannot correct for large errors in the PUF response and thus both the “same” distribution and the “different” distribution are both centered at 0.5. As the k value is decreased, the code corrects for more errors such that the legitimate PUF response is reconstructed. Likewise, the code can correct for some differences between responses from different tokens indicating a false acceptance.
[bookmark: _Ref488818306]Environmental Sensitivity
We assessed the sensitivity of the approach to changes in temperature (Section 1.2.5.2.5) and input power (Section 1.2.5.2.7) using the post-processing parameters that optimize performance for the above applications. We sent 1080 spectrally-encoded pulses through an exemplar cavity at 38 different temperatures between 23.1 to 42.8 °C at roughly 0.5 °C intervals and measured the output[footnoteRef:34] (Figure 5‑13a). We then converted each response into a binary sequence representative of the cavity response at each temperature per the aforementioned methods (see Section 3.4). The binary sequences were compared to each other via FHD and a linear regression was fit to the data resulting in a temperature error sensitivity which is dependent on the precise conditions of the post-processing algorithm. We find the error due to temperature to be etemp = 5.17 %/°C (Figure 5‑13b) at the post-processing conditions used in the previous sections to optimize authentication error. We also evaluated the sensitivity of the binary responses to changes in input power under the same experimental conditions as the temperature study. The binary sequences were calculated and compared between the binary response corresponding to the highest input power and successive lower power responses[footnoteRef:35]. We find the error due to power deviation to be epower = 28.9 %/dB with nearly full decorrelation of binary sequences after ~3 dB of power deviation (Figure 5‑13c). [34:  While we investigated temperatures at and above room temperature in this experiment, the goals was to determine a linear error fit around room temperature. Cooling would have provided similar information as was not required.]  [35:  In Section 5.3.1.2, we investigate the system’s input power sensitivity to very small changes in power for the single spectral pattern detection method. Here we investigate a broader range of power deviation for the time-stretch detection method. This provides insight into the power stability at different scales.] 
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[bookmark: _Ref473231529][bookmark: _Toc486147690][bookmark: _Toc488574820][bookmark: _Toc493624260]Figure 5‑13: (a) Thermal image of experimental setup. (b) Temperature. (c) Power.
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We evaluate the security of the photonic PUF against three broad categories of attacks: spoofing, tampering, and denial-of-service (DoS). The most critical security property within this application is protection against spoofing attacks. While we do consider temporary physical access to a legitimate token by an adversary, we assume that those tokens are received by their intended users eventually. Physically stealing a legitimate token obviously compromises the security of any authentication system based upon possession of such a token and can be mitigated by multi-factor authentication, chain-of-custody monitoring, periodic mandatory authentications, prompt loss reporting, etc. Upon loss of a token, the corresponding sections of the CRL would be deleted and the token would be added to a revocation list. Therefore, we consider methods that an adversary may wish to authenticate themselves without the use of the legitimate token. 
[bookmark: _Toc486147584][bookmark: _Toc488574727][bookmark: _Ref490841168][bookmark: _Toc493792654]Trusted vs. Untrusted Authentication Terminals
When evaluating the threat model of this challenge-response authentication system, we must first make some assumptions regarding boundaries of trust in the system. We will consider two different configurations: (1) a trusted terminal and (2) an untrusted terminal [6]. In the case of a trusted terminal (Figure 5‑14a), we assume that there is a trust boundary between the terminal and the token presented by a user such that the terminal and backend authenticator are trusted and the token is untrusted. In this configuration, we assume the full security and integrity of every element in the system except for the presented token itself. We then can focus only on those attacks on a legitimate token or those attacks which attempt to create systems that respond identically to a legitimate token. In this configuration, the communication between the terminal and token is a complex spectro-temporal challenge or response. In the case of an untrusted terminal (Figure 5‑14b), we assume that the trust boundary is located between the terminal and the authenticator such that the terminal and the presented token are untrusted and are potentially free for an adversary to modify. In this configuration, the communication between the terminal and authenticator is a binary sequence, possibly transmitted over a public channel.
In our envisioned use case, a typical user will not be at some large distance from the cavity, rather, they will be in physical possession of a cavity attempting to authenticate themselves to a trusted terminal; for example, accessing an automated teller machine (ATM) or verifying the authenticity of integrated circuits in a factory. For authentication, we will focus on the trusted terminal case. We also note that in the majority of configurations that we shall consider, binary information is communicated between the authenticator and the terminal and an optical signal is communicated between the terminal and the token. In some embodiments, an optical signal could traverse a fiber optic link between the authenticator (with optical equipment embedded within) and the PUF. Unless otherwise noted, we consider the former as it is integrated more easily with digital communications infrastructure.
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[bookmark: _Ref485151160][bookmark: _Toc486147691][bookmark: _Toc488574821][bookmark: _Toc493624261]Figure 5‑14: (a) Trusted terminal. (b) Untrusted terminal.
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In a spoofing attack, an adversary may attempt to authenticate as a legitimate user without a legitimate token. In the authentication scenario presented here, an adversary can achieve this through (1) the fabrication of an exact physical copy of the device (clone) such that it responds in an identical manner to the original, (2) physically-emulating a legitimate device through another means such that it responds identically, (3) digitally-emulating a legitimate device in the data layer through model building (see Section 4.3), and (4) creating a lookup table of CRPs through physical interrogation and storage.
Fabricating an Exact Physical Copy
The adversary may attempt to construct an exact copy of the cavity, which we have shown here to be extraordinarily difficult if not altogether impossible (see the results of Sections 5.3.1.1 and 5.3.3.1). Hardware keys are required to be securely and physically transported to the end user. However, it is assumed that an adversary may physically intercept the key in transit in order to attempt to reverse engineer the device. The environmental design parameters of the key form part of the secret information. Such information would be the cavity diameter, chamfer dimensions, chamfer location(s), thickness profile, temperature, spatially-dependent index of refraction, tolerancing, impurities, induced discontinuities, etc. Such modern characterization methods are unable to capture the minute differences in tiny physical features and impairments that are specific to the manufacturing equipment and that are neither reproducible nor discernible. These give the output waveform its unique and chaotic structure. Therefore, even if we assume that the adversary was able to characterize the device, no technology yet exists that can suitably replicate it.
Physical Emulation
The adversary may attempt to create a device which responds identically to a legitimate cavity but is constructed by some other method or in some other form. As discussed in Section 4.4.5, even with full knowledge of the responses of the device, the adversary cannot create a device which can respond as quickly as a passive cavity. As such, we can guard against this using latency checking. For example, in the intended application, a trust boundary is placed between the cavity and an authentication terminal (Figure 5‑14a). Thus, all the equipment in the authentication terminal, as well as the backend CRL database are trusted. This limits the attacker to attempt to respond to an incident challenge correctly within a predetermined time interval. 
In the case of an untrusted terminal, latency checking is no longer assured. In a linear system, an adversary could attempt to emulate physically the photonic PUF through building an electro-optical device, e.g. a programmable spectral optical filter, that could be used to replicate the response to any challenge. However, given the nonlinearity of the system and the decorrelation of observed responses from inputs that deviation from each other in the smallest possible manner (see Section 4.4.3), we assume that there is a unique response dependent on the precise input for all possible inputs. As these optical devices cannot suitably replicate the precise nonlinear behavior of the photonic PUF, this attack is ineffective. We note that to even attempt this attack requires the ability to model the cavity which is greatly challenged by the fabrication variance (see Section 2.3.1.2) and inherent nonlinearity (see Sections 2.5.3 and 4.3). 
Lookup Table Attack
An adversary who has access to the device may attempt to build a library of all possible CRP values and use that to authenticate themselves as a legitimate user to the terminal by providing the correct response to a challenge. This would require a photodetector and ADC fast enough to capture the spectro-temporal challenge information (>11 GHz), a processor, memory to store the lookup table, and a laser and modulator to generate the appropriate response and this system would need to respond in less than 12 ps to avoid detection (it would need to begin responding in half of the round-trip time or < 0.6 ps). This approach is completely unforeseeable using any current processing/memory technology. For example, the memory required to store the CRL of 0.6 Pbits of information in an area of < 707 µm2 so as not to violate the speed of information being bounded by the speed of light [116] is extraordinarily dense. This density of 0.75 Tbits/µm2 is many orders of magnitude times denser than any current 2D memory technology and this size constraint assumes the photodetector, ADC, processor, and modulator have zero latency, which is obviously not possible. 
The nonlinearity of our devices protects against such an attack by greatly increasing the amount of information that an attacker would need to characterize (see Section 4.3). Specifically, in a linear system, the mapping from the system input to its output may be represented as a linear combination of its input symbols in the form of a transmission matrix whose uniqueness is limited by the number of orthogonal input vectors. If an adversary can observe and characterize this transmission matrix, and compute its inverse or pseudoinverse, they can obtain, exactly or approximately, any input given the output and vice-versa (see Section 4.3). In contrast, in a nonlinear system, the transmission function is a system of nonlinear relationships for which no such inversion exists. As the PUFs investigated here are nonlinear devices, and as discussed in Section 4.4.3, there are up to 1028 (294) uncorrelated responses (or unique CRPs in general) contained within each device which would need to be probed by an attacker. At the demonstrated interrogation rate of 90 MHz, this would take the attacker roughly 3.5 trillion years to complete. One can envision a system that could interrogate the cavity at a rate on the order of the inverse of the input pulse width 1 / 200 fs or 5 THz, thus taking the attacker over 60 million years to complete. As we require the system to choose challenge sequences at random, we claim that this time is prohibitively large for the attacker to even attempt. As we further assume that the backend authenticator is trusted (every security system requires some trust boundary in its architecture)[footnoteRef:36], this attack only becomes feasible if the attacker can influence the specific challenges used. Then, the attacker only needs to brute force a subset of all possible CRPs.  [36:  Conversely, if there exists no trust boundary anywhere in the system, then we assume that the attacker owns the entire system. Thus there are no protected assets that requires the use of an authenticator to verify an identity and then authorize access to those assets. The difference of this approach compared to others is the security of the key storage mechanism, i.e. that within the intrinsic variability of the hardware versus digital storage.] 

In the case of an untrusted terminal, we assume that the adversary has a mechanism to have the terminal register a binary sequence of their choosing from an incident optical signal or has completely compromised the terminal to send a binary sequence of their choosing to the authenticator. For example, the adversary could use the input pattern data stored in the public dictionary to reduce their search space. Provided the transport time is carefully monitored, a suitable number of patterns occupy the public dictionary, and patterns are chosen at random, this attack is sufficiently mitigated. Further, if access to the public dictionary is protected using a PUF authentication approach [47] or equivalent public key architecture, then the adversary will have no advantage. Should the adversary record the encrypted communications channel and steal a key at a later date, they could attempt to decrypt previously sent messages. Additional protocol level enhancements applying ephemeral session keys could mitigate this attack. Should challenges be selected at random, the adversary would need to attempt to build a very large database of CRPs (assuming they even had prolonged access). As discussed above, the time required to build such a database is prohibitive.

Provisioning Latency Attack
In the case of an untrusted terminal configuration in which an optical challenge is generated at the authenticator, the adversary could create a terminal at some distance away from the authenticator, however, the adversary would add a temporary amount of latency into the optical link such that the authenticator believes the terminal is much further away than in reality. Once an attacker has created a system that can respond in the same way to input pulses as a legitimate key (an exceptionally challenging feat as discussed in the previous sections), the attacker removes the added latency in its system such that it gives the adversary system enough time to process the incoming challenge pulse. In order to mitigate this attack, a secondary means of trusted geolocation may be used to verify the expected latency from such an untrusted terminal.
[bookmark: _Toc486147586][bookmark: _Toc488574729][bookmark: _Ref490834937][bookmark: _Ref490836129][bookmark: _Toc493792656]Replay Attacks
An adversary with midpoint access between the authenticator and terminal could attempt to record all possible challenges and responses to an authentic cavity and transmit them to the authenticator in an attempt to authenticate at some later time. To protect against this attack, the authentication protocol can use a given challenge sequence only once and then discard it or can choose the sequence at random making this variant of the attack impossible.
[bookmark: _Toc486147587][bookmark: _Toc488574730][bookmark: _Toc493792657]Tampering Attacks
A tampering attack on the system might lead to spoofing or denial-of-service conditions. We primarily focus on tampering that facilitates spoofing of a legitimate device as it is an attack on the key security mechanism that the PUF is intended to provide.

Modify an Authentic Token
The adversary may attempt to tamper with a legitimate token during delivery to an end user. By doing so, any physical variations made to the cavity would modify the output response thus rendering the token unable to authenticate to the previously-generated CRL associated with the authentic user. We assume that any physical modifications that an adversary could make would at least be on the order of the fabrication variances between two identically designed tokens meaning that the tampered cavity’s responses would be uncorrelated with the responses from the original to identical challenges based upon the results of Sections 5.3.1.1 and 5.3.3.1.
Replace Authentic Token with Unauthentic Token
The adversary may attempt to replace an authentic token with an unauthentic token in transit to an end user. The unauthentic token would not have a corresponding CRL associated to the claimed user identity and thus would not be able to successfully authenticate. This would require the adversary to modify the backend authenticator storage which is trusted in either trust boundary scenario or insert its own tokens into the supply chain.
Modify Terminal to Respond Arbitrarily to Authenticator
In an untrusted terminal scenario, we assume that the adversary may allow the terminal to respond with any desired binary sequence. We also assume that the latency protections no longer apply. As such, the adversary must provide a binary response to a challenge that correlates with the expected response beyond some authentication threshold. As we assume that any binary responses are equiprobable, any sequence that the adversary may guess will have an average correlation of 50% with the expected response and thus not be authenticated.
[bookmark: _Toc486147588][bookmark: _Toc488574731][bookmark: _Toc493792658]Denial-of-Service Attacks
A denial-of-service (DoS) attack on this system denies, degrades, or disables the normal functionality of the authentication system. We examine two approaches for achieving DoS in the following sections.
Power Variation DoS Attack
An adversary that has fully compromised a terminal (untrusted case) may modify public input pulse power levels to prevent legitimate users from authenticating. A terminal will also require specific pulse intensity information to query the PUF at the correct intensity; as such, this information could be considered known to the adversary. The only attack made possible by making pulse intensity information public is a DoS attack via an untrusted terminal against legitimate users by modifying the interrogation powers, thus returning a different response than expected. This public knowledge does not facilitate a successful spoofing attack against an authentic user which is the primary attack that PUFs are intended to protect against.
The attackers could reduce powers to a level in which the PUF operates as a linear system. If the attacker performed a previous characterization of the PUF at low power levels and somehow ensured that the PUF’s CRL was created at the same low power levels, then the attacker may be able to build a model of the device and use that model in a previously described spoofing attack.
CRL DoS Attack
The adversary can connect to a terminal, claim an identity for an authentic user, and repeatedly go through the authentication process, thus reducing the available CRP pairs for that user. When the legitimate user attempts to authenticate, they will be unable to authenticate until they can generate more CRPs. However, the adversary may simply continue this attack in the future. A simple protocol that performs rate limiting of authentication attempts will mitigate this attack and/or through the implementation of a simple shared secret or multi-factor authentication.
[bookmark: _Toc486147589][bookmark: _Toc488574732][bookmark: _Toc493792659]Security Summary
The security of this PUF is a result of the interaction complexity, nonlinearity, and ultrafast response speed. An adversary wishing to spoof the device has three options: direct cavity replication, or emulation using optoelectronic or computational means. As clearly shown here, the achievable precision of nanofabrication technology combined with the extreme sensitivity of the device’s behavior to cavity structure prevents direct cavity replication. 
Beyond direct duplication, the device’s nonlinearity and ultrafast (sub-20-ps) response time prevent optoelectronic cloning using, for example, a programmable spectral filter (e.g. 4-f pulse shaper), due to the shaper’s increased latency, and its inability to accurately recreate the nonlinearity of the cavity. Finally, even with complete knowledge of the CRL, to successfully emulate the device an adversary would need to measure an incident challenge, perform the necessary computations (through a lookup table or transform), and generate the appropriate response in a time interval faster than the device response time of 20 ps. Not only is this significantly shorter than a modern computer clock cycle [121], but given that information cannot travel faster than the speed of light [116], any such computational system (processor, memory, etc.) would need to be physically as small as the device (~ 30 µm x 30 µm). These stringent constraints prevent such an emulation approach with current or any foreseeable computational resources and, as one example, would require memory densities that are many orders of magnitude higher than the current state-of-the-art [117].
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Here we present a new type of PUF created from silicon photonic cavities applied to authentication. We directly demonstrate the reproducibility, uniqueness, and unclonability properties of our photonic PUFs. We have shown that the probability of incorrectly accepting or rejecting a token based upon a 17.1-kb key is roughly 10-27 and the probability of falsely accepting a cloned token is roughly 10-37. Notably, the system showed high repeatability after a 48-hour period by yielding similar error rates (FHD of 0.1) when compared to the same cavity authenticated at the time of CRL generation. We also demonstrated two additional approaches to maximize the information extracted from each spectral response with an orthogonal spectral filter applied optically or digitally in post-processing. Using the former approach, we demonstrated a highly robust approach with mean repeatability values of less than 0.05. Using the latter approach, we generated 300-kb keys resulting in a total authentication error of 10-111 and a probability of falsely accepting a cloned token of 10-168. We also investigated the use of fuzzy extraction in this scenario which corrects for errors in the PUF response while amplifying the decorrelation of responses. Lastly, we evaluated the sensitivity of the approach to changes in temperature and input power. With the post-processing conditions that minimize authentication error, we find the error temperature dependence to be etemp = 5.17 %/°C. This suggests that practical systems may need some form of temperature stabilization within a few degrees Celsius to maintain low authentication error rates. With the same post-processing conditions, we find the error due to power deviation to be epower = 28.9 %/dB and that the responses experience full decorrelation after ~3 dB of power deviation. Thus, we find that a practical system will need some feedback control over input power. Both temperature and power stability are easily achievable using modern control capabilities. 
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The content of this chapter is an extended version of the following references: [111], [122].
[bookmark: _Toc486147592][bookmark: _Toc488574735][bookmark: _Toc493792662]Introduction
Ensuring authenticity and maintaining confidentiality while exchanging messages in the presence of malicious adversaries forms the foundation of cryptology [123]. While modern ciphers attempt to provide such guarantees, the OTP protocol provides an information-theoretic secure approach against even computationally unbounded adversaries [124]. In practice, the price of such security is storing large keys in nonvolatile digital memory, thus increasing the risk of compromise through duplication of this presumed private information. Furthermore, conventional hardware key storage solutions, such as hardware security modules (HSMs), offer greater security but are not scalable to low-end systems due to their high cost and complexity [10]. Additionally, HSMs are subject to reverse engineering attacks [2], which require costly and complex countermeasures. Given the vast data volume demands of modern communication systems, the storage of the long keys required for an OTP system within a practical volume remains a challenge.
Promising recent work on the physical and portable storage of long keys for use in an OTP protocol [25] based on inhomogeneous spatial optical scattering [6], [7], [112] addresses many of the weaknesses of electronic storage as these devices are difficult to probe, modify, or clone and provide an alternative to digital memory storage of this critical key material. However, these OSPUFs have their own weaknesses which we covered in detail in Section 1.2.4.2.
[bookmark: _Toc486147593][bookmark: _Toc488574736][bookmark: _Toc493792663]Approach
Here we demonstrate an information-theoretically secure symmetric block cipher based on the fuzzy extraction of key material from our photonic PUFs [47], [115]. We use the optical interrogation technique of Section 3.2, the extraction techniques of Section 3.3, and the post-processing algorithm of Section 3.4, to extract a binary key from the cavity for insertion into a fuzzy extractor for privacy amplification and error correction (see Section 3.6).
Using two photonic PUFs, we implement a secure OTP communication channel between two parties [5], Alice and Bob, each of whom possesses a distinct photonic PUF, as outlined in Figure 6‑1. In order to communicate, they synchronize their photonic PUFs to generate a shared key by first meeting physically or over a known secure channel. This process also generates public helper data that aids in key recovery, but does not reduce the security of the system as discussed in Section 3.6. In order to send a message, Alice reconstructs her private key, uses it to encrypt a message of equal length, and sends the ciphertext over a public communications channel. Bob reconstructs his private key and performs an XOR operation with a previously generated shared key to recover Alice’s private key. Bob then uses this key to recover the original message. Alice and Bob can communicate until their key space is exhausted at which time they can generate more shared key material. This communications protocol can be enhanced by requiring authentication [47], [115] prior to granting access to the public dictionary to mitigate DoS attacks.
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[bookmark: _Ref486191992][bookmark: _Toc486147693][bookmark: _Toc488574823][bookmark: _Toc493624262]Figure 6‑1: Fuzzy extraction PUF communication protocol overview
[bookmark: _Toc400493223][bookmark: _Toc400493209]The dictionary setup procedure (Figure 6‑2) first described in Section 5.3.3.2 for authentication of a single token, is applied to PUFA and PUFB to generate private keys Ri and Rj with additional helper data stored in the public dictionary. A shared key corresponding to both PUFs is calculated by combining Ri and Rj via XOR, e.g. kij  Ri  Rj, and stored in the public dictionary. 
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[bookmark: _Ref486790009][bookmark: _Toc488574824][bookmark: _Toc493624263]Figure 6‑2: Fuzzy extraction dictionary setup protocol
In order to encrypt a message (Figure 6‑3), Alice will first recover her key by first querying her token and recording a single-shot response from her PUF, e.g. wi  PUFA(pi). It is then combined with the helper data, si, to recover some corrupted ri  wi  si as wi may not be equal to wi. The fuzzy reconstructor uses the PUF response and the helper data to recover Rí which should be equal to Ri should any errors in wi be within the error correction capability of the code (minimum distance between codewords). Lastly, the message, m, is combined via XOR with Ri to form the ciphertext, c  m  Ri.
In order to decrypt the ciphertext, Bob follows the same recovery process as Alice to recover his key, Rj  SHA(wj  xj). Bob then combines via XOR his recovered key, Rj, with the shared key, kij, to recover a variant of Alice’s key, e.g. Ri  kij   Rj  Ri  Rj  Rj. Bob then combines Alice’s recovered key via XOR with the ciphertext to recover the message, e.g. m  c  Ri  m  Ri  Ri  Rj  Rj. Variations in laser and modulator outputs, power loss, vibration, and detector noise contribute to overall system noise which unavoidably corrupts the PUF response, causing the same patterned pulse to produce varying responses. As such, the probability of an error in the recovered message is based on the probability that each PUF response will deviate from the expected response beyond the error correction capability of the error correcting code. The message is recovered without error, m  m, if and only if wi  wi and wj  wj.
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[bookmark: _Ref486790051][bookmark: _Toc486147695][bookmark: _Toc488574825][bookmark: _Toc493624264]Figure 6‑3: Fuzzy extraction communications protocol
The probability of an error in the perfect recovery of the hashes for PUFA is PrA(e)  Pr(Ri' ≠ Ri). This is equivalent to the probability that the distance between the PUF response and the averaged PUF response is greater the number of errors that the error correcting code can correct, i.e. Pr(FHD(wi',wi) ≥ (dm – 1)/2) where dm is the minimum distance of the code. This probability is equal to the complementary cumulative binomial probability distribution evaluated at the FHD threshold  at which BCH can correct all the errors in the response given by
	
	
	(6‑1)


where n is the total number of bits in the string and p is the probability of the occurrence of the symbol. Likewise, for PUFB, the probability of an error is PrB(e)  Pr(FHD(wj',wj) ≥ (dm – 1)/2). Therefore, the overall probability that a block of data is corrupted is the likelihood that either of the PUF responses are not fully recovered, e.g. Pr(m' ≠ m)  1 – [(1 – PrA(e))  (1 – PrB(e))]. 
[bookmark: _Toc486147596][bookmark: _Toc488574737][bookmark: _Toc493792664]Experimental Results
Here we show the experimental results for the single spectral pattern detection technique (Section 3.3.1) and the time-stretched detection technique (Section 3.3.3). The spectral filter Hadamard channelizer technique (Section 3.3.2) was omitted from the communications demonstration.
[bookmark: _Toc486147597][bookmark: _Toc488574738][bookmark: _Ref490320999][bookmark: _Toc493792665]Single Spectral Pattern Detection
We next investigate the robustness of this approach by interrogating all the photonic PUFs using the technique shown in Sections 3.3.1 and 5.3.1. The post-processing algorithm (Section 3.4) is applied to the responses and some number of bits are retained and concatenated. The total binary response is decomposed into 100 blocks of 255 bits and inserted into a fuzzy extractor which produces helper data and a binary hash sequence to generate suitable keys for secure communications. To best represent a real-world implementation, the measured analog response energy sequence from 460 repetitions is averaged together prior to binary conversion for the dictionary setup procedure, whereas for data encryption a single-shot (not averaged) sequence is employed (see Section 3.4).
To analyze the uniqueness and repeatability of the generated binary keys the FHD is calculated between each individually generated key and the averaged keys used to generate the dictionary for all 23 devices at the TE-polarization state and resampling each measured sample post-ADC to 3 bits then combined in a block size of 255 bits. A binomial probability mass function is fit to each histogram and is used to estimate the probability that a given PUF response will be beyond the error correction capabilities of the error correcting code at a selected code rate, thus corrupting an entire block of data. The probability that a device of different design or its clone could respond within the correctable range of the code is negligible across all possible code rates indicating strong unclonability [47].
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[bookmark: _Ref486790288][bookmark: _Toc488574826][bookmark: _Toc493624265]Figure 6‑4: Spectral pattern detection. (a) FHD binomial distributions. (b) Repeatability by kept MSBs at 6 bits resampling (255-bit block size).
The three MSBs of each measured response energy are kept and concatenated to form a 25,650-bit binary response from each device since the repeatability of the PUF responses is sufficient to be corrected by the capabilities of the fuzzy extractor (Figure 6‑4). In Figure 6‑4, we show that the repeatability of the system, i.e. the mean of the “same” distribution, is proportional to the number of MSBs kept for each response. Thus, for data encryption, the key material is rapidly extracted at 0.27 Gbps. For a block size of 255 bits, we find that the repeatability, i.e. the mean of the “same” distribution which will directly impact BER, is sufficient for the code to correct all errors of the message at a post-processing configuration of 3 kept MSBs and a resampling operation to 6 bits (Figure 6‑4b).
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[bookmark: _Ref491019382][bookmark: _Toc493624266]Figure 6‑5: (a) Bit error rate performance. (b) Clone FAR vs. code rate by kept MSBs at 6 bits resampling.
[bookmark: _Toc486147599]In order to characterize the BER of the communication system, 57 different pairs[footnoteRef:37] of unique photonic PUFs were used to communicate a message of 25,575 bits. The recovered messages were compared to the transmitted messages to calculate the BER at different BCH code rates (Figure 6‑5a). In this figure, the upper and lower bars indicate a two standard deviation bound relative to the mean BER and the lower bounds for low code rates are not shown due to perfect message reconstruction. The inset images show the recovered message (university seal) at various code rates. Communication with a mean BER < 10-5 is observed at code rates of 0.1 and below. Notably, at equivalent code rates (0.035) to previous approaches [25], we achieve an eight order-of-magnitude improvement in predicted BER (four order improvement in demonstrated BER limited by the experimental message length). Further, we show the mean experimental BER versus code rate for an adversary attempting to decrypt a message via the key material generated from the averaged power samples from the intended endpoint’s clone for the same combinations, thus demonstrating unclonability. By using the averaged samples rather than the single-shot samples, we provide a conservative scenario for security analysis yielding a lowest observed clone BER of 0.483 at the highest error correction code rate. We also observe the clone FAR at the error correction threshold of the code at these post-processing conditions to be 10-11 (Figure 6‑5b) as the error correcting code can correct for errors between the responses from the authentic token and a cloned token. Since the information transmission rate (actual message) is unaffected by the code rate, using a low rate does not slow down communications, however, it does require the storage of longer length codewords. [37:  We tested two fabricated chips, each with 7 devices of different designs, with two clones of each design, for a total of 28 devices. However, multiple devices or their associated waveguides were damaged in handling, yielding 23 unique devices in total. For this experiment, we compared devices of different designs, including their copies, with other devices. For a set of 7 designs, there are 21 possible unique pairs to test, each with one or more clones available. Based upon the available devices, we tested 57 pairs in total.] 

[bookmark: _Toc488574739][bookmark: _Ref490321130][bookmark: _Ref490825518][bookmark: _Toc493792666]Time Stretched Detection
To experimentally demonstrate the time-stretched detection scheme in a communications application, we interrogate two prototype cavities (PUFA and PUFB) per the aforementioned approach in Sections 3.3.3 and 5.3.3. From the responses of each of the pulses, we generate 30-bit keys and compute the FHD between subsequent keys of a given token (see Section 5.3.3, order-16 Hadamard spectral patters, 2 bits per channel, adjacent channels combined via XOR yielding 30 bits per response). The mean of this FHD distribution is 0.455 and the standard deviation is 0.113, resulting in an entropy of 19.4 bits. 
To evaluate the performance of the communications channel due to repeatability errors in PUF response reconstruction, we decompose the binary response sequence into blocks of 255 bits and apply the fuzzy extractor to produce helper data and binary hash sequences. We calculate the “same” and “different” distributions for this set of keys and fit a binomial distribution to the “different” histogram and a kernel distribution to the “same” histogram as its low mean and wide variance skew it from a typical binomial distribution (Figure 6‑6a). We select 2 MSBs with 6 bits resampling to maintain high repeatability which positively influences BER of the communication channel (Figure 6‑6b). The resultant information generation rate is thus 1.7 Gb/s, which is an order-of-magnitude improvement over previous work [47] and three orders higher than previously demonstrated OSPUFs [25]. 
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[bookmark: _Ref473226548][bookmark: _Toc486147697][bookmark: _Toc488574827][bookmark: _Toc493624267]Figure 6‑6: Time-stretched detection. (a) FHD binomial distributions. (b) Repeatability by kept MSBs at 6 bits resampling (255-bit block size).
In order to predict the BER, we compute the normalized FHD binomial distributions and histograms for binary responses from same designs and different designs resampling to six bits post-ADC collection and keeping 2 MSBs. We then encrypt and decrypt a 100-kbit message at different code rates and measure the channel BER (Figure 6‑7a). Communication with a mean BER < 10-3 is observed at code rates of 0.035. In Figure 6‑7a, we show the mean experimental and predicted BER for 20 repetitions of sending a 100-kbit message (binary test image) between two different devices at different BCH code rates. The upper and lower bars indicate a four standard deviation bound relative to the mean BER. The inset images show the recovered message at different code rates. As discussed previously, the code can correct for differences from the responses between an unauthentic device (or device clone) and the authentic device thus reducing the security of the system. We observe the clone FAR at the code’s error correction threshold at the 2 MSB post-processing condition and a code rate of 0.035 to be ~10-3 (Figure 6‑7b).
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[bookmark: _Ref491022097][bookmark: _Toc493624268]Figure 6‑7: (a) BER Performance. (b) Clone FAR vs. code rate by kept MSBs at 6 bits resampling.
[bookmark: _Ref490248924]Environmental Sensitivity
We assessed the sensitivity of the approach to changes in temperature (Section 1.2.5.2.5) and input power (Section 1.2.5.2.7) using the post-processing parameters that optimize performance for the above applications with identical conditions to those of Section 5.3.3.3 except with different post-processing conditions optimized for communications. We sent 1080 spectrally-encoded pulses through an exemplar cavity at 38 different temperatures between 23.1 to 42.8 °C and measured the output. We then converted each response into a binary sequence representative of the cavity response at each temperature per the aforementioned methods (see Section 3.4). The binary sequences were compared to each other via FHD and a linear regression was fit to the data at the origin resulting in a temperature error sensitivity which is dependent on the precise conditions of the post-processing algorithm. We find the error to temperature change be etemp = 3.47 %/°C (Figure 6‑8a). We also evaluated the sensitivity of the binary responses to changes in input power under the same experimental conditions at the temperature study. The binary sequences were calculated and compared between the binary response corresponding to the highest input power and successive lower power responses. We find the error due to power deviation to be epower = 17.9 %/dB with nearly full decorrelation of binary sequences after ~3 dB of power deviation (Figure 6‑8b).
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[bookmark: _Ref485121627][bookmark: _Toc486147698][bookmark: _Toc488574828][bookmark: _Toc493624269]Figure 6‑8: (a) Thermal image of experimental setup. (b) Temperature. (c) Power.
[bookmark: _Toc486147600][bookmark: _Toc488574740][bookmark: _Ref491807761][bookmark: _Toc493792667]Security Analysis
[bookmark: _Toc400549860][bookmark: _Toc400549971][bookmark: _Toc400550467]In order to exploit this scheme for secure communications, we first define the associated security requirements. The unconditional security for the OTP protocol is guaranteed only if the message is mixed with a random key that is never reused [5]. We assume that the output of a cryptographic hash function is sufficient for use as statistically random key material [120] and that the reuse requirement may be met with proper protocol design and execution. The security of the approach is not reliant solely on the continued security of the hash function used as it is architecturally layered on top of the photonic PUF. Thus, an attacker would need to compromise both the hash function and the operation of the photonic PUF. Further, the security of this approach does not depend on the security of any electronically stored data as all such data can be made public with negligible loss of security (see Section 3.6). The primary requirement is that the adversary must not be able to efficiently copy or model the operation of the PUF [25]. In Section 5.3, we demonstrated the unclonability of photonic cavity PUFs [47], which we verify for the system conditions here and satisfies this requirement. Further, entropic-security, i.e. with an observation of some ciphertext, an adversary will not be able to compute any predicate on the ciphertext with meaningfully larger probability than an adversary who does not possess the ciphertext [125], [126], is guaranteed only if the target data has high entropy [108]. We verified the entropy of the resultant binary sequences in Section 3.5.
Regarding the key pair used in this research, it is a hardware-based key and thus the environmental design parameters of the key truly form the shared secret information. Such information would be the cavity diameter, chamfer dimensions, chamfer location(s), thickness profile, tolerancing, impurities, etc. While some of that information can be easily known, much of it (1) cannot be reliably measured and (2) cannot be reliably reproduced. We provide a supplemental security review here to that presented in Section 5.4 specific only to using the photonic PUF in a secure communications application.
[bookmark: _Toc486147601][bookmark: _Toc488574741][bookmark: _Toc493792668]Cloning
One approach to eavesdrop on communications or maliciously send messages is for an adversary to obtain the cavity design and attempt to fabricate a clone of the device. Our results indicate that the probability that a cloned device could respond with a sufficiently low error to be corrected to a legitimate response increases with lower code rates (Figure 6‑4). Likewise, at lower rates, a BCH code can correct for more errors in the PUF response. Unfortunately, the code can also potentially correct for errors between responses from a cloned device and a legitimate device. At code rates of 0.1 where we observe error-free communications, this probability is on the order of 10-11, demonstrating the near impossibility of using a cloned device to eavesdrop or maliciously communicate. 
[bookmark: _Toc486147603][bookmark: _Toc488574743][bookmark: _Toc493792669]Brute Force
While the BCH error correcting code and the SHA-256 hash algorithm were used in this demonstration, any suitable code or hash algorithm could be used instead. An adversary wishing to reverse the hash function itself would need to do so for each block; we assume this is sufficiently difficult [127], [128] for the adversary to avoid this attack altogether. In order to verify the independence of generated keys, we calculate the entropy of 1000 privacy amplified keys as (µ(1-µ))/2, where µ is the mean and  is the standard deviation of the FHD distribution of generated hashes with themselves yielding 256.1 bits [109]. Based on this evaluation, the output strings of the proposed fuzzy extractor contain full entropy [129], as the length of these strings is 256 bits. Thus, the probability of guessing the true PUF response from the privacy amplified key would be 2-256 (i.e., an information theoretic security of 256 bits).
In order to mitigate brute force attacks, the cavity could be changed periodically. The equivalent of a hash “salt”[footnoteRef:38] could be added to the pulse such that the photas would change periodically and/or one could make a physical change to the cavity itself, e.g. applied voltage, temperature fluctuation, etc. Obviously, physical changes to the cavity would have to be made to both sides of the communications channel in an identical manner. Such coordination increases the complexity of the system and effectively requires enhanced key management and distribution. [38:  A cryptographic salt is some random data that is used as an additional input to a one-way function which helps defend against dictionary attacks or pre-computed rainbow table attacks.] 

[bookmark: _Toc486147607][bookmark: _Toc488574744][bookmark: _Toc493792670]Summary
In conclusion, we demonstrate an encrypted communications scheme that exploits key information extracted from an information-dense nonlinear photonic silicon cavity PUF for secure communications. Compared to OSPUFs [25], this novel photonic PUF provides orders of magnitude improvement on channel BER and reductions in physical size while providing full compatibility with integrated circuits and telecommunications systems. Further, our approach makes use of fuzzy extraction that allows for full reconstruction of errors to the PUF response while enhancing privacy, thus allowing for the use of a variety of PUF designs for information-theoretic secure communications. Given the growth of the size of the public dictionary, this method may find the best application to the exchange of secure keys for modern cryptographic ciphers.


[bookmark: _Toc486147608][bookmark: _Toc488574745][bookmark: _Toc493792671]Contributions and Future Work
In this final chapter of the dissertation, we summarize the original contributions of this work and discuss possible expansions for future research.
[bookmark: _Toc486147609][bookmark: _Toc488574746][bookmark: _Toc493792672]Summary of Original Contributions
The early objective of this research project was exploratory in nature: “how can we use a disordered integrated photonic device for optical security applications?” This question was inspired in part by efforts of a previous graduate student, Walter Wall, that focused on exploiting metallic cavities for electromagnetic time reversal and secure communications [130]. Likewise, much of our early research focused on creating time-reversal mirrors from integrated photonic cavities for this same purpose. Unfortunately, perfect time-reversal is dependent on the cavity being lossless, i.e. full reflectivity at the cavity boundary with the surrounding cladding, and is thus impossible to achieve with typical materials. We then made the connection between the properties of chaotic systems, specifically dynamical billiards, and the desired properties for information security which motivated our next steps. For example, the chaotic system property of sensitivity to initial conditions is related to unpredictability and diffusion (see Section 1.2.3). 
Instead of using the time-reversal properties of cavities as a means to security, we studied techniques to leverage a chaotic integrated photonic cavity and its possibility for uniqueness. There was already much work on optical chaotic systems for use in lasing applications [53]–[56], active devices for synchronized chaotic communication systems [57]–[61], or for use in ultrafast random number generation [62]. However, it was the work by Doya et al., 2012 [75] on speckle generated from a multimode fiber with a chamfered disk cross-section which inspired our original geometry. Further, these two-dimensional dynamical billiard geometries are trivial to replicate in integrated photonic fabrication processes.
In parallel, we learned about the field of PUFs, its applications within hardware security, and its unaddressed research challenges. Pappu’s work on POWFs [7] laid the foundation for the next 15 years of PUF research and development. We began to appreciate the strength of optics within early PUF devices and how their practical utility was reduced given their incompatibility with electronics. Further, we understood that the property of nonlinearity was essential to a strong PUF design. It was here that we found the ideal intersection of multiple ideas to solve a problem: create a PUF as a chaotic cavity from a nonlinear material using integrated photonic fabrication techniques. While the inspiration here was a chaotic system, we envision several other integrated photonic designs not explicitly based on chaos. The property of nonlinearity alone may be sufficient for a strong PUF depending on the design.
Our next challenge was building a challenge-response system around this device. While we ideated several approaches for both interrogation and detection, it was fortuitous that our research group had a candidate interrogation technique being applied to compressed sensing (see Section 3.2). The ability to encode ultrashort pulses in real-time is an extraordinary discriminator for this work as it allows for the ability to perform latency checking for enhanced security. There were additional challenges on achieving high power densities through complex dispersion compensation and amplification that enabled system operation in a nonlinear state. Likewise, the detection of the cavity responses (Section 3.3), the conversion into high quality key material (Section 3.4), and the approach for estimating information content (Section 4.4) were among our other challenges to overcome. The novel use of pseudo-random sequences and Hadamard spectral patterns on the cavity output enabled the maximal extraction of key material that was spectrally-mixing thus providing ideal diffusion properties. 
In summary, this work provides several original contributions to the field of hardware information security via PUFs which we summarize here: 
(1) Direct integration with silicon electronics and telecommunications infrastructure. For a hardware security device to be practical, it must be readily integrable with existing technologies. Our device is an on-chip integrated photonic device that is made from the same material and platform as electronics. Therefore, as compared to OSPUFs that utilize a bulk component and free-space optics that are not compatible with integrated microelectronics (nor are they compact or readily packaged), our device provides a practical solution for secure authentication and communications in a wide array of regimes, and is not restricted to table-top laboratory demonstrations.
(2) Our device is the first PUF that harnesses chaos. Although OSPUFs do provide a richly-complex output, it is not chaotic in nature, and the authors do not claim it to be so. We present a detailed evaluation of the cavity’s chaotic properties in Chapter 2. It is the chaotic design, in part, that permits response sensitivity to the precise geometry, thus enabling uniqueness.
(3) Our device is the first optical PUF to exploit nonlinearity, which greatly increases the information content of the PUF. The OSPUFs do not exploit nonlinearity. We performed a thorough investigation of the information content of our PUF in Chapter 4 where we analyze the following: number of random bits per challenge response pair β (342 bits per response), number of uncorrelated responses per device n (upper bound = 294), total random bits per photonic PUF N (upper bound ~ 1019 Tbits), and 2D information density (upper bound ~ 1016 Tbits/µm2). As compared to all other optical PUFs, our device greatly outperforms (by orders of magnitude) in this arena as shown in our upper bounds of 2D information density and random bits per photonic PUF. Further, the inherent nonlinearity of the design provides the desired property of confusion (see Section 1.2.3.1) which we predict will enhance the PUF’s resistance to machine learning and model-building attacks.
(4) Our device harnesses an ultrafast latency to protect against emulation. Previous claims that PUF emulation is difficult are based solely on the difficulty of building an emulation device. As we discuss in Sections 4.4.5 and 5.4.2, the cavity’s ultrafast response time forces an attacker to create an emulation system with an areal density many orders of magnitude denser than current state-of-the-art data storage aerial densities.
[bookmark: _Toc493792673]Summary of Results
We will now revisit the specifications presented in Section 1.2.5.2 for the evaluation of a PUF design. First, we thoroughly assessed the repeatability, uniqueness, and unclonability in Section 5.3 through the interrogation of various design permutations and their clones with a series of challenges. We then measured their binary responses and compared their correlation. We found that the distributions of FHDs of subsequent repetitions between same designs yielded a mean of around 0.1 or less, i.e. a 10% error rate measured over 48 hours apart (repeatability). We measured FHDs of less than 0.05 in rapid succession without averaging. In a production system, we could expect even lower error rates given more robust fabrication processes and integrated system components. Likewise, the distributions of FHDs of responses from different designs to identical challenges yielded a mean of approximately 0.47 demonstrating decorrelation of responses due to different designs (uniqueness). Further, the distributions of FHDs of responses from cloned designs to the same challenges yielded a mean of approximately 0.46 demonstrating near complete decorrelation of responses from clones (unclonability). The clear separation of the “same” and “different” distributions determined the total authentication error of the approach. For the single spectral pattern detection approach, we observe an authentication error of 10-27 for 17.1-kb keys, and for the time-stretched detection approach, we observe authentication error rates of 10-111 for 300-kb keys.
In Chapter 4, we evaluated the effect of nonlinearity on the security of the system, mainly through the expansion of the available key space. We observed several nonlinear effects such as four-wave mixing and free carrier effects and showed that the output spectrum of the cavity does change as a function of input power (see Section 2.5.3). We then performed several sensitivity studies that investigated the impact of a single bit flip of the spectral pattern used on the input (diffusion) and found that, at the power levels used in this initial demonstration, up to 34 spectral channels were impacted on the output enough to change a detected symbol (out of 94). In an ideal system, all the output channels would be affected. The result informed that the estimated lower bound of information content of a given prototype device is 2.95 Tbits, yielding a two-dimensional information density of 104 Tbits/mm2, a result far beyond any current or foreseen practical information storage medium. 
Throughout this investigation, we examined the correlation statistics of the output binary sequences which informed on their unpredictability. As we determined that the device operates in a nonlinear state, we can assume that the system has enhanced confusion properties (see Section 1.2.3). We predict that the complex relationship between the input and the output binary sequences will make machine learning and model building attacks extraordinarily challenging. As we discuss in the next section, future work will focus on a detailed assessment of the system’s resistance to such attacks.
We also investigated the approach’s sensitivity to changes in temperature and power to understand environmental robustness. Specifically, we observed temperature error coefficients of ~3-5 %/°C depending on the post-processing conditions (see Section 5.3.3.3 and 6.3.2.1). Further, we observed power deviation error coefficients of ~18-29 %/dB with full decorrelation after 3-4 dB of deviation from operation at peak power. These results are conservative based upon the proof-of-concept laboratory setup and the lower SNR time-stretched approach, but indicate that some level of thermal feedback control may be necessary in a production system. The power sensitivity results indicate a robust system under power deviations. However, the system could benefit some a level of coarse power stability control which is easily achievable using low-cost equipment.
[bookmark: _Ref485122694][bookmark: _Toc486147610][bookmark: _Toc488574747][bookmark: _Toc493792674]Future Work
We envision that this new field is ripe for additional evolution and new directions for continued research. We categorize this work into two areas, (1) evolutions on the existing design, and (2) new devices and applications.
[bookmark: _Toc486147611][bookmark: _Toc488574748][bookmark: _Toc493792675]Evolution of Existing Approach
We envision the following areas for continued evolution of the current research:
(1) Normalize for chip coupling efficiency. Given the nonlinearity of the system, maintaining consistent power levels between experiments is necessary for rigorous comparison. While this work did cover sensitivity to deviations in input power for single cavities, it did not ensure that the same power was incident on each cavity due to immeasurable differences in coupling efficiency into and out of the prototype chip. In this work, we assume that the input coupling efficiency is identical for all cavities but this is not necessarily the case. For example, in a given experiment, the overall power incident to the chip was constant, but the input coupling efficiency from the SMF to the input bus waveguide may have varied from waveguide to waveguide. Likewise, the output coupling efficiency may also vary. Thus, the total loss is the sum of losses from input and output coupling efficiency, the cavity itself, and the propagation losses on chip. The overall loss is minimized through a careful waveguide alignment process and ensuring high-quality edge polish; however, this does not, and cannot, ensure that the power incident to each cavity is the same. Future work should pay special attention to ensuring identical power levels to the cavities themselves when evaluating device unclonability and uniqueness.
(2) Perform nonlinear and three-dimensional finite element computational electrodynamic simulations. Given the available computing power during this research, 3D and/or nonlinear simulations for these devices were not practical within a reasonable timeframe. Future work should involve the comparison of such simulations with experimental data to form more realistic models for use in the design of next generation devices leveraging high performance computing assets.
(3) Improve the accuracy of ray-tracing models. Exploit various mechanisms for evaluating chaotic behavior such as invariant measures on the chaotic set, emission field intensity, and other statistical approaches. These metrics can inform on future design optimization analyses.
(4) Evaluate the device’s one-wayness, unpredictability, and confusion properties through measuring resistance to machine learning attacks. Existing electronic PUFs have been shown to be susceptible to modeling attacks via machine learning methods [13], [118], [131], [132]. This susceptibility allows an attacker to predict a previously unobserved response of a PUF to a challenge by training a machine learning algorithm with a subset of the devices challenge-response behavior. Part of the security of PUFs is derived from having a challenge-response space that is too large to fully characterize in a reasonable period. However, if an attacker can predict any response based on a measurable subset of the challenge-response space then this aspect of the devices security is compromised. We expect that the complex optical nonlinearity of our devices will provide protection against such attacks. The goal is for machine learning algorithms to perform sufficiently poorly that they are clearly distinguishable from legitimate devices. 
(5) Perform higher volume total information capacity analysis. While we have bounded the information content of our prototype devices, future work should build upon increasing the demonstrated lower bound through the generation and compressibility testing of very long keys, e.g. > 1 Tbit.
(6) Verify device tamper evidence properties. As maximally identical fabricated devices (“clones”) form unique responses to identical challenges, it is likely that any tampering would result in structural changes that impact the device’s behavior and thus rendering the device tamper-evident via normal interrogation. Future work should verify this result through deliberate tampering with a device and subsequent verification of its uncorrelated responses with the responses from the untampered original device.
(7) Investigate high-volume foundry fabrication and unclonability performance. We have chosen to harness extremely complex nonlinear optical interactions in a chaotic cavity design to maximize the sensitivity of the photonic PUF’s behavior to its precise physical structure. Thus, we anticipate that small-scale idiosyncrasies in the precise physical structure resulting from the manufacturing process will cause each device to behave in a unique and unreproducible (unclonable) manner. Our results on clonability provide evidence that our photonic PUFs are sufficiently sensitive to these small-scale variations to prevent direct duplication. However, these results were performed small number of devices (6 cavity designs with only 3-4 clones of each design). To establish more statistically rigorous bounds on the clonability of our devices, we need to perform a clonability study using a larger number of devices and copies. Doing so will allow us to firmly establish the likelihood of an attacker being able to fabricate a functional clone. For example, to implement such a test, we could fabricate photonic chips with 50 clones of 3 cavity designs. The digital keys generated from these 50 clones will be compared to evaluate their unclonability as a function of design. The statistical variation in the clone Hamming distance for short digital keys (< 1 Gb) will be evaluated to extrapolate the likelihood of successfully fabricating a clone. The goal is to realize devices that are sufficiently unclonable to make cloning attacks too costly and/or time consuming to be practical. Thus the threshold for successful unclonability is application dependent and higher security applications will naturally demand high unclonability. This work could also include a study of the unclonability as a function of key fabrication variability parameters. 
(8) Design, fabricate, and test monolithic integrated photonic architectures. Future work should focus on the integration of various elements of the challenge-response system onto a single integrated platform to extend the use and applicability of the devices. For example, one of the weaknesses of the spectral extraction approach described in Section 3.3.2 is the requirement to repeat the same challenge sequence and cycle the spectral filter sequences for each repetition as it could make the system susceptible to replay attacks (see Section 5.4.3). A future monolithic design could implement an arrayed waveguide grating to demultiplex the spectral components of each response and couple them into separate channel waveguides. In this manner, a challenge set could be sent a single time with each spectral component measured in real-time and combined in post-processing.
(9) Explore alternate approaches in post-processing to maximize information extraction and entropy. In this work, we leveraged a Hadamard spectral filter implemented either optically (Section 3.3.2) or digitally (Section 3.3.3) to convert the spectro-temporal cavity response into binary key material. Future research should investigate additional approaches to improve the extraction efficiency and robustness of these responses. 
(10) Explore techniques for the maximization of the information generation rate. Future work should consider interleaving pulses for higher interrogation rates and pulse-picking thus permitting a wider pass bandwidth yielding more spectral information per response. 
(11) Explore additional metrics to evaluate the randomness properties of the output key material. The raw output of our physical randomness source is biased and nonuniformly distributed whereas pseudo-random number generators (PRNGs) are intended to be the opposite [133]. The National Institute of Standards and Technology (NIST) statistical test suite [134] and the DIEHARD test suite can be applied to test PRNGs to evaluate the suitability of the generated key material. However, there is no standard technique for the evaluation of the entropy of physical sources that takes into account the possibility of inter-sample correlations [133]. As such, NIST is also developing a set of standards and evaluation techniques designed for physical entropy sources which recommend the entropy rate as a suitable figure of merit [135] which we have applied throughout this work. Future work can continue to evolve the approach used to evaluate the key material generated from the photonic PUF and rigorously apply the approaches described in a final NIST standard.
[bookmark: _Toc486147612][bookmark: _Toc488574749][bookmark: _Toc493792676]New Devices and Applications
We envision the following areas for new devices and applications based upon this research:
(1) Evanescently-coupled spiral nonlinear silicon photonic PUF. We recently demonstrated the construction of a spiral photonic PUF in silicon nitride [136] inspired by silicon spiral waveguides that have been used as on-chip optical spectrometers [137]. These multimode waveguides produce complex spectral responses due to the interference between the fields that travel different path lengths. The designed spiral structure introduces evanescent coupling between adjacent waveguides in the spiral due to the small gap designed between them, which further enriches the complexity of the response. While the silicon nitride material and this novel design provide the opportunity for finer spectral features, it is weakly nonlinear and thus nonlinearity cannot be used as a reasonable security argument (as in Section 4.3). A silicon spiral photonic PUF design could provide stronger nonlinear interaction while improving robustness over the current chaotic cavity design given its fully guided wave approach.
(2) Self-destructive photonic PUF. Future work could investigate the use of naturally unstable optical materials such as amorphous silicon (a-Si), to create photonic PUFs that will eventually be unable to be properly authenticated given their decay. We could characterize the decay of a-Si devices and evaluate their authentication error as a function of time. Further, their sensitivity to light could make reverse engineering even more challenging. This property could also address forward secrecy, i.e. an adversary acquiring a device and decrypting previously encrypted messages (see Section 6.4). These devices could serve as temporary security tags for applications that are concerned with compromise of security credentials in hostile situations. It could be used in high security applications as in covert communications or for missions into hostile territory where secure communication is required but there is a high chance of losing the platform, e.g. unmanned aerial vehicles. 
(3) Reconfigurable silicon photonic PUF. Most existing PUFs exhibit a static behavior, i.e. they intend to be highly repeatable over time. However, there are some applications that could benefit from either temporary or permanent reconfigurability [10], [112]. Forward secrecy could be achieved by changing some parameter of the PUF between subsequent cryptographic sessions. In the current design, this could be achieved through the use of an electrode placed within and around the cavity with some variable voltage applied across the terminals. In this manner, the index of refraction could shift slightly through electrostriction and could permit varying responses to identical challenges. Approaches that can apply some amount of strain to change the cavity shape could also have this effect.
(4) Device construction using standard lithographic methods. Leveraging standard lithography instead of EBL can make the fabrication of these devices even more practical. Future research could focus on the fabrication of these devices per such techniques and analyze their unclonability. 
(5) Enhanced cavity shapes via optimization and inverse design techniques. Future work could investigate the implementation of multi-objective design optimization techniques that optimize based upon the performance metrics discussed in Section 2.3. We envision the development of new designs that provide for longer photon lifetimes and increased sensitivity, thus further enhancing their usability as security devices.
(6) Continue research into the use of photonic PUFs in compressed sensing. Our previous work [138] demonstrated the use of these devices to generate random spectral patterns for compressive measurement of radio frequency spectra with small size, weight and reduced power requirements. Future would could continue to assess their suitability for such applications.
[bookmark: _Toc493792677]Conclusion
Information security is of paramount importance to our information-centric society and demands continual innovation to address the evolving threats. In this dissertation, we demonstrate a silicon photonic PUF, which is the first optical PUF that is directly compatible with electronic fabrication processes and telecommunications infrastructure. This photonic PUF can integrate the security benefits of optical PUFs with electronic circuits. Due to their speed, simplicity, compactness, low-cost, and technological compatibility, these photonic PUFs can find application in a range of authentication technologies including mobile devices, computers, smart tokens, credit cards, and secure data storage devices along with ensuring supply chain integrity. Furthermore, the scalability of silicon photonic integration indicates that a large number of these devices can form an interconnected system to further increase the optical interaction complexity and thus security. Additionally, due to the key extraction speed and compatibility with both electronics and optical communications, the security afforded by these devices can be readily extended beyond authentication and communications to, for example, circuits for tamper awareness and encrypted information storage [113]. We hope that this work establishes a basis for the development and testing of future embodiments of integrated photonic PUFs which form transformational improvements upon previous work for enhanced security.

[bookmark: _Toc486147614][bookmark: _Toc488574751][bookmark: _Toc493792678][bookmark: _Toc486147613][bookmark: _Toc488574750]Appendices
[bookmark: _Ref484984241][bookmark: _Toc486147616][bookmark: _Toc488574753][bookmark: _Toc493792679]Detailed Fabrication Process
Using standard CMOS-compatible techniques, we fabricate six 30-µm diameter devices from single-crystal SOI material (220-nm thick) clad with 1 µm of silicon dioxide, achieving a device volume of approximately 160 µm3. Each design differs from the others in a single parameter including existence, size, and position of the chamfer, as well as the presence of arbitrarily positioned holes within the cavity. In addition, two copies of every cavity are fabricated on the same SOI die and in the same fabrication run, permitting analysis of PUF clonability.
Cavities
Bus waveguides
Tapered fiber-to-waveguide mode convertors
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The detailed fabrication process is as follows:
1. Started with Soitec SOI wafer – 150 mm diameter, 500 nm Si, 3 um buried oxide
2. Cleaved into quarter wafers
3. Si layer thinned down to 220 nm
a. First stage of Si thinning
i. RCA clean
ii. 305 nm of oxide grown with wet oxidation at 920 degrees C for 3:10:00
iii. Oxide removed with HF
b. Second stage of Si thinning
i. RCA clean
ii. 294 nm of oxide grown with wet oxidation at 920 degrees C for 2:57:00
iii. Top oxide thinned to 100 nm with HF, left to serve as hard mask
4. Chaotic cavities written to wafer by EBL
a. Wafers coated with resist
i. RCA clean
ii. 30-minute dehydration bake on hot plate at 180 degrees C
iii. HDMS 80/20 primer spun at 5000 RPM for 30 seconds
iv. Baked at 180 degrees C for 2 minutes
v. MaN-2405 resist spun at 1500 RPM for 35 seconds
vi. Baked at 90 degrees C for 10 minutes
b. EBL write
i. JEOL JBX-6300FS at NIST
ii. EOS mode 6
iii. Calibration mode 100kv_ap60_1nA
c. Patterns developed
i. Immersed in MF-319 for 60 seconds, agitated slightly
ii. Immersed in DI water to stop reaction
iii. Rinsed in DI water, blown dry with N2 gas
5. Patterns etched to wafer
a. Descum in reactive ion etcher (RIE2) for 30 seconds
b. Pattern transferred to hard mask oxide layer in RIE2
i. SiO2_BS recipe, 2:50 etch
c. Residual resist removed with O2 clean for 15 minutes
d. Pattern transferred to Si layer in inductively coupled plasma etcher (ICP)
i. Si_HSQ recipe, 3:05 etch
6. Waveguides and cavities inspected by SEM
7. Waveguides and cavities clad in SiO2 with plasma enhanced chemical vapor deposition
a. NIST PECVD tool
b. STD-SiOx recipe, 10-minute deposition, ~1200 nm thick cladding
8. Individual devices cut out with dicing saw
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