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**ABSTRACT**

Magnetic Resonance Imaging (MRI) is a medical imaging modality that is essential for the imaging of heart because of its unparalleled soft tissue contrast and lack of ionizing radiation. However, the dynamic nature of the heart, together with the motion introduced by respiration, make it a challenging task to generate MRI images without motion-induced artifacts. Traditional approaches deal with physiological motion by acquiring the necessary information to create an image in segments over many heartbeats via electrocardiogram (ECG) gating. Nevertheless, advancements in MRI scanner hardware and image reconstruction techniques, over the past decade, have led to the emergence of real-time MRI acquisitions of cardiac scans where the MRI signal used in reconstructing one image is collected in a single shot. The temporal window during which data is collected from the MRI scanner is extremely short (<50ms) for adequately imaging the heart, and such “real-time” accelerated imaging entails the recovery of image information from severely undersampled data.

Existing techniques that address the problem of reconstructing images from highly undersampled MRI data come with costs, either in the form of additional MRI scans a priori or aggressive assumptions on the underlying spatiotemporal properties of the object being imaged. In this work, a thorough investigation of one such method that requires a lengthy calibration pre-scan is performed, and novel techniques, which leverages the insights gained from this investigation and incorporates other unprecedented ways of tackling the problem, that facilitate the real-time monitoring of cardiac function, without the inconvenience of a separate calibration scan and assumptions on the statistical properties of the heart’s motion, were developed and evaluated in animal and human subject studies, producing images with comparable quality to existing cardiac MRI techniques. The developed techniques have significant potential of improving the patient’s experience in the clinic, while preserving diagnostic power. They also
have the potential to enhance other real-time MRI scenarios such as MRI-guided procedures where a priori calibration scans are infeasible.
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Figure 1.1. A summary of the CG SENSE algorithm, which reconstructs an image from undersampled non-Cartesian data. Undersampled, multi-channel $k$-space data ($m_1, m_2, \ldots, m_{nc}$) are acquired and fed into the algorithm. These data are density compensated, gridded, the inverse Fourier transform calculated, and the multi-coil images are multiplied by the conjugate of the coil sensitivities. The multi-coil images are summed and intensity corrected to produce a single image, which is fed into the CG algorithm. The CG algorithm finds a new estimate for the reconstructed image. If the reconstruction has not converged, intensity correction is applied, the image is multiplied by the coil sensitivities, the Fourier transform is calculated, the data are degridded, the original data replaced, and the next iteration begins. This process continues until the reconstruction converges and a stopping criterion has been met. Once the stopping criteria are met, intensity correction is applied, and the result is an unaliased image. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Reprinted, with permission, from Wright et al, Non-Cartesian Parallel Imaging Reconstruction, Journal of Magnetic Resonance Imaging, Vol. 40, Issue 5, pg. 1022-40 © 2014 Wiley Periodicals, Inc.

Figure 1.2. A schematic of the non-Cartesian GRAPPA reconstruction. First, one or more fully sampled datasets are acquired for calibration. The weights for each geometry can be determined using either $k$-space segmentation, through-time calibration, or a combination of the two. These weights are applied to the undersampled data at the appropriate location to reconstruct each target point. This process is repeated for each arrangement of source and target points to recover the fully sampled $k$-space. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Reprinted, with permission, from Wright et al, Non-Cartesian Parallel Imaging Reconstruction, Journal of Magnetic Resonance Imaging, Vol. 40, Issue 5, pg. 1022-40 © 2014 Wiley Periodicals, Inc.
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1 Introduction
1.1 Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is an established medical imaging modality that serves almost all branches of medicine, from neuroscience to cardiology to orthopedics. It is often a favorable choice due to its superior soft-tissue contrast, flexibility of the imaging plane or volume, high spatial resolution and the lack of ionizing radiation. As it constitutes a crucial component of medical imaging, an extensive amount of research has been conducted for advancing MRI technologies, spanning a wide range of research areas such as data acquisition, image reconstruction, hardware engineering and clinical applications. Since the work in this dissertation lies within the scope of data acquisition and image reconstruction techniques, background in signal acquisition and image formation is presented in this chapter.

1.1.1 Signal and Contrast Formation

The hydrogen atom ($^1\text{H}$) is the primary source of signal in MRI due to its abundance in biological specimens and it possesses a spin magnetic moment as any other atom with an odd number of nuclei. When placed in a static magnetic field $\vec{B}_0$, the spin moments from an ensemble of hydrogen nuclei collectively align with $\vec{B}_0$, yielding a net magnetization of $\vec{M}_0$. A radiofrequency (RF) pulse, circularly polarized around the axis of the static magnetic field (the z-axis), is then utilized to excite the spin moments, causing the net magnetization $\vec{M}_0$ to tip away from the z-axis at an angle $\alpha$ (tip angle or flip angle) and precesses about the z-axis. The precession frequency is equal to the frequency of the RF pulse, which is denoted as the Larmor Frequency:

$$w_0 = -\gamma B_0,$$

where $\gamma$ is the gyromagnetic ratio (radians/second/tesla), a unique physical constant for every atom. For $^1\text{H}$, $\gamma/2\pi$ is equal to 42.58 MHz/Tesla, resulting in a Larmor Frequency of 63.87 MHz for a typical main MRI magnetic field of 1.5T. When the net magnetization $\vec{M}_0$ is tipped from the
z-axis, it has a component $M_{xy}$ perpendicular to the z-axis called the *transverse magnetization*. This component, in fact, is the magnetization that rotates in the transverse plane about the z-axis at the Larmor frequency, and, by Faraday’s law of induction, it can generate an electromagnetic signal, proportional in magnitude, in an induction receiver coil. As a result, the MRI signal is the mapping of the magnetization $\vec{M}_{xy}(\vec{r})$, which arises from the hydrogen nuclei at a particular spatial location $\vec{r}$ (2D pixel or 3D voxel) within the imaged tissue.

As $M_0$ varies among tissue types, $M_{xy}(\vec{r})$ takes different values, and this results in discrepancies between the MRI signals acquired from different anatomical locations, yielding tissue contrast. Furthermore, following the RF excitation, the tipped magnetization starts to recover towards the initial $\vec{M}_0$, with $M_z$ (magnetization along the z-axis) and $M_{xy}$ decaying exponentially with time constants $T_1$ and $T_2$, respectively. As the values of $T_1$ and $T_2$ vary between different tissue types, tissue contrast can also be generated by manipulating the magnetization in a way to yield desired discrepancies in $M_{xy}(\vec{r})$ over tissues at the time of signal acquisition. Careful design of RF excitation pulses in conjunction with timing between these pulses and the signal sampling instants, robust control of tissue contrasts can be realized.

### 1.1.2 The k-Space and Image Formation

Denoting the magnetization of the underlying tissue of interest as $s(\vec{r})$, the measurement of the signal in the receiver coil directly under the main magnetic field $\vec{B}_0$ would result in the integrated sum of $s(\vec{r})$ over the entire 2D slice or 3D volume that is excited by the RF pulse. However, image formation entails the spatial localization of $s(\vec{r})$ since it is a function of space. In other words, the spatial coordinate of the magnetization needs to be encoded in the MRI signal that is captured in the receiver coil.

In order to explain how this spatial encoding works, let us express $s(\vec{r})$ in phasor notation
as $\mathbf{s}(\mathbf{r}) = s(\mathbf{r}) \exp(i \phi(\mathbf{r}))$, where $\phi(\mathbf{r})$ is the rotational phase in a frame of reference that is rotating about the $z$-axis with frequency (in radians) equal to $\omega_0 = -\gamma B_0$. As a result, $\phi(\mathbf{r}) = 0$ for a magnetization that only experiences the main magnetic field, but this rotational phase can be controlled by superimposing a magnetic field on top of $B_0$ in the same direction. If a field at strength $\Delta B$ is superimposed for $T$ seconds, the magnetization will accrue a phase equal to:

$$\Delta \phi = -\gamma \Delta BT$$  \hfill (1-2)

Employing a $\Delta B$ that varies as a linear function of space, spatial location can be encoded in the accrued phase as below (assuming the variation is in 1D along the $x$-axis):

$$\Delta \phi(x) = -\gamma x G_x T$$  \hfill (1-3)

where $G_x$ (tesla/meter) is the $x$-gradient of the magnetic field such that $\Delta B = G_x x$. In practice, the gradients are generated by physical magnetic gradient coils and are functions of time. The phase accrual can then be expressed as:

$$\Delta \phi(x, t) = -\gamma x \int_0^t G_x(\tau)d\tau$$  \hfill (1-4)

Accordingly, the magnetization becomes:

$$\mathbf{s}(x, t) = \mathbf{s}(x) \exp \left(-i\gamma x \int_0^t G_x(\tau)d\tau \right)$$  \hfill (1-5)

The receiver coil measures the signal of such magnetization from a range of spatial locations, thus, the signal expression, $S(t)$, can be obtained by integrating Equation 1-5 over the range of $x$ values where the coil is sensitive to the magnetization (assuming uniform coil sensitivity) as below:

$$S(t) = \int \mathbf{s}(x) \exp \left(-i\gamma x \int_0^t G_x(\tau)d\tau \right) dx$$  \hfill (1-6)
Defining the quantity:

\[ k_x = \frac{\gamma}{2\pi} \int_{0}^{t} G_x(\tau) d\tau \]

Equation 1-6 can be rewritten as:

\[ S(k_x(t)) = \int \hat{s}(x) \exp(-i2\pi x k_x) dx \]

which is a complex-valued Fourier transform from the physical domain \( x \) to the spatial frequency domain \( k_x \). This spatial frequency domain is also known as the \( k \)-space.

As can be deduced from Equation 1-8, the MRI signal is the measurement of the spatial frequency information content of the underlying imaged object (tissue), where the spatial frequency value is given by the position in the \( k \)-space at the time of signal sampling. Samples at high \( k_x \) values represent the component of the image that contains significant oscillations in the physical domain \( x \), thus, fine details, whereas samples near the center of the \( k \)-space correspond to smooth changes in the image. When enough measurements are performed in a way to yield adequate sampling of the \( k \)-space, the image can be reconstructed via an inverse Fourier transform.

This formalism can be extended to 2D and 3D without loss of generality by considering \( k \)-space as a vector space such that \( \vec{k} = \begin{bmatrix} k_x \\ k_y \\ k_z \end{bmatrix} \). In this case, Equation 1-8 can be generalized to a 2D or a 3D Fourier transform, where the imaged slice or the volume can be reconstructed via an inverse 2D or 3D Fourier transform, respectively.
1.1.3 Sampling in k-Space

Signal in MRI is discrete in nature because data collected by receiver coils needs to be sampled at a finite number of measurements and digitized in the scanner’s computer. In other words, the k-space is “sampled” in a finite (band-limited) manner and images are reconstructed from these samples. To be more specific, any activity in the magnetic gradient coils translates to a change in k-space, as can be deduced by Equation 1-7, and the most straightforward method to sample the k-space is by applying field gradients from one or more of the gradient coils at constant levels for a certain time duration, resulting in a k-space path in the form of a straight line that is traversed with a constant velocity. While the k-space is traversed along this line, data can be collected at equal time intervals and such a line in k-space is known as a “readout”. Conventional 2D MRI is performed via the acquisition of successive readouts where each readout is sampled on a unique and constant value of $k_y$ [1], sampling only along the $k_x$ direction (i.e. only applying the x-gradient $G_x$). $N_y$ readouts are acquired, where the $k_y$ values are incremented by a constant $\Delta k_y$ between readouts, ranging from $(-N_y/2)\Delta k_y$ to $(N_y/2 -1)\Delta k_y$. Similarly, during the time of a readout (TR), signal is sampled at $N_x$ equidistant k-space points, starting from $(-N_x/2)\Delta k_x$ and ending at $(N_x/2 -1)\Delta k_x$ where $\Delta k_x$ is the distance between successive samples, resulting in a rectilinear (Cartesian) grid of k-space samples.

Such finite and discrete sampling in the spatial frequency domain leads to a band-limited and periodic signal in the image domain [2]. Sampling the continuous 2D spatial frequency space $S(k_x, k_y)$ at discrete points $S[u, v] = S(u\Delta k_x, v\Delta k_y)$, where $u$ and $v$ are integers in $[-N_x/2, N_x/2 - 1)$ and $[-N_y/2, N_y/2 -1)$ respectively, the continuous Fourier Transform in Equation 1-8 can be expressed as a Discrete Fourier Transform:

$$S[u, v] = \sum_m \sum_n S[m, n] \exp(-j2\pi [m\Delta x \ u \Delta k_x + n \Delta y \ v \Delta k_y])$$
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resulting in the recovery of the continuous 2D image at discrete x-y coordinates as \( s[u, v] = s(m\Delta x, n\Delta y) \). The values \( \Delta x \) and \( \Delta y \) designates the size of an image pixel in physical space, or otherwise referred to as the in-plane resolution in either direction. The image signal is retained only at a finite extent, known as the Field of View (FoV), in the ranges \([-\text{FOV}_x/2, \text{FOV}_x/2]\) and \([-\text{FOV}_y/2, \text{FOV}_y/2]\), where \( \text{FOV}_x = N_x\Delta x \) and \( \text{FOV}_y = N_y\Delta y \). Typical 2D Cartesian sampling utilizes matrix sizes of \( N_x(=N_y) = 128 \) or \( N_x=N_y=256 \) and the reconstruction of an image from k-space samples is performed via a Fast Fourier Transform (FFT) [3].

### 1.1.4 Radial Imaging

In addition to the conventional Cartesian k-space trajectory, another popular choice for sampling the spatial frequency information is radial k-space sampling [4]. In radial MRI, k-space is still sampled line by line in successive readouts similar to Cartesian sampling, but each straight line is a radial “spoke” that goes through the center of k-space. The azimuthal angles of the readout lines, also referred to as “profiles” in radial MRI, are equally spaced in the range \([0, \pi)\). Therefore, the signal in k-space is sampled in polar coordinates as follows:

\[
S_{\text{radial}}[r, p] = S(r\Delta k_r \cos(p\Delta \theta), r\Delta k_r \sin(p\Delta \theta))
\]
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where \( \Delta k_r \) is the distance between samples in a readout, \( \Delta \theta \) is the azimuthal angle increment between each profile, and \( r \) and \( p \) are integer indices on the radial-polar angle grid in the ranges \([-N_r/2, N_r/2 -1]\) and \([0, P-1]\) respectively, with \( N_r \) denoting the number of samples in one readout and \( P = \pi/\Delta \theta \) denoting the number of total radial profiles.

Sampling the k-space in a polar coordinate in this manner, it is not possible to reconstruct images directly via a FFT as in Cartesian MRI. One approach for reconstructing images from polar-sampled data is filtered back projection [5], which was developed for fan-beam CT and was also the method of choice in early MRI reconstructions. A more popular and widely accepted
strategy, however, is mapping the k-space samples on the polar grid to points on the standard Cartesian grid and then performing the FFT to generate images. The mapping is performed by interpolating the k-space samples with a convolution operation and is generally referred to as convolution gridding [6–8], where the convolution functions typically use a cosine-windowed sinc or a Kaiser-Bessel kernel with a small width for computational considerations. Additionally, a method that reconstructs images directly from data sampled on a non-Cartesian grid using a non-uniform FFT was recently proposed and gained popularity [9].

Radial k-space coverage has numerous advantages. Undersampling in the azimuthal direction results in less coherent artifacts (streaks) compared to artifacts due to undersampling in Cartesian MRI (e.g. folding, ghosting) [10,11]. The center of k-space, which contains a large fraction of the overall signal power, is acquired in every readout, enabling reconstructions from fewer readouts. This makes radial imaging very suitable for dynamic MRI applications that require shorter temporal windows where data is to be collected. Moreover, based on the central slice theorem [12], every radial readout in k-space is equivalent to the projection of the image onto a line with the same angular orientation in the physical space, when converted back to a 1D line in image space via an inverse Fourier transform. Therefore, motion information is acquired very frequently in radial MRI, enabling the navigation of motion, a valuable component in certain MRI applications [13–15].
1.2 Cardiac MRI

1.2.1 Overview of Clinical Applications

MRI is a favorable imaging modality for imaging the heart, because its superior soft-tissue contrast enhances the joint visualization of myocardium, blood and fat better than other imaging tools, and therefore, cardiac MRI (CMR) has utility in various clinical applications. The imaging of cardiac morphology and function are typically performed via cine MRI [16], where a series of image frames displaying the motion of the heart throughout the entire cardiac cycle are generated. Similarly, phase-contrast imaging realizes the imaging of blood flow in the heart by encoding velocity in the phase of the complex-valued MRI images [17]. MRI is also effective in the characterization of the cardiac myocytes in various ways. Iron deposition, an early indicator for risk of infarction, which is reversible, can be imaged with $T_2$ mapping [18,19] whereas ischemic myocardium can be determined via perfusion MRI [20]. Finally, viability (infarcted tissue) imaging is performed by delayed-enhancement MRI [21,22]. CMR is also valuable in angiography due and can be preferred over CT in children and young adults where risk of cancer due to ionizing radiation is considerable [23].

Nonetheless, the dynamic nature of the heart makes it a challenging organ to image. Respiratory and cardiac motion both needs to be compensated for to avoid image artifacts that can appear in the form of blurring, ghosting etc. In cine imaging, cardiac motion is typically addressed by electrocardiogram (ECG) gating whereas respiratory motion is compensated by either scanning the patient while the breath is held or by using a respiratory belt to track the movement. However, more efficient CMR techniques that address cardio-respiratory movement have been developed and are discussed in the subsequent sections.
1.2.2 Segmented Gated CINE Imaging

The temporal resolution (bandwidth) of a cardiac image frame is generally required to be less than 50ms to be considered diagnostic quality [24]. Employing a fast balanced steady-state free-precession (bSSFP) [25–28] MRI pulse sequence with a readout duration of ≈3ms, the number of readouts in a single shot of imaging are limited to no greater than 16, which is insufficient to sample the k-space. In conventional segmented cine imaging, this is overcome by sampling only a fraction (segment) of the k-space at a time. Typically, the 2D Cartesian k-space trajectory is adopted and only 8-16 adjacent k-space readouts that constitute a k-space segment are acquired, conforming to the temporal resolution criterion, repeatedly for at least one complete R-R cycle [29]. Each remaining segment of the k-space is then acquired in the same fashion over subsequent cardiac cycles. As an example, for a segment of 12 readouts and a target k-space grid of 192x192, there are 16 k-space segments and this requires scanning during at least 16 cardiac cycles.

In this scheme, the sampling of each k-space segment starts with an R wave, therefore, the cardiac motion needs to be traced. The electrocardiogram (ECG), usually using 3 leads on the subject’s chest, is utilized to this end to trigger imaging upon a detected R wave. Although the use of ECG for cardiac gating is widespread in the clinic, it is regardless a nuisance that impairs the clinical experience from the patient’s and the MR technologist’s perspective. Additionally, the ECG signal can be distorted due to a number of factors including fast-switching magnetic field gradients [30,31] and blood flow [32,33]. Alternatively, a body of work has been developed to estimate the cardiac motion directly from the MRI signal [34–38].

As segmented cine imaging requires the scan to last over multiple (>10) R-R cycles, breath holding is not always a comfortable option, especially for certain patients. Moreover, breath holding can elevate the resting heart rate [39], further complicating the objective of generating an image series sufficient number of cardiac phases. As an alternative, conventional respiratory gating is performed via a respiratory belt [40,41], but this coarse proxy for tracking
respiratory movement can fail in many cases. Motion-compensated cine imaging [42–44] that eliminates such need of external respiratory gating has been an active field of research though it has not yet been widely accepted in the clinic.

1.2.3 Real-time Cardiac Imaging

Though segmented cine imaging produces images at high spatial resolution with superior diagnostic quality for the imaging of cardiac function, it depends on the regularity of the cardiac motion, and thus, is suboptimal for imaging of patients with cardiac arrhythmias. Advancements in scanner hardware that accommodate large arrays with multiple receiver coils [45,46] and reconstruction techniques that permit image formation from vastly undersampled k-spaces have enabled the real-time imaging of the heart where images are generated in a single shot from data acquired within 50ms [47,48]. Single-shot imaging of the heart with such temporal resolution eliminates the need to compensate for cardio-respiratory motion, enabling ECG-free imaging of the cardiac motion under free breathing.

Over the past decade, there has been an extensive amount of research conducted for the objective of accelerating MRI to realize real-time cardiac imaging. The phenomena that led to such advancements can be summarized under two main categories: parallel imaging [49–54] and sparse MRI [55,56]. The next chapter explains these concepts in detail, as sound understanding of the fundamentals of accelerated MRI is critical to apprehend the work in this dissertation.
1.3 Accelerated Imaging for Cardiac MRI

1.3.1 Non-Cartesian Parallel Imaging

Parallel imaging (PI) is the phenomenon in MRI where signal is captured in multiple receiver coils, which enables spatial undersampling, thanks to the intrinsic correlations between the sensitivity profiles of these individual receiver coils. Conventional PI in 2D Cartesian MRI is performed by sampling only 1 out of $R$ consecutive phase encoding lines of k-space and utilizing one of the two common PI reconstruction methods to remove the aliasing artifact caused by the $R$-fold reduced FoV, where $R$ is known as the acceleration factor. Of these two methods, Sensitivity Encoding (SENSE) [51] is the reconstruction method that utilizes explicit information of the coil sensitivities to unwrap the aliased image directly on the image domain. On the other hand, Generalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) [52] reconstructs artifact-free images by first estimating the missing spatial harmonics on k-space using a fully-sampled central region of k-space as auto-calibration signal, followed by the regular FFT. It has been shown that image reconstruction via either method suffers for acceleration rates greater than 4, which renders parallel imaging with standard Cartesian sampling generally insufficient for real-time cardiac MRI, since, for the evaluation of cardiac function, the acceleration factor generally needs to be at a minimum of 8 in order to generate images of the heart with the desired temporal bandwidth < 50ms at adequate in-plane resolution (i.e. $\approx 2.0\times2.0\text{mm}^2$). Such level of acceleration ($R=8$) using Cartesian k-space trajectories have been reported by extensions of these methods that employ further undersampling jointly in k-space and in time (k-t) [57,58], exploiting correlations of cardiac MRI data in both the spatial frequency and temporal domains, yet, image quality has been sub optimal due to amplified artifacts and noise.

On the contrary, undersampling using non-Cartesian k-space trajectories, two common schemes of which are radial [4,59] or spiral [60–62] k-space sampling, lead to less coherent, more tolerable image artifacts compared to images reconstructed with the same level of undersampling.
using Cartesian k-space sampling. As an example, 3-fold undersampling in the azimuthal dimension of a radial trajectory can generate images at acceptable quality, with tolerable streaking artifacts, without any post-processing steps [11,63,64]. Additionally, non-Cartesian k-space trajectories are more suitable for parallel imaging because undersampling occurs in both in-plane dimensions, instead of only undersampling along the phase encoding dimension as in Cartesian sampling, which leads to a more efficient use of the correlations among the receiver coil sensitivities. Most non-Cartesian trajectories oversample the SNR-rich center of k-space even under aggressive undersampling, and such efficient sampling of the k-space leads to lesser noise enhancement than that of undersampling in case of the standard 2D Cartesian imaging. Moreover, motion artifacts are reduced under non-Cartesian sampling, which is highly advantageous for cardiac MRI [59,65].

Although several different methods have been proposed to achieve high factors of acceleration with non-Cartesian k-space coverage, three representative techniques that span the range of such methods stand out: Conjugate-Gradient SENSE (CG-SENSE) [66], a direct extension of standard Cartesian SENSE that employs an iterative solution, non-Cartesian GRAPPA, extensions of the standard GRAPPA technique to radial [67,68] and spiral trajectories [69,70], and Iterative Self-Consistent Parallel Imaging Reconstruction (SPIRIT) [71], an iterative reconstruction method that enforces consistency in both the calibration and the reconstructed data.

1.3.1.1 CG-SENSE

CG-SENSE is an iterative implementation of the SENSE parallel imaging method using the conjugate gradient (CG) algorithm [72]. The SENSE reconstruction method unfolds the aliasing artifacts caused by undersampling the spatial frequency domain by utilizing the explicit information of the coil sensitivity maps. The following system of equations lay out the math of the technique.
\[ Ev = m \]
\[ E_{jp} = \exp(ik_{k}r_{p})C_{l}(r_{p}) \]

where \( m \) is the k-space measurements vector of size \( n_{c}n_{k} \times 1 \), \( v \) is the vector of the object to be reconstructed (size \( N^{2} \times 1 \)) and \( E \) is the encoding matrix of size \( n_{c}n_{k} \times N^{2} \) that transform an image to k-space by combining the coil sensitivities with the Fourier encoding into k-space. The constants \( n_{c}, n_{k} \) and \( N \) denote the number of receiver coils, the number of acquired k-space samples and the matrix size of the image. Equation 1-12 describes the construction of the encoding matrix \( E \) (i.e. the value in its j-th row and p-th column), where \( C_{l}(r_{p}) \) denotes the sensitivity of the receiver coil \( l \) at the image pixel \( r_{p} \) (\( 1 \leq p \leq N^{2} \)) and \( k_{k} \) is the location of the \( \kappa \)-th k-space sample (\( 1 \leq \kappa \leq n_{k} \)). As there are no restrictions on \( k_{k} \), SENSE can be directly extended to non-Cartesian trajectories.

The reconstruction of the image \( v \) can then be performed as follows:

\[ v = Fm \]
\[ F = (E^{H}E)^{-1}E^{H} \]

where \( F \) is the Moore-Penrose pseudo-inverse of the encoding matrix \( E \), ignoring the noise whitening terms. \( E^{H} \) stands for the Hermitian transpose of \( E \). In the setting of non-Cartesian sampling, the standard SENSE reconstruction that employs the direct inversion of the encoding matrix is infeasible because the Fourier terms vary across two dimensions, unlike Cartesian imaging where only the spatial frequency basis functions along the phase encoding dimension needs to be included, and thus, the size of \( E \) is too large. To the end of finding an efficient solution to Equation 1-13 to reconstruction artifact-free images, the iterative optimization algorithm that converges rapidly, based on a conjugate-gradient update rule has been adopted. In addition, pre-conditioning terms that incorporate density compensation (for k-space locations) and intensity compensation, correcting for the sum-of-squares weighting due to variations in coil
sensitivities, are introduced to the linear system of equations in Equation 1-13 and Equation 1-14, resulting in the following equation:

\[(IE^HDEI)(I^{-1}v) = IE^Hdm\]  
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where \(D\) is a diagonal matrix containing the values of the density compensation function and \(I\) is a diagonal matrix that contains the inverse square root of the coil weightings, calculated from the sensitivity maps. With this linear system at its core, the CG-SENSE is implemented in an iterative fashion (Figure 1.1) as follows:

i. The right hand side of Equation 1-15 is computed, generating an estimate of the reconstructed image. Gridding the k-space data onto a Cartesian grid is applied before the application of the inverse FFT to image domain (as part of \(E^H\))

ii. The result of is compared to the current image estimate and via the CG algorithm, a residuum vector is computed. In the first iteration, the current estimate is the initial estimate, typically chosen as the direct reconstruction of the undersampled data.

iii. An updated estimate of \(I^{-1}v\) is calculated using the residuum vector and the encoding steps, including the application of intensity correction (\(I\)), multiplication by the coil sensitivity profiles, the FFT to Cartesian k-space and convolving with the gridding kernel, are performed. At this point, the original acquired k-space data is inserted back to the k-space for data consistency.

iv. Steps i-iii are repeated till the residuum power is below a pre-determined threshold.

v. When the stopping criterion at step iv. is reached, intensity correction is applied to yield the resulting image.

CG-SENSE has been a popular choice in accelerated MRI, having been successfully applied in many clinical applications, including cardiac MRI [73,74]. The flexibility in the choice of the k-space trajectory for acquisition makes it an appealing technique. Due to the iterative nature of the algorithm, the speed of image reconstruction can be burdensome, depending on the choice of the stopping criterion, however, a GPU-based open-source implementation, known as
the Gadgetron, has realized the utility of the technique for real-time image display [75]. The main drawback of the CG-SENSE method is the requirement of the explicit coil sensitivity information because accurate sensitivity map estimation is a challenging task, especially in settings where patient movement may occur.

1.3.1.2 Radial GRAPPA

As CG-SENSE is an extension of the standard SENSE method, GRAPPA can also be adapted to non-Cartesian k-space trajectories. While the most common two k-space trajectories are radial and spiral sampling, since the original work presented in this dissertation builds upon the application of GRAPPA to radially sample k-space data, this section focuses on and explains in detail the radial GRAPPA technique.

To understand the radial GRAPPA method, first, the standard GRAPPA technique, designed for Cartesian k-space sampling, must be explained. For an acceleration factor of \( R \), only every 1 out of \( R \) adjacent phase encoding (PE) lines is acquired, and the missing \( R-1 \) PE lines in between are estimated from the acquired ones in the neighborhood using GRAPPA [52]. This estimation of missing spatial frequencies is made possible by exploiting the spatial variations of the coil sensitivities in multi-channel receiver arrays that represent a convolution kernel in the Fourier domain applied during acquisition.

For GRAPPA reconstruction, the kernel weights that describe the contribution of the source points (acquired data) to the target point (missing data) needs to be defined. By convention, a \( B_y \times B_x \) kernel (or block) selects the \( B_x \) closest k-space points in the readout direction from the \( B_y \) lines closest to the target missing point as source points. The target point is estimated as a weighted combination of \( N_B = B_y \times B_x \) source points and this process is carried out for every missing k-point. GRAPPA reconstruction for images acquired with a reduction factor of \( R \) with a \( B_y \times B_x \) kernel can be mathematically expressed as:
\[ s_i(k_x, k_y n \Delta k_y) = \sum_{j=1}^{N_C} \sum_{b_{yi}=1}^{B_y-1} \sum_{b_{xi}=1}^{B_x-1} W_{i,j}(n, b_{xi}, b_{yi}) \cdot s_j(k_x + b_x \cdot \Delta k_x, k_y + b_y \cdot \Delta k_y) \]

where \( k_x \) and \( k_y \) are k-space coordinates on the Cartesian sampling grid, and \( \Delta k_x \) and \( \Delta k_y \) are the distances in k-space between adjacent points. \( N_C \) is the number of coils, \( s_i(k_x, k_y) \) is the target k-space point \( (k_x, k_y) \) in the \( i^{th} \) coil to be estimated, \( s_j(k_x, k_y) \) is a source point from the \( j^{th} \) coil. The integer \( n \in [1, R - 1] \) represents the index into subsampled PE lines between two closest sampled ones (indexed \( n=0 \) and \( n=R \) for \( B_y=2 \)). Indexes \( b_{xi} \) and \( b_{yi} \) are defined as \( \{ b_{xi} | b_{xi} \in \mathbb{Z}, 0 \leq b_{xi} \leq B_x - 1 \} \) and \( \{ b_{yi} | b_{yi} \in \mathbb{Z}, 0 \leq b_{yi} \leq B_y - 1 \} \), respectively, and used with the 3D kernel weights array \( W_{i,j} \) of size \((R-1)xB_xxB_y\), which is determined during calibration. \( W_{i,j} \) links the target coil \( i \) and source coil \( j \). \( b_x \) and \( b_y \), defined as \( \{ b_x | b_x = b_{xi} - \left[ \frac{B_x}{2} \right] \} \) and \( \{ b_y | b_y = R \cdot \left( b_{yi} - \left[ \frac{B_y}{2} \right] - 1 \right) \} \), map indexes into k-space coordinates, and assume even \( B_y \) and an odd \( B_x \). A typical \( R=3 \) GRAPPA reconstruction with a \( N_B=3x2 \) kernel yields, \( n \in [1,2], b_{xi} \in [0,1,2], b_{yi} \in [0,1], b_x \in [-1,0,1], \) and \( b_y \in [0,3] \). A larger kernel with \( N_B=5x4 \) yields \( n \in [1,2] b_{xi} \in [0,1,2,3,4], b_{yi} \in [0,1,2,3], b_x \in [-2, -1, 0, 1, 2], \) and \( b_y \in [-3, 0, 3, 6] \).

For each target point (i.e a single \( n \)), the GRAPPA weights set for all coils \( W \) can be reorganized in a \((N_C, N_B) \times N_C\) matrix, Then, Equation 1-16 can be rewritten in matrix form as:

\[ \tilde{S}_{trg} = \tilde{S}_{src} \cdot W \]

where \( \tilde{S}_{trg} \) is a \( 1xN_C \) row vector containing the target point for each coil, and \( \tilde{S}_{src} \) is a \( 1x(N_C, N_B) \) row vector containing the source points from each coil. \( W \) is determined by acquiring additional PE lines or projections such that multiple occurrences of the kernel with both source and target points known. A region of k-space, typically the center where SNR is highest, is fully
sampled to yield this autocalibration signal (ACS). Collecting $S_{trg}$ and $S_{src}$ for each occurrence of the kernel in the ACS region into rows of the matrices $S_{trg, ACS}$ and $S_{src, ACS}$, yields a linear system:

$$W = (S_{src, ACS})^+ \cdot S_{trg, ACS} \quad \text{1-18}$$

$$\quad (S_{src, ACS})^+ = (S_{src, ACS}^H S_{src, ACS})^{-1} S_{src, ACS}^H \quad \text{1-19}$$

where $(S_{src, ACS})^+$ is the Moore-Penrose pseudo-inverse of $S_{src, ACS}$. The linear system in Equation 1-18 becomes exactly determined with $N_C \cdot N_B$ kernel occurrences in the ACS region, though many more occurrences are needed to determine a stable weights set that can accurately represent the coil sensitivities without much influence from noise. This is relatively easy to achieve with Cartesian sampling, as the relative geometry of the source points with respect to the target point in k-space are identical throughout the entire undersampled k-space. In other words, the GRAPPA kernel is shift-invariant.

On the other hand, in the setting of radial k-space sampling where undersampling is carried out in the azimuthal dimension by sampling every 1 out of $R$ consecutive projections, the GRAPPA kernel is no longer shift-invariant as the kernel geometries (i.e. relative positions of the source points to the target points) vary throughout the k-space. Therefore, there is only one “exact” kernel occurrence for a GRAPPA kernel even if the k-space is fully sampled. In the original formulation of radial GRAPPA [67], where the autocalibration data is provided by one fully sampled k-space frame prior to the scan that acquires successive undersampled frames, the process of obtaining kernel occurrences was achieved by dividing the k-space into small segments spanning a number of projections ($N_{seg, proj}$) and readout points ($N_{seg, read}$) with the size of a segment $N_{seg} = N_{seg, read} \times N_{seg, proj}$. Each segment is treated as a Cartesian k-space with the assumption that kernel geometries for missing points were similar enough within the segment,
and thus, a single set of weights was necessary for the estimation of all target points within the segment.

Recently, an improved calibration scheme for radial GRAPPA that entails a calibration scan composed of multiple, not one, fully sampled k-space frames was proposed [68]. With this through-time radial GRAPPA calibration scheme, kernel occurrences for calibrating the GRAPPA weights are obtained from repetitions in time, where $N_{\text{frames full}}$ fully sampled frames provided multiple occurrences of calibration data with the exact GRAPPA kernel geometry for every target point. Including kernel occurrences only from temporal repetitions, without any in-k-space repetitions as in the original radial GRAPPA calibration, drastically increased the calibration accuracy resulting in much sharper images at the expense of increased calibration scan time.

Using the natural combination of this through-time calibration method with the original through-k-space approach (Figure 1.2), calibration scan duration was reduced, enhancing the clinical utility of radial GRAPPA. With a calibration scan using $N_{\text{frames full}}=80$ frames with $N_{\text{seg}}=4x1$ (minimal through-k-space calibration), 320 kernel occurrences can be obtained, and this is generally more than sufficient for stable calibration of GRAPPA weights when a typical 3x2 GRAPPA block is used. The rank of a matrix that would be constructed by stacking the k-space data from individual receiver coils as vectors would generally not exceed 16, thus, this linear system for weights calibration with 320 observations is usually sufficiently over-determined ($320 \gg 3x2x16$). Realizing minimal kernel approximation using small GRAPPA segments and using calibration data with substantial over-determination for every missing k-space point, through-time radial GRAPPA has achieved robust image reconstruction from highly undersampled data ($R \geq 8$). The technique has been validated in various clinical settings, including the evaluation of cardiac function [76–80].
1.3.1.3 SPIRIT

SPIRIT, like CG-SENSE, is a parallel imaging method that works with arbitrary non-Cartesian trajectories. The reconstruction can be interchangeably carried out using a k-space or image-space domain approach. The SPIRIT technique relies on the two types of consistency measure: calibration consistency and data consistency. With the k-space approach, calibration consistency is expressed by the equation:

\[ x = Gx \]

where \( x \) is a vector that contains the entire Cartesian k-space samples for all receiver coils, and \( G \) is the matrix of SPIRIT weights that relate the source points in a neighborhood to a target point, similar to the GRAPPA weights. \( G \) is shift-invariant, since it operates on a Cartesian grid, and an important distinction of Equation 1-20 from GRAPPA calibration is that it includes data that are generated during the iterative SPIRIT reconstruction on top of data that was originally acquired. For non-Cartesian trajectories, such as radial or spiral sampling, where the center of k-space is oversampled, the calibration data is typically obtained by interpolating the densely sampled k-space center onto a Cartesian grid.

The other component of SPIRIT, which distinguishes it from non-Cartesian GRAPPA and CG-SENSE, is the notion of data consistency that aims to ensure that the SPIRIT-reconstructed data is in accord with data that was originally acquired on the undersampled k-space. Data consistency is formulated as:

\[ y = Dx \]

where \( D \) is a matrix that transforms the data on the Cartesian grid \( x \), which is updated via SPIRIT, using inverse gridding to data on the undersampled trajectory. For data consistency, that operation should match the data on the undersampled non-Cartesian k-space that was originally acquired from the scanner \( y \).
Given both the constraints from calibration consistency and data consistency, the SPIRIT reconstruction can be formulated as an optimization problem:

\[
\text{minimize } \|(G - I)x\|^2 \quad \text{such that } \|y - Dx\|^2 < \epsilon
\]

This optimization problem can be solved using various methods such as conjugate-gradient descent[72] or projection over convex sets (POCS)[81]. One advantage of SPIRIT is that additional constraints can be included in Equation 1-22 to favor sparse solutions [82,83] and/or to mitigate noise amplification.

### 1.3.2 Sparsity-Based Techniques

After the initial introduction of Compressed Sensing [84] to the image reconstruction problem in MRI[55], reconstruction algorithms that incorporate a sparsity constraint have gained popularity. As the MRI data was demonstrated to be sparse on various domains, from the image domain itself [85–87], to other transform domains such as the Wavelet domain [55,88,89], or simply in the time domain in the case of dynamic imaging, more effective image reconstructions methods that exploited such information sparsity have been developed. Sparse solutions are typically realized by adding an \(L_1\)-norm term on whichever domain the sparsity is being enforced.

Cardiac MRI, especially the morphology and function imaging, lands itself well to this paradigm. The motion of the heart is confined to a relatively small region of the entire FoV, that the data is being collected from, with a small number of temporal frequency harmonics, rendering the information to be recovered fairly sparse in the \(x-f\) or \(k-f\) domains, where \(x\), \(k\) and \(f\) refer to the image, k-space and temporal frequency domains, respectively. Similar to other MRI applications such as brain imaging, sparse recovery for accelerated cardiac imaging can be achieved via a pseudo-random k-space sampling strategy, associated with a more uniform PSF, and directly solving the an \(L_1\)-minimization problem in a spatiotemporal domain [90–92]. However, more effective utilization of compressed sensing has been demonstrated by combining it with other
established parallel imaging techniques. The iterative nature of certain parallel imaging methods make it possible to include additional constraints in the optimization function - adding sparsity constraints in a spatiotemporal space to these methods have achieved highly robust reconstructions. A number of techniques that exploit this general idea with different variations have been reported [93–95], but for the sake of conciseness, a particular algorithm, known as \textit{iterative Golden-angle Radial Sparse Parallel MRI} (iGRASP)[96], which has reported robust reconstructions in the setting of real-time free-breathing, is discussed in this section.

Effectively, iGRASP combines the concepts of parallel imaging, compressed sensing and golden-angle radial sampling where data are acquired on radial projections with the azimuthal angle continuously incremented by 111.25° per projection [97]. After generating temporal k-space frames by grouping an arbitrary number of successive projections into every frame, an iterative reconstruction is performed for the following optimization problem, in which sparsity in the temporal dimension is enforced in the form of a total variation (TV) constraint on the joint multi-coil image vector.

\[
d = \text{argmin}\{\|F S d - m\|_2^2 + \lambda \|T d\|_1\}
\]

where \(d\) is the vector containing series of multi-coil images (in \(x\)-y-t), \(T\) is the total variation transform operator in time, \(m\) is the multi-coil measurement data in k-space, \(S\) is the coil sensitivity operator and \(F\) is the Fourier transform operator from k-space to image-space. Coil sensitivities \((S)\) are generated from data containing a sufficient number of consecutive projections that yields streak-free low-temporal resolution images. Since no projection angle is repeated, the golden-angle radial trajectory is a suitable choice for estimating coil sensitivities, sampling the spatial frequency information in the most efficient manner. It also introduces temporal incoherence, which enhances the convergence of Equation 1-23 with the TV constraint term.

Although the exploitation of temporal sparsity in this manner yields high-quality images from highly undersampled k-space data, an inevitable assumption on the properties of the spatio-temporal information content of the underlying object (heart) is made. This can compromise the
temporal fidelity of reconstructed image series because content with high-frequency oscillations, possible in patients with extreme arrhythmias, may be missed or suppressed. Additionally, the formulation of image reconstruction that utilizes the series of undersampled frames together in one batch cannot be used for the continuous real-time monitoring of the heart because the reconstruction of a frame is essentially using information from data acquired in subsequent frames.
1.4 Thesis Overview

Having been demonstrated to produce diagnostic-quality images from highly undersampled k-space data without the use of explicit assumptions about the sparseness of information, this work builds upon the non-Cartesian GRAPPA approach, developing novel image reconstruction methodologies for the application of real-time free-breathing cardiac imaging. Radial k-space sampling, which is the most popular choice of k-space trajectory besides the standard 2D Cartesian sampling, was adopted, and images of 2D slices in common cardiac slice orientations (views) were generated in all of the methodologies presented.

Chapter 2 describes the quantitative investigation of the through-time radial GRAPPA calibration method, proposing a metric that estimates the generalization performance of the technique. Limitations of the technique are revealed, in the setting of free breathing cardiac imaging, and actionable insights about the factors driving its performance are unearthed. Chapter 3 describes a novel self-calibration methodology for radial GRAPPA that eliminates the requirement for the additional calibration pre-scan. Real-time imaging with high spatio-temporal resolution is demonstrated with comparable image quality to standard radial GRAPPA reconstructions that utilize explicit calibration data acquired from a lengthy calibration scan preceding the actual accelerated imaging scan. Chapter 4 describes an extension of the self-calibration methodology proposed in Chapter 3 to undersampled radial data with acquired projections on arbitrary azimuthal angles, demonstrating the feasibility of accelerated real-time free breathing cardiac MRI using the golden-angle radial trajectory.
Figure 1.1. A summary of the CG SENSE algorithm, which reconstructs an image from undersampled non-Cartesian data. Undersampled, multi-channel $k$-space data $(m_1, m_2, \ldots, m_n)$ are acquired and fed into the algorithm. These data are density compensated, gridded, the inverse Fourier transform calculated, and the multi-coil images are multiplied by the conjugate of the coil sensitivities. The multi-coil images are summed and intensity corrected to produce a single image, which is fed into the CG algorithm. The CG algorithm finds a new estimate for the reconstructed image. If the reconstruction has not converged, intensity correction is applied, the image is multiplied by the coil sensitivities, the Fourier transform is calculated, the data are degridded, the original data replaced, and the next iteration begins. This process continues until the reconstruction converges and a stopping criterion has been met. Once the stopping criteria are met, intensity correction is applied, and the result is an unaliased image. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Reprinted, with permission, from Wright et al, Non-Cartesian Parallel Imaging Reconstruction, Journal of Magnetic Resonance Imaging, Vol. 40, Issue 5, pg. 1022-40 © 2014 Wiley Periodicals, Inc. [98]

Figure 1.2. A schematic of the non-Cartesian GRAPPA reconstruction. First, one or more fully sampled datasets are acquired for calibration. The weights for each geometry can be determined using either $k$-space segmentation, through-time calibration, or a combination of the two. These weights are applied to the undersampled data at the appropriate location to reconstruct each target point. This process is repeated for each arrangement of source and target points to recover the fully sampled $k$-space. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Reprinted, with permission, from Wright et al, Non-Cartesian Parallel Imaging Reconstruction, Journal of Magnetic Resonance Imaging, Vol. 40, Issue 5, pg. 1022-40 © 2014 Wiley Periodicals, Inc. [98]
2 Quantitative Analysis of Weights

Calculation in Cardiac Radial Grappa
2.1 Introduction

For more than a decade, real-time magnetic resonance imaging (MRI) has been an active field of research and cardiac magnetic resonance (CMR) imaging is one area of clinical focus where such rapid imaging techniques have been explored extensively [42,47,48,99–101]. Due to cardiovascular dynamics, it is critical to create frames with relatively high temporal resolution (<50 ms/frame), and thus, conventional cine imaging segments data acquisition over multiple cardiac cycles, relying on ECG gating and breath-holding [29]. Image quality often depends on the regularity of the cardiac motion and deteriorates in the presence of cardiac arrhythmias. Real-time imaging removes the dependence on breath holds or gating as k-space is sampled in a single shot during a time interval short enough to yield the desired temporal resolution. However, the number of phase encoding lines or radial projections per image is constrained to fewer than 20, which has led to the heavy reliance of parallel imaging (PI) techniques [102,103]. To achieve adequate spatial resolution under these circumstances, acceleration factors > 4 are generally required, and because higher degrees of undersampling have been demonstrated with non-Cartesian k-space trajectories [11,63,104], non-Cartesian PI methods have been subject to interest in the MRI research community.

Though many non-Cartesian PI techniques have been proposed, extensions of the widely accepted PI algorithms, such as SENSE and GRAPPA, have gained interest due to ease in their implementation [66,67,105]. In this work, we focus on the combination of radial k-space sampling and GRAPPA, which has been successfully demonstrated on a variety of CMR applications [68,78,79,101,106], and has been implemented with low-latency real-time reconstruction [107], making it a viable tool for real-time CMR imaging. After incorporating a through-time calibration scheme, radial GRAPPA has achieved acceleration factors ≥ 8 [68,107,108].
Though the reported image quality has been acceptable qualitatively and possessing diagnostic potential [77,79,101], there exists a lack of thorough analysis of the technique. The main error metric that has been used to quantify performance is image-based root-mean-square-error (RMSE), which is problematic. The RMSE is computed from the RMS value over the pixels of an absolute difference image that is created by subtracting the intensities of a gold-standard image frame, reconstructed using a calibration scan composed of 400 fully sampled frames without any through-k-space kernel repetition. The RMSE values reported, thus, are fundamentally biased since the gold standard images are essentially subjective, being generated from the technique itself. Other than the use of simulated phantoms, it is impossible to determine ground-truth for moving objects such as the heart due to limits in temporal resolution and scan duration. On the other hand, real-time MRI methods, especially those involving parallel imaging, cannot be appropriately tested on static objects since calibration on stationary objects will inevitably overfit to the static image and the reconstructions will not generalize on the actual accelerated frames. Conversely, for simulations incorporating individual receiver coil data in k-space to be performed in an accurate manner, mathematical equations formulating the convolution of the spatial frequency domain representation of a moving phantom with that of realistic coil sensitivity profiles, ideally calculated from Biot-Savart equations, need to be derived, and though there have been studies aimed at realizing such software [109–113], there is no one tool that is agreed upon and most studies in the field of real-time MRI do not employ accurate simulations of this nature in their methods.

Image-based RMSE is a coarse metric that yields a global measure of error. Even though errors on individual pixels are taken into consideration, there is no direct relation to the accuracy in the estimation of missing k-space points. Through-time radial GRAPPA calibration is a significant improvement over the original radial GRAPPA, simply populating the calibration data with more observations is not sufficient to determine the robustness of the estimation process, especially in a typical but non-ideal setting in which signal-to-noise ratio (SNR) is poor.
Therefore, performance metrics that quantify estimation error directly on k-space are of interest to better understand the accuracy of the radial GRAPPA weights calibration.

Radial GRAPPA is essentially composed of a linear regression model at every target k-space point. Thus, it can naturally be subjected to standard validation methodologies that are commonly used by other machine learning algorithms. One such methodology is cross-validation (CV) [114–116], which is a popular model validation strategy. The goal of cross-validation is to understand how a statistical model will perform on new, unseen data, which is often referred to as generalization performance. Though variable in actual implementation, CV partitions the data set into training and test sets where the model is trained only on the former and cross-validation estimates, or in other words out-of-sample estimates, are obtained by applying the model on the latter. In the setting of real-time accelerated MRI, cross-validation can be used to yield estimates on the accuracy of radial-GRAPPA-reconstructed k-space points on accelerated frames.

In this work, we investigate the fidelity of the through-time radial GRAPPA calibration in real-time cardiac imaging on a set of human subjects, adopting a performance metric based on K-fold cross validation [115,117]. Proposing a methodology for quantifying the generalization accuracy of through-time radial GRAPPA reveals the limitations of this parallel imaging technique in addition to providing a framework for guiding choices of calibration parameters. The CV-based validation metric is shown to be consistent with image quality via comparisons of radial GRAPPA reconstructions with varying degrees of generalization accuracy. Moreover, substantial influence of the underlying signal-to-noise ratio (SNR) on calibration accuracy is discovered, and a mathematical model to estimate the accuracy metric from the SNR is presented.
2.2 Theory

2.2.1 Background: Through-time Radial GRAPPA Calibration

Acceleration in radial imaging is typically achieved by acquiring only every 1 out of $R$ consecutive radial projections, where $R$ is the acceleration factor (Fig. 2.1). With radial GRAPPA, the missing (unsampled) projections are estimated as weighted linear combinations of sampled points on acquired projections in the neighborhood. Using a typical GRAPPA kernel of size $N_B = B_y \times B_x = 2 \times 3$, a missing point is estimated from $B_r = 3$ points lying on each of $B_s = 2$ acquired projections on either side of the missing projection, where the middle points are chosen to have the same readout location and the others being adjacent to that center point on the same projection (Fig. 2.1). In addition, acquired samples from all receiver coils contribute to the estimation of missing points on any other coil, thus, yielding a linear system with $B_y \times B_x \times N_{\text{coils}}$ unknowns, namely the GRAPPA weights. To obtain observations for this linear system, a calibration scan consisting of $N_{\text{full}}$ fully-sampled frames is performed. For each missing point, data from a segment of fully-sampled k-space centered around this point, spanning $N_{\text{seg,read}}$ and $N_{\text{seg,proj}}$ repetitions along the readout and azimuthal dimensions, respectively. In combination this calibration strategy including both through-space and through-time segments yields $N_{\text{full}} \times N_{\text{seg,read}} \times N_{\text{seg,proj}}$ GRAPPA kernel replicates as observations [68].

2.2.2 K-Fold Cross-Validation

Cross validation requires no assumptions about the underlying statistical properties of the data or the model being trained unlike other model validation methods such as the Akaike Information Criterion [118,119] or the commonly used adjusted R-squared [120,121]. Simple CV is performed by dividing the dataset into a training set and a test set and computing the measure of fit on the test set after the model is fit to the training set. This yields one estimate of the generalization error and to increase the number of estimates exhaustive CV methods such as
Leave-p-out CV (LPOCV) can be used. With LPOCV, \( p \) observations are assigned to the validation set and the remaining \( N-p \) observations are used to train the model at each round, with all possible \( \binom{N}{p} \) splits providing measures of fit, where \( N \) is the total number of observations in the dataset. The CV error is then obtained as the average over all error estimates. Though statistically neat, LPOCV is computationally intensive, and thus, is rarely used. Alternatively, K-fold CV reduces the number of training rounds down to a small integer \( K \). The original dataset is partitioned into \( K \) nearly equal subsets, and at each round, a single subset is used as the test set and the remaining \( K-1 \) partitions as the training set, yielding \( K \) estimates of generalization performance. In this work we use K-fold CV and as there is no universal consensus on an optimal choice of \( K \), though typical values range between 5 and 10, we use 6 folds.

The observations in the dataset for radial GRAPPA are essentially populated in two orthogonal dimensions: k-space and time. On aggregate, there are \( N_{\text{seg,read}} \times N_{\text{seg,proj}} \times N_{\text{full}} \) observations to one’s disposal, but it is essential that when observations are used in a validation set, they do not share the same temporal location of any observation included in the training set that generated the model. In other words, generalization performance is relevant only for distinct time windows, and using observations from the same fully-sampled frame that only differ in their k-space positions in a training/validation set pair will unfairly bias the estimates of generalization error. To avoid such “in-time” validation, the CV splits were performed only along the \( N_{\text{full}} \) calibration frames as depicted in Figure 2.2.

### 2.2.3 Predicted R-Squared

The magnitude of k-space signal varies significantly from region to region, making RMSE or mean absolute error unsuitable error metrics. A scale invariant error metric, such as RMSE normalized by the range of the magnitude of the signal (nRMSE) could provide a more meaningful metric, yet it still would not explain the performance in terms of the fraction of
explained variance. The $r^2$ coefficient, where $r$ is the coefficient of determination, is closely related to RMSE, and thus, is another popular choice for quantifying the performance of regression models, particularly linear ones [120]. Conventionally, $r^2$ is calculated on the errors of the training samples, and can thus be improved simply by adding more co-variates to the model.

To avoid overfitting the model to the training set, adjusted $r^2$ can be used as it normalizes by the degrees of freedom. Yet, since it is also computed solely on training samples, adjusted $r^2$ is a poor choice for estimating generalization error. In this work, we adopt predicted $r^2$ as the primary evaluation criterion, which is obtained by calculating $r^2$ on hold-out (validation) partitions of the calibration data. For each k-space point to be estimated with signal $S(\vec{k}, t)$:

$$
r_{\text{val}}^2 = 1 - \frac{\left\| S_{\text{val}}(\vec{k}, t) - \overline{S_{\text{val}}(\vec{k}, t)} \right\|^2}{\left\| \overline{S_{\text{val}}(\vec{k}, t)} - \overline{S_{\text{val}}(\vec{k}, t)} \right\|^2}
$$
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$S_{\text{val}}(\vec{k}, t)$ denotes the reconstructed target points on a validation fold by applying the GRAPPA weights that are determined from the training folds. $r_{\text{val}}^2$ describes the the r-squared on this particular validation fold, and predicted $r^2$ is computed as the mean of all such $r_{\text{val}}^2$ (from the $K$ distinct folds) and reported as the metric for generalization performance (Fig. 2.2). The norms and the mean values as in $S_{\text{val}}(\vec{k}, t)$ are calculated over the grid defined by the cross product of the k-space segment ($\vec{k}$) and the validation-fold frames ($t$).

One distinction between traditional $r^2$ and predicted $r^2$ is the range of values. Assuming an intercept term is used, $r^2 \in [0,1]$, where 0 means model has a constant output, equal to the mean of the response variable for any observation, and 1 implies a perfect fit and all values in between reflect the fraction of variance explained by the model. Conversely, predicted $r^2$ is evaluated on observations that are unseen by the model, the mean of the response variable on that
set is unknown and it is therefore possible to have models with predictions that result in larger errors than a model simply predicting the outcome with its mean leading to $r^2 \in (-\infty, 1]$.

2.3 Methods

2.3.1 Data Acquisition

In vivo cardiac imaging was performed for human subjects (N=8) under free breathing and no ECG gating with informed consent, having obtained IRB approval. Images were acquired using a balanced steady-state free precession (bSSFP) pulse sequence, with a metronome-like view ordering [68] to prevent eddy currents, on a 1.5T scanner (Avanto, Siemens Medical Solutions, Erlangen, Germany) with the following parameters: Field-of-view (FoV)=250mm$^2$, slice thickness=8.0mm, flip angle=45°, TR=2.8-3.2 ms (TE=TR/2) and $N_{coils} = 15$ that were made up of standard chest (2x3=6) and spine (3x3=9) arrays. Two separate matrix sizes of 128x128 and 192x192 were employed in the reconstruction of the images, which were determined by the scan readout length. With double oversampling, 128x128 images were generated from scans with 256 samples per readout projection and 192x192 images were generated from those with 384 samples per readout projection, resulting in spatial resolutions of 1.95x1.95mm$^2$ and 1.30x1.30mm$^2$ respectively. The number of projections in a fully sampled calibration frame for each setting was $N_\phi = 144$ and $N_\phi = 192$, with various acceleration factors in the range $R = [6, 12]$ being used for the accelerated real-time frames.

2.3.2 Image Reconstruction

2.3.2.1 Standard Through-Time Radial GRAPPA

All image reconstruction was performed in MATLAB (R2014a, MathWorks Inc., Natick, MA) on a dual-socket six-core Intel Xeon E5-2620 v2 at 2.10 GHz system. The MATLAB
implementation of through-time radial GRAPPA was used for GRAPPA weights calibration and reconstruction of full radial k-space data from undersampled frames, and non-uniform FFT[9] was utilized for reconstructing images from radial k-space data. Radial GRAPPA segment sizes of $N_{seg} = \{1 \times 1, 4 \times 1, 8 \times 2, 16 \times 4\}$ were chosen for radial GRAPPA calibrations with corresponding fully sampled calibration frame numbers of $N_{full} = \{396, 78, 24, 6\}$. As previously mentioned, K-fold CV partitioning is carried out only along the $N_{full}$ dimension, and in order to use the same $K$, the values of $N_{full}$ for each GRAPPA segment setting had to be divisible by the $K$ of choice. To this end, $K$ was chosen as 6.

2.3.2.2 Alternative Through-Time Radial GRAPPA Reconstructions

Alternatively, two different radial GRAPPA reconstruction methods were developed with slight modifications to the standard TT-rGRAPPA reconstructions. As the predicted R-squared (via K-fold CV) are computed for every target k-space location, the missing points on the accelerated frames’ k-spaces are imputed if their predicted R-squared values are lower than a predefined threshold/cutoff value whereas the ones with predicted R-squared over this cutoff are estimated via the GRAPPA weights as in standard TT-rGRAPPA. For the first modified reconstruction, zero imputing was performed, and for the second, the mean value of the target points on the specific k-space location over all the fully sampled calibration frames was assigned to the missing point on the accelerated frames. These modified reconstructions are referred to as TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill, respectively, in the remainder of this chapter. Such modifications were introduced as an effort to test the significance of the radial GRAPPA reconstructions for calibrations with low generalization predictive power. Reconstructions with a cut-off value of $r^2_{\text{cut-off}} = 0$ are particularly insightful as zero predicted R-squared can be achieved by simply imputing the missing k-space point using a constant which is the mean of the actual/true values over the same frames, without any contribution from the source projections,
independent of the cardio-respiratory position. TT-rGRAPPA Mean-Fill reconstructions emulate this phenomenon although the true mean values of the missing points in the accelerated frames are unknown, but the means over the calibration frames provide adequate surrogates.

2.3.3 Investigation of Calibration Accuracy

2.3.3.1 Reference for Computing the Predicted R-squared

As explained in the Theory section and illustrated in Figure 2.2, predicted R-squared ($\text{predicted } r^2$) values are computed between the target points of the k-space data on a validation fold and the radial GRAPPA predictions of the same points by the weights calculated using the calibration data from the remaining $K-1$ folds. In this setting, the validation partition includes all the target points inside the radial GRAPPA segment, repeated over all the fully sampled frames that belong to that particular fold, yielding a total of $N_{\text{seg,read}} \times N_{\text{seg,proj}} \times (N_{\text{full}}/K)$ data points that get included in the R-squared computation. Since R-squared is computed over the entire radial GRAPPA segment, this particular metric produces prediction accuracy estimates with respect to (w.r.t) the through-time/through-k-space radial GRAPPA technique. To give a concrete example, predicted $r^2$ values computed for $N_{\text{seg}}=8x2$ yield goodness-of-fit measures for the radial GRAPPA calibration using the same segment size $N_{\text{seg}}=8x2$, and thus, do not estimate the accuracy of the radial GRAPPA reconstructions on real-time accelerated frames because using a k-space segment larger than $N_{\text{seg}}=1x1$ itself introduces a certain level of inaccuracy. In order to get accuracy measures on the radial GRAPPA reconstructions of missing points on accelerated frames, we propose an alternative predicted $r^2$ calculation where validation folds only use the center point of the segment (the original k-space position of the missing point) and all 396 frames are used in the process, leaving 66 k-space points on $396/6 = 66$ frames on a single validation fold. The GRAPPA weights computation is identical to the original predicted $r^2$ computation scheme as calibration data consists of $N_{\text{seg,read}} \times N_{\text{seg,proj}}$ points from each frame on the training partitions with
one exception: instead of using all remaining $396-66 = 330$ frames, a subset of $N_{\text{full}}$ frames are randomly sampled in constructing weights training data set, where $N_{\text{full}}$ is determined by the respective segment size $N_{\text{seg}}$. We denote this metric as “predicted $r^2$ w.r.t Ground Truth” as it emulates the radial GRAPPA reconstruction of missing target points where the validation folds present surrogate samples for the hypothetical scenario of observing the missing points during the accelerated real-time frames. The original predicted $r^2$ metric is referred to as “predicted $r^2$ w.r.t radial GRAPPA” and is also the implied version when the reference (radial GRAPPA vs ground truth) for the R-squared computations is omitted.

### 2.3.3.2 Predicted R-squared versus Signal-to-Noise Ratio

When predicted R-squared values were investigated, the patterns in the k-space closely resembled those of signal power, independent of acceleration factor, azimuthal angle or readout location. This suggested signal-to-noise ratio (SNR) as an important factor in the accuracy of radial GRAPPA calibrations. To further investigate a possible relationship between SNR and calibration accuracy, SNR values for every k-space point on calibration frames were estimated using Matlab’s Signal Processing Toolbox. Briefly, the SNR calculation on a time-domain signal is carried out using the periodogram method with a Kaiser window. The periodogram estimates the fundamental frequency, and the central moments of all adjacent spectral components decreasing monotonically away from this maximum [122,123] contribute to the signal power as well as those of higher harmonics that reside at integer multiples of the fundamental frequency. The SNR is then computed in decibels (dB) after estimating the noise power as the median power in the regions of the spectral density containing only noise. Since k-space signal lies in the complex space, SNR values were calculated for both the real and the imaginary parts of the k-space samples.
To check the hypothesis that *predicted* R-squared is a function of SNR, an effort towards developing a generalizable mathematical model, purely based on SNR, that estimates the *predicted* R-squared was deemed worthy. For the sake of building such a generalizable model, a simple linear regression came forth as a natural choice. However, after initial explorations, the distribution of SNR was found to be highly skewed, and thus, SNR values were logarithm transformed prior to fitting the model. The predictor variables in this model mainly consisted of the SNR of the target point and the mean and standard deviations of SNR values across the source points corresponding to the same target point where all such target points on a fully sampled calibration k-space were used as observations in the same model without any segmentation over k-space regions or receiver coils. As through-time radial GRAPPA calibration accuracy, measured in *predicted* R-squared, varies across the choices of grappa segment used, a separate model for every grappa segment was trained.

To demonstrate the generalizability of such SNR-based models, training data were selected from the calibration k-spaces of one or more human subject scans, simply stacking observations regardless of which human scan they resulted from, and *predicted* R-squared of calibrations for other human subjects’ scans were predicted via applying the trained models. Out-of-slice predictions were also performed as the training and testing data for the SNR-based models belonged to not only different volunteers, but also different short-axis slices.
2.4 Results

2.4.1 Distributions of Predicted R-squared

Figure 2.3 displays the density distributions of the predicted R-squared values on data acquired from a human short-axis slice, estimated via smooth function approximations based on the underlying histograms, for both versions of the metric using the standard radial GRAPPA calibration as well as the ground truth (sans through-k-space component) as the respective reference. The top row displays distributions for both versions of predicted R-squared for radial GRAPPA calibrations of $R=9$ times undersampled data using all 4 radial GRAPPA segment sizes whereas the bottom row shows the distributions of the two for radial GRAPPA calibrations on data at various undersampling factors using a segment of $N_{seg}=4x1$. The first of the many insights that stands out from this figure is that each particular density curve is bimodal, having one peak near 1.0 and another one centered in the negative side of the predicted $r^2$ axis, usually around or to the left of the -0.5 mark, with the rest of the density distributed in between in a rather smooth manner. This suggests that there are two distinct underlying populations for the measure of accuracy: one that is associated with missing target points for which the radial GRAPPA calibration is highly accurate and one associated with points for which the calibration is significantly erroneous ($predicted \ r^2 < 0$). The overall density distribution, appears to be a sum of two normal distributions where the former resembles a truncated normal ($\leq 1.0$) with a generally much smaller standard deviation (sharp peak) and the latter one with longer tails that seem to constitute a significant portion of the population. Another insight gained from this figure is that the acceleration factor ($R$) has very little impact on the predicted R-squared, and thus, on the accuracy of the calibration process. In a $R=12$ undersampled k-space, there are over twice the number of missing target points than that of a $R=6$ undersampled k-space, where the distances of more than half such points to their respective source projections are greater than those of all missing points on the 6-fold undersampled k-space, yet, this substantial increase in source-to-
target distances do not appear to have a major effect since the predicted R-squared distributions are very similar for radial GRAPPA calibrations from $R=6$ to $R=12$. While still minimal, the discrepancy is more distinguishable for predicted R-squared values computed w.r.t ground truth. Moreover, on the top left, the effect of the segment size on the accuracy of the radial GRAPPA calibration process is demonstrated. The setting using $N_{\text{seg}} = 1\times1$ is equivalent to using the same choice of segment size to estimate the predicted $r^2$ w.r.t ground truth, and is clearly the scenario where the radial GRAPPA calibration process (including points over the entire radial GRAPPA segment in validation) is the most error prone. On the other hand, the graph on the top right demonstrates the opposite where the $N_{\text{seg}} = 1\times1$ is the more accurate choice, as expected, from the perspective of estimating the actual missing points on an accelerated k-space frame. This particular result validates previous work[68] that investigated the effect of the segment size in radial GRAPPA using a different error metric. Similar to Figure 2.3, Table 2.1 shows the distributions of the predicted $r^2$ values associated with calibrations for an acceleration factor of $R=9$ by listing its deciles across data acquired from 8 different volunteers. The values for the $5^{\text{th}}$ and $6^{\text{th}}$ (%50 and %60) deciles are significantly higher for $N_{\text{seg}} = 4\times1$, $8\times2$ and $16\times4$ than those of $N_{\text{seg}} = 1\times1$, suggesting that radial GRAPPA weights have much more difficulty generalizing across time than across k-space.

2.4.2 Standard versus Alternative Radial GRAPPA Reconstructions

Figure 2.4 shows end-systolic and end-diastolic images from a human short-axis slice reconstructed with the standard (TT-rGRAPPA Standard) and alternative (TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill) through-time radial GRAPPA methods on data acquired with various undersampling factors ($R=6,9,12$). The cutoff value of the predicted R-squared used in the alternative TT-rGRAPPA methods was chosen as $r_{\text{cut-off}}^2 = 0$ and a radial GRAPPA segment of $N_{\text{seg}} = 4\times1$ was used for all reconstructions. It is very clear from this figure that the radial
GRAPPA calibration process for missing points where predicted $r^2 < 0$ is pointlessly ineffective as simply imputing such missing points on accelerated frames with zeros (via TT-rGRAPPA Zero-Fill) result in indistinguishably similar images with their standard TT-rGRAPPA counterparts. Such points make up of about the bottom 40% of all missing points estimated via radial GRAPPA across the board (for various $R$ and $N_{seg}$) as shown in Table 2.1, and therefore, constitute a significant portion of the overall radial GRAPPA process in magnitude. The RMSEs, computed as the mean values of RMSEs with respect to standard TT-rGRAPPA over 200 reconstructed consecutive frames including the respective end-systolic and end-diastolic images displayed, are all around the 0.50% neighborhood and thus, consistent with the striking similarity in the images. Similarly, Figure 2.5 shows end-systolic and end-diastolic images reconstructed with all three TT-rGRAPPA versions (with $r^2_{\text{cut-off}} = 0$) on data from another human short-axis slice acquired with an undersampling factor of $R=9$. The RMSEs are slightly higher on this human volunteer’s data than the one shown in Figure 2.4 when the alternative TT-rGRAPPA reconstructions on the $[N_{seg} = 4x1, R=9]$ setting of each are compared, however, the discrepancies between the standard and alternative reconstructions are near non-existent. Nevertheless, some blurring can be detected if zoomed in around the papillary muscles.

2.4.3 Effect of Predicted R-squared on Image Quality

Figure 2.6 displays end-systolic and end-diastolic images from a human short-axis slice, reconstructed with $N_{seg} = 4x1$ and varying degrees of predicted R-squared cutoff values for the alternative TT-rGRAPPA methods on data that is 9-fold undersampled. RMSEs were computed w.r.t the standard TT-rGRAPPA reconstructions (“Original” as in the left-most column) over 200 reconstructed consecutive frames as in Figures 2.4 and 2.5. This figure is aimed at demonstrating the relationship between the significance of the radial GRAPPA estimation and the predicted $r^2$ associated with it. Up to $r^2_{\text{cut-off}} \leq 0.20$, which constitutes the bottom 47.1% of missing points,
there is little-to-no visible image degradation, with a very subtle level of sharpness loss, so one can argue that the radial GRAPPA is insignificant for nearly half of the missing points on an accelerated frame when a segment of $N_{seg} = 4 \times 1$ is utilized. However, omitting the radial GRAPPA estimation for points with predicted $r^2$ in the $(0.40, 0.80]$ range, which amounts to a 15.7% fraction of all missing points, does appear to have impact as images reconstructed with the alternative methods using $r^2_{cut-off} = 0.80$ do exhibit substantial blurring. Figure 2.7 demonstrates the relationship between the image RMSEs, computed with respect to the standard TT-rGRAPPA, and the $r^2_{cut-off}$ values for the TT-rGRAPPA Zero-Fill method. For all radial GRAPPA segment sizes, the image RMSE increases smoothly with $r^2_{cut-off}$. For all segments, the zero-filled reconstructions using $r^2_{cut-off} < 0.5$ all guarantee image RMSEs no greater than 1.5%, except for $N_{seg} = 1 \times 1$ where the increase in image RMSE is more steep.

### 2.4.4 Predicted R-squared versus Signal-to-Noise Ratio

Table 2.2 display the parameters of the models that estimate the predicted R-squared from the underlying SNR characteristics of the radial GRAPPA calibration data and Figure 2.8 shows plots of the SNR-based regression model estimates of the predicted R-squared against the actual predicted R-squared in order to visualize the accuracy of such SNR-based estimation models.
2.5 Discussion and Conclusion

2.5.1 Limitations of Radial GRAPPA

The proposed framework that utilizes a missing-point-level quantitative measure of accuracy (i.e. \(\text{predicted } r^2\)) exposes the pitfalls of the through-time radial GRAPPA calibration scheme. The investigation of the proposed performance metric, \(\text{predicted } R\)-squared, reveals that the GRAPPA-calibrated weights for a significant fraction (≈40%) of the missing points are less effective than simply estimating the missing points with a constant value equal to the average signal intensity over the extent of the time/k-space calibration segment associated with those points, having \(\text{predicted } r^2 < 0\). Moreover, roughly 55% of the points are associated with GRAPPA weights that explain less than half the variance (\(\text{predicted } r^2 < 0.5\)) over the same calibration segments that are used to fit those weights – more detailed investigation of the \(\text{predicted } R\)-squared from a percentile point of view is presented in Table 2.1. Even more staggering, these numbers are associated with data acquired with radial readouts that enable only 1.95x1.95mm\(^2\) in-plane resolution and the \(\text{predicted } R\)-squared values decrease even further for readouts stretching further out in k-space (e.g. 1.30x1.30mm\(^2\) per pixel) as the signal-to-noise ratio generally decreases towards the edges of k-space. This explains why through-time radial GRAPPA has been primarily utilized on applications that accommodate images with low-to-mid spatial resolution.

Similarly, the outcomes of the alternative through-time radial GRAPPA reconstructions, namely TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill, shed light on the limitations of the through-time radial GRAPPA on the image level. Using progressive values of \(r^2_{\text{cut-off}}\) to replace significant fractions of radial GRAPPA estimations by zero (via TT-rGRAPPA Zero-Fill) lead to very little, if at all, image degradations, mostly in the form of minimal blurring, up to \(r^2_{\text{cut-off}} = 0.40\). This essentially validates the metric, namely \(\text{predicted } R\)-squared, proposed in this work to quantify the accuracy of the radial GRAPPA calibration as the use of radial GRAPPA with low
values of predicted $r^2$ is shown to have little-to-no impact on the reconstructed image. The reason predicted $r^2$ is a reliable approximation of generalization performance is due to the fact that it is computed on validation folds (via K-fold CV). Based on the discrepancies between images reconstructed with standard TT-rGRAPPA and TT-rGRAPPA Zero-Fill (Figures 2.6, 2.7) from a variety of normal volunteer scans, expected loss in image quality in an arbitrary radial-GRAPPA-reconstructed image can be approximated if one chooses to omit k-space points associated with less than a certain predicted $r^2$ value.

### 2.5.2 Significance of Signal-to-Noise Ratio

As suggested by Figure 2.8, signal-to-noise ratio (SNR) is the main underlying driver of predicted R-squared, and thus, the accuracy of through-time radial GRAPPA calibration. A very simple linear regression model that uses the SNR of the target and source points -- after log transformation -- in a GRAPPA kernel can yield estimates of “predicted $r^2$ w.r.t radial GRAPPA” with r-squared values in the 80-85% range. These r-squared numbers attached to the SNR-based “predicted $r^2$ w.r.t radial GRAPPA” estimation models are also cross validated such that they indicate the percentage of variance in the predicted $r^2$ values for the TT-rGRAPPA-calibrated missing points on volunteer scans that were not used as part of training data for the models, providing realistic, generalizable measures.

The benefit of these SNR-based models (one for each segment size) is two fold: Firstly, one can approximate the predicted R-squared for missing points, with a certain degree of accuracy, directly after calculating the SNR (from the repetitions of the k-space points in the fully sampled calibration frames) without having to perform weights calibration and target point reconstruction for $K$ (e.g. 6) times. Essentially, the model can be applied to GRAPPA kernels on the entire k-space at once to generate predicted $r^2$ approximations, revealing the expected accuracy of the radial GRAPPA calibrations, orders of magnitude faster than computing the
actual predicted $r^2$ values. Given a minimum value of predicted $r^2$ that can be chosen by the user (clinician / MRI technologist) of the radial GRAPPA reconstructions, below which radial GRAPPA can be considered ineffective, this precomputed insight about the predicted $r^2$ per point (i.e. GRAPPA kernel) can enable faster GRAPPA calibration and reconstruction times on the fly for the real-time reconstruction setting [107] via bypassing the weights calibration for a substantial fraction of the GRAPPA kernels where the approximated predicted $r^2$ is below that threshold. This would also significantly reduce the amount of RAM required in the GPU(s) on which the GRAPPA weights need to be readily available for on-the-fly image reconstruction. Secondly, a direct mathematical relation between SNR and predicted $r^2$ allows for the determination of the necessary boost in SNR to achieve a certain increase in the predicted $r^2$ that would yield more accurate GRAPPA calibrations. Assuming certain baseline values for the standard deviation of SNR among the source points as well as the condition number, minimum boosts in $SNR_{target\_real}$, $SNR_{target\_imag}$, $SNR_{mean\_source\_real}$ and $SNR_{mean\_source\_imag}$ in the log scale over baseline values (that correspond to the average predicted $r^2$ of $\approx0.27$) required to achieve a certain predicted $r^2$ could be determined by distributing the $\Delta$predicted-$r^2$ to these four quantities with each required boost being inversely proportional to their respective model coefficients. This can act a guide when adjusting the imaging setting (receiver coil selection / orientation) and/or the scan parameters (TR bandwidth) that may improve the SNR.

2.5.3 Limitations and Future Work

It should be noted that the predictive models that estimate the predicted $r^2$ can be improved in their predictive power (r-squared / rmse) beyond a simple linear regression model with few covariates as there are more than enough observations – with GRAPPA kernels throughout the entire k-space across multiple scans (volunteers) worth of data – to accommodate a much more complex model, with interaction terms and/or the use of decision trees, gradient boosted trees,
support vector machines etc., without the risk of overfitting it to the particular data it is trained on. However, a more complicated model also leads to a much less interpretable one, therefore, actionable insights may be less straightforward than the example discussed in the previous paragraph. Moreover, these results are all derived from data acquired from a particular imaging system (1.5T Avanto, chest/spine receiver arrays), and the underlying SNR characteristics of data acquired from a different system and/or application (e.g. joint imaging [124], speech [80]) may be wildly different. It is, therefore, recommended to re-train these SNR-based models on data obtained in the same setting as the TT-rGRAPPA reconstructions are aimed for.

This work focuses primarily on the investigation of the proposed metric, predicted $r^2$ w.r.t radial GRAPPA, which uses the entire calibration data (through-k-space/time) itself as the reference, and provides a valuable method to quantify the significance of the radial-GRAPPA-calibrated weights to be applied on the missing points. On the other hand, the alternative metric, referred to as predicted $r^2$ w.r.t Ground Truth, is the metric that provides estimates of accuracy for the reconstructed missing points with respect to the would-be-acquired points on the same k-space locations at the same time instant, and thus, that would be the metric to obtain the quantitative measures for the fidelity of the radial GRAPPA reconstructions. The limitation of predicted $r^2$ w.r.t Ground Truth, however, is that it would require a numerical simulation that provides ground-truth images for the alternative reconstructions (i.e. TT-rGRAPPA Zero-Fill) with varying degrees of $r^2_{\text{cut-off}}$ in order to investigate the meaning of the metric’s values from an image quality perspective. Future work that entails a reliable and realistic numerical simulation can help validate this particular metric as well, which could provide a universal framework by which radial GRAPPA reconstructions can be assessed.
2.5.4 Conclusion

This chapter describes a methodology in quantifying generalization performance of the radial GRAPPA weights calibration on a missing-point level. The methodology is validated via comparisons of the standard through-time radial GRAPPA reconstructions with alternative reconstructions that incorporated the proposed metric. Moreover, the dependence of GRAPPA weights calibration on underlying signal-to-noise ratio is quantified, leading to actionable insights for the utility of the accelerated imaging technique that is the subject of this work.
Figure 2.1. Depiction of the through-time radial GRAPPA calibration scheme. A 2-fold undersampled frame is illustrated in a, where closed and open circles indicate acquired and missing k-space data, respectively. A GRAPPA kernel (gray box) of $B_y \times B_x = 2 \times 3$ is shown within the k-space segment (solid box) that would yield $4 \times 1 = 4$ observations for its weight calibration when a fullysampled calibration scan frame is utilized. The same GRAPPA kernel is magnified in b. The geometries of kernels vary for every target point over k-space. A calibration scan composed of $N_{\text{full}}$ successive fullysampled (closed circles) frames is illustrated in c. The same k-space segment depicted in a (solid box) is shown on each frame (dark gray shaded) of the calibration scan.
Figure 2.2. Illustration of the K-fold cross-validation method for obtaining generalization error estimates of the radial GRAPPA calibration scheme with a choice of $K=3$. $N_{\text{full}}=6$ fully sampled calibration frames are depicted in a, where the frames in the same CV fold are shaded with the same color. The error (performance metric) is computed on each CV fold after applying the GRAPPA weights, calibrated from data taken from frames excluding that fold, to its source points as depicted in b. The reported CV error (or metric) is then obtained by taking the average of the errors computed for each one of CV folds.
Figure 2.3. Graphs of density distributions of predicted $r^2$ w.r.t radial GRAPPA and w.r.t Ground Truth on data acquired from a human short-axis slice. Predicted $r^2$ for various radial GRAPPA segment sizes and acceleration factors are displayed.
Figure 2.4. Example end-systolic and end-diastolic images from a human short-axis slice reconstructed with TT-rGRAPPA (Standard), TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill on data acquired with various undersampling factors. The cutoff values for the TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill reconstructions were chosen as $r_{\text{cut-off}}^2 = 0$ and radial GRAPPA segment of $N_{\text{seg}} = 4\times1$ was used for all reconstructions. Mean values of RMSEs with respect to the standard reconstructions over 200 reconstructed frames for both alternative methods are displayed on their respective systolic images.
Figure 2.5. Example end-systolic and end-diastolic images from a human short-axis slice, acquired with an undersampling factor of $R=9$, reconstructed with TT-rGRAPPA (Standard), TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill using various radial GRAPPA segment sizes. The cutoff values for the TT-rGRAPPA Zero-Fill and TT-rGRAPPA Mean-Fill reconstructions were chosen as $r^2_{cut-off} = 0$. Mean values of RMSEs with respect to the standard reconstructions over 200 reconstructed frames for both alternative methods are displayed on their respective systolic images.
Figure 2.6. Example end-systolic and end-diastolic images from a human short-axis slice, acquired with an undersampling factor of $R=9$, reconstructed with both alternative TT-rGRAPPA methods using various $r^2_{cut-off}$ values. A radial GRAPPA segment of $N_{seg}=4x1$ was used for all reconstructions. The left-most column (Original) displays reconstructions with no imputing, using the standard TT-rGRAPPA method. Mean values of RMSEs with respect to the standard TT-rGRAPPA reconstructions over 200 reconstructed frames for both alternative methods are displayed on their respective systolic images.
Figure 2.7. Plots of image RMSE with respect to standard TT-rGRAPPA versus $r^2$ cut-off values for the TT-rGRAPPA Zero-Fill method. RMSEs are computed on images from 8 volunteer scans (mid short-axis slice) and the error bars indicate the standard deviations. The relationship between image RMSE versus $r^2$ cut-off is plotted for various radial GRAPPA segment sizes, all based on data undersampled with $R=9$. 

$N_{seg}=1x1$  
$N_{seg}=4x1$  
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Figure 2.8. Results of the SNR-based predicted R-squared estimation are displayed by plotting the predicted values against the actual ones. For each radial GRAPPA segment size, a regression model trained on data acquired from 7 human volunteers is used to predict the predicted R-squared associated with the missing points on the accelerated frames of a different 8th volunteer scan.
Table 2.1. Deciles of predicted $r^2$ values for GRAPPA calibrations for an undersampling factor of $R=9$. The values are obtained by taking an average (and standard deviation as denoted by ±) of the respective deciles from all (8) volunteer data.

<table>
<thead>
<tr>
<th>Decile</th>
<th>Nseg 1x1</th>
<th>Nseg 4x1</th>
<th>Nseg 8x2</th>
<th>Nseg 16x4</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>-0.387 ±0.017</td>
<td>-0.532 ±0.022</td>
<td>-0.384 ±0.023</td>
<td>-0.430 ±0.021</td>
</tr>
<tr>
<td>20%</td>
<td>-0.329 ±0.026</td>
<td>-0.400 ±0.031</td>
<td>-0.269 ±0.034</td>
<td>-0.331 ±0.029</td>
</tr>
<tr>
<td>30%</td>
<td>-0.262 ±0.042</td>
<td>-0.229 ±0.041</td>
<td>-0.116 ±0.045</td>
<td>-0.204 ±0.042</td>
</tr>
<tr>
<td>40%</td>
<td>-0.161 ±0.068</td>
<td>0.007 ±0.049</td>
<td>0.098 ±0.058</td>
<td>-0.014 ±0.058</td>
</tr>
<tr>
<td>50%</td>
<td>-0.005 ±0.098</td>
<td>0.302 ±0.045</td>
<td>0.363 ±0.056</td>
<td>0.245 ±0.067</td>
</tr>
<tr>
<td>60%</td>
<td>0.217 ±0.117</td>
<td>0.599 ±0.045</td>
<td>0.634 ±0.042</td>
<td>0.536 ±0.063</td>
</tr>
<tr>
<td>70%</td>
<td>0.491 ±0.104</td>
<td>0.827 ±0.023</td>
<td>0.843 ±0.026</td>
<td>0.789 ±0.047</td>
</tr>
<tr>
<td>80%</td>
<td>0.755 ±0.063</td>
<td>0.952 ±0.013</td>
<td>0.958 ±0.012</td>
<td>0.938 ±0.023</td>
</tr>
<tr>
<td>90%</td>
<td>0.934 ±0.022</td>
<td>0.994 ±0.003</td>
<td>0.995 ±0.002</td>
<td>0.994 ±0.003</td>
</tr>
</tbody>
</table>

Table 2.2. Coefficients of the SNR-based predicted $r^2$ estimation model (linear regression). All models (for each segment size) are leave-one-out cross-validated by using the data acquired from 7 volunteer scans to fit the model coefficients and applying the model to the data of the remaining volunteer scan to get validated predictions. The final coefficients are obtained by taking an average (and standard deviation as denoted by ±) over 8 such models. The r-squared and the rmse of the models are all computed on the validated predictions also. Model coefficients are to be applied after the proper logarithm* transform and standardization.

<table>
<thead>
<tr>
<th>Intercept</th>
<th>SNR trg_real</th>
<th>SNR trg_imag</th>
<th>SNR mean_src_real</th>
<th>SNR mean_src_imag</th>
<th>SNR sd_src_real</th>
<th>SNR sd_src_imag</th>
<th>cond. number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nseg 1x1</td>
<td>0.152 ±0.008</td>
<td>0.141 ±0.004</td>
<td>0.142 ±0.004</td>
<td>0.104 ±0.010</td>
<td>0.164 ±0.012</td>
<td>-0.042 ±0.011</td>
<td>-0.050 ±0.009</td>
</tr>
<tr>
<td>Nseg 4x1</td>
<td>0.268 ±0.003</td>
<td>0.153 ±0.006</td>
<td>0.153 ±0.006</td>
<td>0.200 ±0.019</td>
<td>0.195 ±0.009</td>
<td>-0.045 ±0.004</td>
<td>-0.012 ±0.003</td>
</tr>
<tr>
<td>Nseg 8x2</td>
<td>0.337 ±0.004</td>
<td>0.110 ±0.004</td>
<td>0.109 ±0.004</td>
<td>0.222 ±0.007</td>
<td>0.245 ±0.010</td>
<td>-0.086 ±0.003</td>
<td>-0.085 ±0.003</td>
</tr>
<tr>
<td>Nseg 16x4</td>
<td>0.273 ±0.003</td>
<td>0.067 ±0.003</td>
<td>0.068 ±0.003</td>
<td>0.227 ±0.011</td>
<td>0.170 ±0.015</td>
<td>-0.129 ±0.008</td>
<td>-0.092 ±0.009</td>
</tr>
</tbody>
</table>

r-squared/rmse: Nseg=1x1 0.778/0.235; Nseg=4x1 0.823/0.251; Nseg=8x2 0.867/0.196; Nseg=16x4 0.848/0.218
* log transform on all covariates except the condition number (cond. number) : log10(x+20)
on cond. number : log10(x)
3 Real-Time Free-Breathing Cardiac Imaging

With Self-Calibrated Through-Time Radial GRAPPA¹

3.1 Introduction

Cardiac magnetic resonance (CMR) imaging is a strong clinical tool for the noninvasive assessment of cardiac function [125–127] and cardiomyopathy [128–131]. Conventional segmented cine imaging is ECG-gated and the image quality depends on the regularity of cardiac motion. However, images can be non-diagnostic when cardiac arrhythmias are present or when the patient cannot breath-hold as required. Though several studies have reported promising results with free-breathing cine imaging which utilized various methods that helped avoid breath-holding such as motion correction) [42,43], respiratory navigation [132] or retrospective self-gating [133], these methods have not been widely accepted in clinic. Real-time cardiac imaging removes assumptions of periodicity from cardiac motion and obviates the need for breath-holding, and thus, is an active field of research as a potential alternative to conventional cine imaging [47,134].

To successfully capture wall motion abnormalities and left ventricular function with real-time CMR, each image should be acquired with sufficient contrast and spatiotemporal resolution to accurately delineate endocardial and epicardial borders [24]. If using a standard balanced steady-state free precession (bSSFP) sequence and targeting a temporal resolution of ~50 ms, fewer than 20 phase encoding lines or radial projections can be acquired given that a typical TR≈2.5 msec. Therefore, parallel imaging (PI) techniques which enable image reconstruction from undersampled k-space by incorporating coil sensitivities in either the image domain [51], or k-space [52] are typically utilized for artifact-free CMR imaging. Nevertheless, in 2D imaging, image quality can suffer for acceleration factors > 4 due to noise amplification inherent in PI [135]. Other techniques that exploit the intrinsic spatiotemporal correlations (i.e. the k-t domain) in cardiac data have demonstrated higher acceleration factors [50,58], but are affected by temporal blurring. Spatiotemporal undersampling has been used in conjunction with the conventional PI methods as well [57,58,136], offering higher acceleration factors for real-time
cardiac imaging, but it has been shown to be difficult to achieve 50 ms temporal resolution together with adequate spatial resolution using standard Cartesian k-space trajectories.

Non-Cartesian k-space trajectories, such as radial or spiral sampling, can be undersampled with less coherent aliasing artifacts on reconstructed images compared to Cartesian imaging [11,60,61,64]. For example, up to 3-fold undersampling for radial trajectories have been demonstrated to yield images of good quality without any post-processing [11,63,64]. Additionally, non-Cartesian k-space coverage results in reduced motion artifact, which is important for robust cardiac imaging [59]. Furthermore, non-Cartesian k-space trajectories permit parallel imaging to achieve high acceleration factors in the form of direct extensions of established PI techniques such as Sensitivity Encoding (SENSE) [66,137] or the Generalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) [67,68,70,105,138] beyond conventional Cartesian k-space imaging and other more specialized methods [71,139–142]. Among these, the combination of radial sampling with the GRAPPA technique has gained interest due to improved image quality due to new calibration schemes [67,68], which enable robust imaging even at acceleration factors ≥ 8 [68,101]. Furthermore, low-latency reconstructions with radial GRAPPA have been demonstrated [106,107,143], making true real-time imaging with real-time reconstruction possible.

As originally described, radial GRAPPA (rGRAPPA) requires at least one fully sampled calibration k-space acquired prior to accelerated imaging to compute the GRAPPA weights for every missing point in the undersampled k-space [67]. Refinements of the technique use multiple fully sampled frames making reconstruction more robust although the calibration time increases, extending scan time [68]. Several algorithms for radial GRAPPA without calibration have been proposed [144–147]. For example, computation of GRAPPA weights can be achieved by constructing synthetic fully sampled calibration data via multiplication with an image domain mask, which is generated either from coil sensitivity estimates from the densely-sampled k-space
center [144], or from a post-processing algorithm that attenuates streaking [145]. Multiplication with an image domain mask is equivalent to a convolution of the undersampled k-space, which allows the estimation of a fully sampled calibration k-space. The reported image quality is good, however, residual streaking artifacts remain for acceleration factors > 4. Another method computes the GRAPPA weights directly from the undersampled data via interpolation of the relative shifts along the azimuthal direction [146]. Although this technique yields image quality comparable to that of radial GRAPPA with fully sampled calibration data, reconstructions from highly radially undersampled k-space (with <50 projections) have not been reported. This is likely due to the fact that the accuracy of the weights interpolation decreases with increasing distance between two adjacent projections, which could be problematic for real-time cardiac imaging where highly undersampled acquisitions are desired to maintain temporal resolution.

This work proposes an alternative self-calibration technique for radial GRAPPA to be utilized in highly accelerated imaging and suitable for true real-time implementation. The technique is validated in swine and human subjects, and reconstruction error, relative to a gold standard, are reported.
3.2 Theory

3.2.1 Radial GRAPPA Calibration

To speed up acquisition with GRAPPA sampling, only every 1 out of \( R \) adjacent phase encoding (PE) lines or projections is acquired, and the missing \( R-1 \) PE lines or projections are estimated from the acquired projections in the neighborhood. This estimation of missing spatial frequencies is made possible by exploiting the spatial variations of the coil sensitivities in multi-channel receiver arrays that represent a convolution kernel applied during acquisition in the Fourier domain.

For GRAPPA reconstruction, the kernel weight sets that describe the contribution of the source points (acquired data) to the target point (missing data) need to be defined [52]. By convention, a \( B_x \times B_y \) kernel (or block) selects the \( B_x \) closest k-space points in the readout direction from the \( B_y \) lines closest to the target missing point as source points. The target point is estimated as a weighted combination of \( N_{BS} = B_x \times B_y \) source points and this process is carried out for every missing k-point.

With Cartesian sampling, the relative geometry of the source points with respect to the target point in k-space are identical throughout the entire undersampled k-space. Hence, the acquisition of a fully sampled k-space provides many occurrences of the kernels to be used in weights set calculation, which requires solving a single linear system [52]. However, in azimuthally undersampled radial trajectories, the relative positions of the source points with respect to the target point vary over k-space, resulting in unique kernel geometry per missing point, and requiring solving as many separate linear systems for determination of per-point weight sets. Since the kernel geometries are unique, there exists only one kernel occurrence per each weight set to be calculated even if an entire k-space is fully sampled. In the original formulation of radial GRAPPA [67], this problem was dealt with by dividing the k-space into small segments spanning a number of projections (\( N_{seg,proj} \)) and readout points (\( N_{seg,read} \)) the size of
the segment being \( N_{\text{seg}} = N_{\text{seg,read}} \times N_{\text{seg,proj}} \). Each segment was treated as a Cartesian k-space with the assumption that kernel geometries for missing points were similar enough within the segment, and thus, a single set of weights was necessary for the estimation of all target points within the segment.

More recently, an alternative calibration involving a multiplicity of fully-sampled k-spaces was proposed [68]. With this through-time calibration, required information for determination of the kernel was obtained from multiple repetitions in time instead of occurrences over a segment. Calibration consisting of \( N_{\text{frames,full}} \) fully sampled frames provided multiple occurrences of the same exact kernel geometry for every target point. This approach drastically increased the accuracy of weight set calculation at the expense of increased calibration scan time.

By integrating both through-time calibration and through-k-space calibration to reduce \( N_{\text{frames,full}} \) [68], calibration duration is reduced, improving clinical applicability [101]. The combination of smaller k-space segments (e.g. \( N_{\text{seg}} = 4 \times 1 \)), which better preserve kernel geometry assumptions, and through-time calibration allows weights to be computed from kernel occurrences that are more similar in geometry compared to those in the original through-k-space formulation, yielding more accurate reconstructions. This hybrid through-time/through-k-space calibration technique, referred to as simply through-time radial GRAPPA (TT-rGRAPPA) in this work, permits artifact-free high quality real-time imaging from highly undersampled radial data [68].
3.2.2 Self-Calibrated Radial GRAPPA

In through-k-space calibration, fully sampled k-space segments are utilized to obtain kernel observations, the geometries of individual kernels used to compute a distinct weights set are similar to one another but not identical. In this work, we also exploit the idea that weights computation can be accomplished using kernels with approximate geometries, yet we restrict the search for such kernels to the undersampled k-spaces of the actual accelerated scans. As a first step in accomplishing this goal, we reduce the GRAPPA kernel to a one-sided kernel by choosing to include the source points from only the acquired projection that is closer to the missing point. In other words, the number of source points as \(N_g=3\times2\) is reduced to \(N_g=3\times1\), which is referred to as “half-block” through-time radial GRAPPA (HB-TT-rGRAPPA) throughout this manuscript. Then, for any missing point in the k-space, the search for kernels with similar geometries is performed by sliding the \(N_g=3\times1\) source block point by point in the direction of the k-space center and checking whether the geometry is “similar” to original when this block is paired with a point, to serve as the target point, from another acquired projection, as shown in Figure 3.1c (red arrow). To be more specific, the measure of similarity between two kernels is the inverse difference of each kernel’s distance between the midpoint of the source block and the target point. After the undersampled k-space is searched in this manner, the most similar \(N_{\text{similar}}\) kernels are used to calibrate weights for the missing k-space point. Furthermore, the number of kernel occurrences is boosted via repetitions over time from multiple successive accelerated frames \((N_{\text{frames, acc}})\), similar to the through-time rGRAPPA calibration. Thus, the proposed rGRAPPA calibration method is called self-calibrated through-time radial GRAPPA (SC-TT-rGRAPPA). Figure 3.1 depicts the acquisition of the required training data for calibration directly from the undersampled data in detail.

To obtain kernel occurrences with better geometric similarity, one last modification is applied to radial GRAPPA as a variation in the k-space undersampling scheme. Considering a
fully-sampled radial grid with $N_\phi$ projections, only $N_{\phi,acc} = N_\phi / R$ projections are acquired per time frame in the accelerated scan. The density of sampling is doubled by alternating azimuthal positions of the acquired projections by $[R/2]$ in the fully sampled grid for every other frame. In other words, the angles of the projections differ by $[R/2] \cdot (\pi / N_\phi)$ in successive frames. Utilizing this alternating k-space trajectory results in roughly twice as many k-space samples to be used for weights calibration in SC-TT-rGRAPPA compared to the conventional acquisition scheme. Thus, kernel occurrences with better similarity and/or simply more occurrences with equivalent similarity can be obtained. The sequence modification is depicted in Figure 3.1, and will be referred to as “alternating k-space” throughout this work.
3.3 Methods

3.3.1 Data Acquisition

*In vivo* cardiac data were acquired under free breathing without ECG-gating from one healthy swine and normal human subjects (N=13). ACUC and IRB approval was obtained for all studies, as was informed consent. A modified bSSSP sequence with a metronome-like view ordering [68] to prevent eddy-current-induced artifacts was used as illustrated in Figure 3.1. Images were reconstructed with two distinct image matrix sizes at 128x128 and 192x192. The matrix size was determined by the number of samples in the readout, and double oversampling was employed in all scans with 256 or 384 samples per readout. For scans resulting in both image matrix sizes, a variety of settings for $N_\phi$ (number of projections in a fully sampled calibration scan) and $R$ (acceleration factor) was used in data acquisition. Specifically, 128x128 images were produced from scans that used $N_\phi = [128, 144]$, and 192x192 images were produced from scans that used $N_\phi = [192, 216, 224, 256]$. Throughout this manuscript, scans resulting in 128x128 and 192x192 images are referred to as *Standard Resolution* and *High Resolution*, respectively. Field-of-view (FoV) was held constant at 250 mm$^2$ for all experiments, yielding spatial resolutions of 1.95x1.95mm$^2$ (*Standard Res*) and 1.30x1.30mm$^2$ (*High Res*).

3.3.2 Animal Studies

For accurate estimation of GRAPPA weights that represent solely the interrelation of coils’ sensitivity profiles with one another, motion during Through-time Radial GRAPPA calibration is necessary. Computing the weights from temporal replicas of the same image information inevitably copies information from this stationary image into the GRAPPA weights, biasing reconstruction towards the calibration image, and hence, no stationary phantom studies were carried out in this work. Instead, a comprehensive *in vivo* imaging study was performed on
one healthy swine on a 1.5T scanner (Avanto, Siemens Medical Solutions, Erlangen, Germany). Standard chest (2x3=6) and spine (3x3=9) arrays yielding a total of $N_c=15$ receiver coils were used. Other scan parameters were: Slice thickness=7.0mm, flip angle=50°, Standard Res/High Res TR=2.8/3.2 ms, and TE=TR/2. The effect of various acquisition and reconstruction parameters on the performance of the proposed technique was measured. Gold-standard reference images were reconstructed with $N_{frames\_full}=400$ fully sampled calibration frames using $N_{seg}=1x1$ (i.e. no through-k-space calibration) as in [34]. Three short-axis (SAX) slices and one horizontal long-axis (LAX) slice were imaged. Defining $R_{cart}=N_{PE}/N_{\phi,acc}$ as the acceleration rate w.r.t a fully sampled Cartesian scan, the following combinations of $[N_{\phi}; R; R_{cart}]$ were used in scanning. Standard Res: $[N_{\phi}=128; R=8; R_{cart}=8]$, $[N_{\phi}=144; R=6; R_{cart}=5.3]$, $[N_{\phi}=144; R=9; R_{cart}=8]$ and $[N_{\phi}=144; R=12; R_{cart}=10.7]$. High Res: $[N_{\phi}=192; R=8; R_{cart}=8]$ and $[N_{\phi}=192; R=12; R_{cart}=12]$. All accelerated scans were performed using both the conventional k-space and the alternating k-space (Fig. 3.1) trajectories.

To determine the effects of the self-calibration parameters, several different reconstructions were performed using a variety of $N_{similar}$ and $N_{frames\_acc}$ values for each scan. Specifically, $N_{similar}$ values were set to $[1,2,4,6,8]$, and $N_{frames\_acc}$ was varied between 6 and 120. The evaluation criteria used was chosen to be the normalized root-mean-square-error (RMSE) with respect to the reference TT-rGRAPPA reconstructions ($N_{seg}=1x1$, $N_{frames\_full}=400$). TT-rGRAPPA and HB-TT-rGRAPPA reconstructions with $N_{seg}=4x1$ ($N_{frames\_full}=80$) and $N_{seg}=16x4$ ($N_{frames\_full}=6$) were also included in the comparison of the images reconstructed by SC-TT-rGRAPPA. The RMSE values were then used to choose the optimal parameters for SC-TT-rGRAPPA.
3.3.3 Normal Human Subject Studies

The human subjects were divided into two sets. For first set of subjects (N=8), short-axis cardiac images were acquired on a 1.5T scanner (Avanto, Siemens Medical Solutions, Erlangen, Germany). Scan parameters were: \( N_c = 15 \) (same coil configuration as in the animal studies), slice thickness=8.0mm, flip angle=45°, Standard Res/High Res TR=2.8/3.2 ms, and TE=TR/2. Imaging was performed using the same set of \([N_\phi; R; R_{\text{cart}}]\) combinations as in the swine study with the exception of \([N_\phi = 128; R = 8; R_{\text{cart}} = 8]\). Only the alternating k-space trajectory was employed. For each subject, a stack of 12 adjacent slices were scanned in a sequential manner where each slice was imaged between 5 to 10 seconds to insure coverage through one complete respiratory cycle. In addition, for one mid-ventricular slice, calibration data with 400 fully sampled frames as in the swine study were acquired to enable gold-standard TT-rGRAPPA reconstructions and hence, computation of RMSEs in the SC-TT-rGRAPPA reconstructions.

The second set of normal subjects (N=5) was imaged at a 1.5T scanner (Aera, Siemens Medical Solutions, Erlangen, Germany) using combinations of standard chest and spine receiver arrays yielding a larger number of total coils \((N_c = 20-30)\), which permitted imaging at higher acceleration rates and resolution. Other scan parameters were: slice thickness=6.0mm, flip angle=70°, Standard Res/High Res TR=2.7/3.1 ms, and TE=TR/2. In addition to the \([N_\phi; R; R_{\text{cart}}]\) combinations utilized in the first set of human studies, combinations of \([N_\phi = 216; R = 12; R_{\text{cart}} = 10.7]; [N_\phi = 224; R = 14; R_{\text{cart}} = 12]; [N_\phi = 256; R = 16; R_{\text{cart}} = 12]\) and \([N_\phi = 192; R = 16; R_{\text{cart}} = 16]\) were also used for the High Resolution scans with 192x192 final image matrix. For each subject, one short-axis slice and one long-axis slice were imaged using the alternating k-space trajectory.
3.3.4 Image Reconstruction

All image reconstruction was carried out in MATLAB (MathWorks Inc., Natick, MA) and used non-uniform FFT [9,148] for gridding. For TT-rGRAPPA and HB-TT-rGRAPPA, GRAPPA weights were computed via the SVD-based pseudo-inverse (i.e. `pinv()`), whereas Tikhonov regularization with a constant Tikhonov $\lambda$ per image depending on image resolution ($1e^{-06} \leq \lambda \leq 6e^{-06}$) was utilized in the calibration of the weights for SC-TT-rGRAPPA. The addition of regularization suppressed noise in the SC-TT-rGRAPPA calibration as further explained in the discussion, and helped improve image quality. SC-TT-rGRAPPA calibrations using $N_{\text{frames,acc}} = [10, 20, 120]$ for $[N_{\phi}=144; R=9]$ and $[N_{\phi}=192; R=8]$ scans took [130, 148, 238] and [244, 263, 440] seconds on average on our dual-socket six-core Intel Xeon E5-2620 v2 at 2.10 GHz system, respectively. Furthermore, due to the alternating view ordering, residual image artifacts changed every other frame, which presented itself as a high-frequency flicker. Hence, a low-pass temporal filter the following parameters was applied: passband frequency=$0.90 \, \omega$, stopband frequency=$0.98 \, \omega$, allowed passband ripple=1 dB and stopband attenuation=60 dB.
3.4 Results

3.4.1 Animal Studies

Figure 3.2 shows example images from the swine heart in both end-systole and end-diastole acquired with the alternating k-space trajectory. Images reconstructed from all three methods using fully sampled calibration data look very similar to one another. “Half-block” through-time radial GRAPPA reconstructions are almost identical to those of the standard TT-rGRAPPA with less apparent grainy noise. This could be attributed to the fact that the linear system in the calibration for HB-TT-rGRAPPA weights is twice as over-determined as the one in TT-rGRAPPA. Using a larger segment size (i.e. $N_{seg}=16\times4$) also does not result in a major difference expect some slight blurring in smaller structures such as the papillary muscles. On the right-most column, images reconstructed with the proposed SC-TT-rGRAPPA method are shown. $N_{frames,acc}=100$ was used, which corresponds to 4.4 and 7.7 seconds of real-time imaging for the standard and high resolution scans, respectively. The images reconstructed with the self-calibrated method are comparable to images from the other reconstructions. There is visible CNR degradation and some loss of structures near the periphery, but the heart is well visualized with good delineation of the myocardium.

3.4.1.1 Quantitative Analysis of Image Quality

Figure 3.3 shows plots of the RMSE values in the SC-TT-rGRAPPA reconstructions for each scan of the central short-axis slice acquired with the alternating trajectory from the swine experiment when different self-calibration parameters are used. As expected, RMSE decreases monotonically with the number of undersampled frames used in the weights calibration except for $N_{similar}=8$. Similarly, RMSE decreases as $N_{similar}$ increases with the exception at $N_{similar}=8$. For small values of $N_{frames,acc}$ (<30), reconstructions with 8 similar kernels may outperform
those with smaller $N_{similar}$ values since the weights calibration system will be only slightly overdetermined with fewer number of kernels, however, $N_{similar}=8$ does not yield the lowest RMSE for higher values of $N_{frames,acc}$. The unexpected behavior of the RMSE versus $N_{frames,acc}$ when $N_{similar}=8$ is used may suggest that kernel geometries are not sufficiently similar to the original kernel geometry beyond the first 6 similar kernels that are obtained from the undersampled k-space. With an abundance of the frames used in calibration, $N_{similar}=6$ yields the optimal reconstructions with the lowest RMSE except for $N_{\phi}/R=144/6$ where $N_{similar}$ values of 2, 4 and 6 produce indistinguishable results. Hence, $N_{similar}=6$ is chosen as the optimal value for the SC-TT-rGRAPPA reconstructions in the results presented in the remainder of this manuscript.

Table 3.1 displays RMSEs of SC-TT-rGRAPPA reconstructions with $N_{similar}=6$ and $N_{frames,acc}=120$ as well as RMSEs of the standard TT-rGRAPPA and HB-TT-rGRAPPA reconstructions for scans in the swine experiment. RMSEs are averaged across slices with the standard deviations averaged in percentage relative their corresponding means prior to averaging. Switching from the regular to the alternating k-space trajectory, there is a noticeable decrease in RMSE for the self-calibrated reconstructions. RMSEs of SC-TT-rGRAPPA reconstructions further increase as the acceleration rate increases as expected. Moreover, RMSEs for $N_{\phi}=192$ are higher than those for the standard base resolution for all reconstructions. Table 3.1 also illustrates the feasibility of the proposed half-block rGRAPPA method.

### 3.4.2 Healthy Volunteer Studies

Figure 3.4 shows short-axis images from a healthy subject in both end-systole and end-diastole for all of the accelerated scans acquired with the alternating trajectory. Images reconstructed with SC-TT-rGRAPPA are qualitatively comparable to those reconstructed with TT-rGRAPPA except a subtle loss in blood-to-myocardium contrast that is more visible at $R=12$. Figure 3.5 and Figure
3.6 show human images of 10 short-axis slices from base to apex at end-diastole and end-systole for $N_{\phi}/R = 144/9$ and $N_{\phi}/R = 192/12$ respectively. The image quality of SC-TT-rGRAPPA reconstructions is consistent across slices, with the CNR loss more apparent in the systolic frames. Figure 3.7 displays SC-TT-rGRAPPA reconstructions from human data acquired with $N_{\phi}/R = 144/9$ and $N_{\phi}/R = 192/12$ where every other frame from a complete cardiac cycle is shown for each. While the $N_{\phi}/R = 192/12$ reconstruction appears to have noticeably degraded image quality compared to $N_{\phi}/R = 144/9$, the increase in RMSE is not excessive. Figure 3.8 shows end-diastolic images from a healthy subject imaged with a larger array of receiver coils and under greater acceleration factors ($R \geq 12$). Using larger receiver arrays permit acceleration factors as high as $R = 16$ for the standard TT-rGRAPPA technique. Although there is visible loss of SNR and slight residual streaking, SC-TT-rGRAPPA reconstructions at these acceleration rates are still feasible.
3.5 Discussion and Conclusion

3.5.1 Comparison to Standard Radial GRAPPA

The images reconstructed with the proposed self-calibrated radial GRAPPA method presented in this work demonstrate the feasibility of real-time free breathing cardiac imaging without the need for separate training data. In the self-calibrated reconstructions from the animal scans, the mean RMSE averaged over 4 slices had a maximum of 5.60% with respect to the gold standard TT-rGRAPPA reconstructions. The images reconstructed with the proposed self-calibrated method do exhibit discrepancies when visually compared to their TT-rGRAPPA counterparts, yet image quality is preserved for most CMR applications. The difference in reconstruction quality is more distinguishable in the short-axis slice from the swine study. This may be due to the greater dynamic range of signal intensity and/or the effect of the coil configuration in that orientation. Figure 3.4 demonstrates the successful visualization of the myocardium with SC-TT-rGRAPPA for various acceleration rates. At $R=12$, blood-myocardium contrast is decreased yet should still be adequate for delineation of the endocardial border. The papillary muscles in the left ventricle are also reconstructed with good definition.

The data in Figure 3.3 suggests that $N_{\text{similar}}=6$ is the optimal number of similar kernels for the extent of this study, and with a $N_T=3\times1$ kernel, 100 accelerated frames are sufficient for accurate weight estimation in SC-TT-rGRAPPA. For a temporal footprint per image of ~44 msec, this corresponds to <5 sec per slice. For higher resolution imaging, a maximum of 8 sec per slice is needed. Assuming that the left ventricle can be covered with 12 slices, a function study could be completed in one to two minutes depending on desired resolution and without any gating or breath-holding. Since real-time scans usually span at least one complete respiratory cycle to ensure acquisition of an end-expiration beat, this is close to the minimum scan duration. Though further studies are needed to determine the clinical utility of this technique, this is an exciting scenario that could lead to the widespread usage of SC-TT-rGRAPPA in situations in which
breath-holding is not feasible. Figures 3.5 and 3.6 illustrate the feasibility of such time-efficient whole heart imaging with multiple short-axis slices from base to apex reconstructed with both TT-rGRAPPA and SC-TT-rGRAPPA. SC-TT-rGRAPPA-reconstructed images appear noisier compared to the TT-rGRAPPA reconstructions, however image quality is consistent across all slices.

Based on the RMSEs shown in Table 3.1, it can be argued that SC-TT-rGRAPPA is sub-optimal to TT-rGRAPPA even when few fully sampled calibration frames are used with a larger segment size (i.e. $N_{seg}=16 \times 4$, $N_{frames\_full}=6$), and thus, it may not provide value and clinical utility over TT-rGRAPPA. However, it is important to bear in mind that there is no real ground truth when computing the RMSEs as we are simply restricted to a subjective gold standard in the form of TT-rGRAPPA reconstructions using $N_{seg}=1 \times 1$ and $N_{frames\_full}=400$. The RMSE-based comparison between SC-TT-rGRAPPA and the standard TT-rGRAPPA is therefore biased towards TT-rGRAPPA (with $N_{seg}=16 \times 4$ and $N_{frames\_full}=6$) since the RMSEs for TT-rGRAPPA is computed with respect to a reconstruction of the same type with the only discrepancy being the larger segment size. Moreover, even though TT-rGRAPPA with $N_{seg}=16 \times 4$ may require a calibration scan of only 2-4 seconds, it is still considerably disruptive given that it needs to be repeated for any change in slice position or orientation during imaging.

### 3.5.2 Image Quality versus Acceleration Factor

The results presented in this work suggest that the acceleration rate ($R$) is a major factor that hinders the performance of SC-TT-rGRAPPA as in any other parallel imaging technique. Table 3.1 shows the systematic increase in RMSE as $R$ increases for both standard and high resolution scans. This is expected since as $R$ increases, the undersampled k-space from which kernels with similar geometry are obtained gets sparser, and thus, the assumption that the geometries of the kernels from which weights are calculated are similar enough to the ideal geometry starts to break.
down. Considering the reconstructions from scans using the alternating trajectory, the steepest increase in RMSE is at the jump from $R=6$ to $R=9$, which is consistent with our observations that SC-TT-rGRAPPA on 6-fold undersampled data yield images not easily distinguishable from their TT-rGRAPPA counterparts whereas the images reconstructed by the two methods appear visibly different for acceleration rates of $R \geq 8$. Also, even though the increase in RMSE from $R=9$ to $R=12$ may not seem significant with a mean of 0.32 %, the reference images for $R=12$ are already inferior to those of $R=9$ in overall image quality, and thus, the self-calibrated reconstructions at higher accelerations rates may appear with poorer quality than expected.

3.5.3 Technical Considerations

Due to the alternating view ordering, residual image artifacts changed every other frame, which presented itself as a high-frequency flicker. A low-pass filter successfully removed these artifacts. Though this may have lead to a loss of very high frequency cardiac dynamics, its effect on diagnostic quality of imaging was minimal [24]. For example, an accelerated scan with image sampling rate of 23Hz (44ms/frame) can capture about 10 frequency harmonics on a subject with heart rate of 70 bpm, and the low-pass filter used here would reduce that to 9 harmonics. Setser et al. [24] showed that decreasing the captured harmonics from 10 to 8 only yields less than 2% and 3% deviation in the computations of left ventricular volume and ejection fraction, respectively. The temporal filter used in this work would lead to smaller deviation in these metrics. The design of a low-pass filter with a higher passband to allow more frequency harmonics can also be considered.

The source and target data points used in any GRAPPA calibration process are assumed to represent samples of k-space of the same object. For standard TT-rGRAPPA, this data is acquired within a narrow temporal window spanning less than one undersampled frame. However, the data used for calibration in SC-TT-rGRAPPA has a broader temporal window,
since two contiguous undersampled frames are combined into a single k-space when alternating trajectory is utilized. The source-target pairing includes points that are acquired more than one image apart, permitting more motion with possible deterioration of the estimation process. More specifically, in TT-rGRAPPA, the sampling times of the source points and the target point within the same kernel vary roughly between TR and \((R-1)\cdot TR\), where TR is the time it takes to acquire one projection. On the other hand, this time difference can be as great as \(2\cdot N_{\phi,acc}\cdot TR\) for SC-TT-rGRAPPA calibration. This discrepancy may be in part responsible for the increased RMSEs observed between the two techniques.

In standard TT-rGRAPPA, GRAPPA weights are computed using MATLAB’s implementation of the SVD-based pseudo-inverse (i.e. \texttt{pinv()}). When GRAPPA weights were computed similarly using \texttt{pinv()} for SC-TT-rGRAPPA, the reconstructed images appeared noisier than images reconstructed with the standard approach. Investigation of the condition numbers of each reconstruction, an indicator for inversion stability and noise amplification, revealed that the condition numbers for the SC-approach were indeed higher than for standard TT-rGRAPPA, and markedly so for higher acceleration rates. To ameliorate these effects, which were more apparent at higher acceleration rates, Tikhonov regularization was incorporated into the reconstruction at the expense of contrast and blurring. However, the determination of the factors leading to noise enhancement as well as optimizing the choice of Tikhonov \(\lambda\) are subjects of further research. Also, due to the radially decreasing SNR, it may prove to be beneficial to parametrize \(\lambda\) as a function of radial position to achieve a more optimal regularization.

Having a higher number of coils for reconstruction increased maximum achievable acceleration rate, further improving temporal resolution as observed in the two subsets of normal subjects. However, the addition of coils increases the number of weights to be determined, and can increase the number of undersampled frames required to achieve a sufficiently overdetermined system for accurate estimation of weights. Nevertheless, to achieve aggressive acceleration rates \(R \geq 12\), more coils were advantageous and necessary.
3.5.4 Half-Block Radial GRAPPA

Aside from a novel self-calibration method for radial GRAPPA, this work also introduces an alternative for the standard through-time radial GRAPPA, namely, half-block through-time radial GRAPPA as depicted in Figure 3.1. HB-TT-rGRAPPA utilizes only one acquired projection to reconstruct the nearest missing projections in its neighborhood whereas rGRAPPA and TT-rGRAPPA use the acquired projections on either side. Note that as the undersampling factor grows, the angular spread between acquired projections in the accelerated scan increases. Thus, when standard radial GRAPPA is employed, missing projections are primarily closer to one of the two acquired projections, the source points on the further projection are relatively far from the target points and may not yield significant contribution in the estimation process. Therefore, the discrepancies between the images reconstructed with standard radial GRAPPA and half-block radial GRAPPA are small with only 0.19% increase in RMSE, on average (Table 3.1). Since the size of the weights set is reduced in half, HB-TT-GRAPPA is less prone to overfitting when the least-squares problem is not sufficiently overdetermined. The feasibility of half-block radial GRAPPA is demonstrated by comparison to standard radial GRAPPA in Figure 3.2. Also, HB-TT-rGRAPPA and standard TT-rGRAPPA exhibit indistinguishable RMSE values and images at higher resolutions. Hence, for these scans the half-block approach could be used to reduce the pre-calibration scan duration if necessary. HB-TT-rGRAPPA may also benefit from larger kernels (e.g. \( N_k = 5 \times 1 \)) to increase reconstruction accuracy though that also remains a subject for future work.

3.5.5 Extensions and Future Work

The herein-proposed self-calibrated radial GRAPPA method has potential to be translated into clinic with a real-time reconstruction implementation as similarly demonstrated for the standard through-time rGRAPPA [107]. Since the weights calibration and image reconstruction can be
decoupled and made asynchronous in a parallelized framework [107,143], real-time display of images can start rapidly. Figure 3.3 shows that with \( N_{\text{similar}} = 6 \) and 10 undersampled frames (~330-660 ms for Standard Res.), images with decent quality can be reconstructed, and with more time to obtain ~100-120 undersampled frames, well within the duration of one respiratory cycle, for the more accurate weights calibration, image quality would progressively improve. As a final consideration, the proposed approach for calibration can be directly extended to the 3-dimensional through-time radial GRAPPA technique [78,149], which could make 3D real-time procedure guidance feasible.

3.5.6 Conclusion

The self-calibrated through-time radial GRAPPA technique presented in this work demonstrates the feasibility of image reconstructions from aggressively undersampled radial data in the specific application of free breathing non-gated cardiac imaging without the need for additional calibration data. Employing undersampling factors ranging from 6 to 16, real-time cardiac images with frame rates as high as 30 (33 ms/image) and 26 (38 ms/image), at spatial resolutions of 1.95 mm\(^2\) and 1.30 mm\(^2\) respectively, are demonstrated without using additional scan time for calibration. The proposed self-calibrated radial GRAPPA method may be applicable in other real-time imaging scenarios where a separate calibration scan is not an option.
Figure 3.1. Depiction of the through-k-space portion of various radial GRAPPA calibration methods. Dashed boxes contain GRAPPA kernels with source (blue) and target points (red). The solid blue lines in a and b show segment size for calibration. The acquisition of training data directly from the undersampled k-space for self-calibration is depicted in c as 2 kernels towards the k-space center (with green target points) are used kernel replicates to calibrate the weights for the actual kernel (with red target point). The modified “alternating k-space” acquisition is shown in d for a $R=4$ accelerated scan. The azimuthal positions of the acquired projections are increased by $|R/2| \cdot \Delta k_{\phi}$ (red arrows) every other frame where $\Delta k_{\phi}$ is the azimuthal angle between consecutive projections in the fully sampled k-space. The metronome-like view ordering to avoid eddy current effects is also depicted (black arrows).
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<td><img src="image11" alt="Images" /></td>
<td><img src="image12" alt="Images" /></td>
</tr>
</tbody>
</table>

**Figure 3.2.**

- **a:** Example images from a normal swine reconstructed from 9-fold undersampled data ($N_\phi = 144$, $N_{\phi,acc} = 16$) with a spatial resolution of 1.95x1.95 mm$^2$ and a temporal resolution of 44.3 ms/frame. For SC-tt-rGRAPPA, a total of 100 undersampled frames (~4.4 sec) and $N_{similar} = 6$ were used in calibration.

- **b:** Same as in (a) except data was 8-fold undersampled ($N_\phi = 192$, $N_{\phi,acc} = 24$) with a spatial resolution of 1.30x1.30 mm$^2$ and a temporal resolution of 77.5 ms/frame. Alternating trajectory was used in both scans.
Figure 3.3. **a:** Example end-diastolic images of a short-axis slice from a normal swine. Reconstructed images from data with various undersampling factors are shown. For self-calibrated TT-rGRAPPA, 100 total undersampled frames and $N_{\text{similar}} = 6$ were used in weights calibration. $\Delta t$ denotes the temporal footprint of the images. **b:** End-diastolic images of a long-axis slice from the same swine acquired and reconstructed in the same manner as in (a). Alternating k-space was employed in all scans.
Figure 3.4. RMSE values of self-calibrated radial GRAPPA reconstructions of data acquired from a short-axis slice through a swine heart. Six different accelerated scans of varying resolution and acceleration rate (R) are shown. All acquisitions used the alternating k-space view ordering. RMSEs are plotted with respect to the number of accelerated frames used in calibration ($N_{\text{frames acc}}$) with different colors of lines corresponding to various $N_{\text{similar}}$ values. Top horizontal axes indicate the lengths of the accelerated scans used in weights calibration in seconds. $N_{\text{similar}}=6$ yielded the results with the lowest error. Greater values of $N_{\text{similar}}$ lead to overfitting resulting in error that increased as more accelerated frames were used in calibration.
Figure 3.5. Example images from a human short-axis slice reconstructed with both standard TT-rGRAPPA and self-calibrated TT-rGRAPPA (SC-TT-rGRAPPA) are displayed. Images from data with various undersampling factors are shown. For SC-TT-rGRAPPA, 180 total undersampled frames and $N_{similar} = 6$ were used in weights calibration. $\Delta t$ denotes the temporal footprint of the images. Alternating k-space was employed in all scans.
Figure 3.6. Example end-diastolic and end-systolic images of 10 adjacent short-axis slices (basal to apical) acquired from a human subject. Multiple slices were scanned sequentially with the alternating k-space trajectory in accelerated fashion where data was 9-fold undersampled ($N_{\phi}=144; R=9$) yielding a spatial resolution of 1.95x1.95 mm$^2$ and a temporal resolution of 44.3 ms/frame. Images were reconstructed with both standard TT-rGRAPPA and self-calibrated TT-rGRAPPA.
Figure 3.7. Example end-diastolic and end-systolic images of 10 adjacent short-axis slices (basal to apical) acquired from a human subject. Multiple slices were scanned sequentially with the alternating k-space trajectory in accelerated fashion where data was 12-fold undersampled ($N_\phi=192$, $N_{\phi,acc}=16$) yielding a spatial resolution of $1.30\times1.30$ mm$^2$ and a temporal resolution of 51.7 ms/frame. Images were reconstructed with both standard TT-rGRAPPA and self-calibrated TT-rGRAPPA.
Figure 3.8. Example images from a human short-axis slice reconstructed with the proposed self-calibrated through-time radial GRAPPA (SC-TT-rGRAPPA) method using $N_{\text{similar}} = 6$ and $N_{\text{frames_acc}} = 180$. Image series where every other frame from successive frames over one cardiac cycle are displayed. RMSEs of images reconstructed with SC-TT-rGRAPPA are computed w.r.t the gold-standard through-time radial GRAPPA reconstructions with $N_{\text{seg}} = 1 \times 1$ and $N_{\text{frames_full}} = 400$. Alternating k-space was employed in both scans.
Figure 3.9. Example end-systolic and end-diastolic images from a short-axis slice of a healthy human subject reconstructed with both standard TT-rGRAPPA and self-calibrated TT-rGRAPPA are displayed. Images from accelerated scans with various undersampling factors ($R \geq 12$) are shown. $\Delta t$ denotes the temporal footprint of the images. Alternating k-space trajectory was employed in all scans.
Table 3.1. Comparison of RMSEs obtained after reconstructing for diverse resolution and acceleration factors tested on the normal swine. Data shown for Self-calibrated rGRAPPA reflects $N_{\text{frames_acc}}=120$. All values are relative to gold standard rGRAPPA calibrated with $N_{\text{frames_fs}}=400$ and $N_{\text{seg}}=1 \times 1$.

<table>
<thead>
<tr>
<th>$N_p$ (spat. res.)</th>
<th>Accel. Rate R</th>
<th>Standard TT-rGRAPPA</th>
<th>Half-Block TT-rGRAPPA</th>
<th>Self Calib. TT-rGRAPPA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{\text{seg}}=4 \times 1$</td>
<td>$N_{\text{seg}}=16 \times 4$</td>
<td>$N_{\text{seg}}=4 \times 1$</td>
<td>$N_{\text{simular}}=6$</td>
</tr>
<tr>
<td></td>
<td>$N_{\text{y}}=3 \times 2$</td>
<td>$N_{\text{y}}=3 \times 2$</td>
<td>$N_{\text{y}}=3 \times 1$</td>
<td>$N_{\text{y}}=3 \times 1$</td>
</tr>
<tr>
<td></td>
<td>$N_{\text{frames_full}}=80$</td>
<td>$N_{\text{frames_full}}=60$</td>
<td>$N_{\text{frames_full}}=80$</td>
<td>$N_{\text{frames_acc}}=120$</td>
</tr>
<tr>
<td></td>
<td>($\mu \pm \sigma$, %)</td>
<td>($\mu \pm \sigma$, %)</td>
<td>($\mu \pm \sigma$, %)</td>
<td>($\mu \pm \sigma$, %)</td>
</tr>
<tr>
<td>128 (1.95x1.9 5mm$^2$)</td>
<td>8</td>
<td>1.30±0.11</td>
<td>2.19±0.23</td>
<td>1.68±0.24</td>
</tr>
<tr>
<td></td>
<td>1.23±0.29</td>
<td>2.02±0.36</td>
<td>1.52±0.64</td>
<td>5.19±0.92</td>
</tr>
<tr>
<td>144 (1.95x1.9 5mm$^2$)</td>
<td>6</td>
<td>1.01±0.27</td>
<td>1.65±0.34</td>
<td>1.21±0.48</td>
</tr>
<tr>
<td></td>
<td>0.94±0.26</td>
<td>1.50±0.29</td>
<td>1.07±0.25</td>
<td>4.55±0.84</td>
</tr>
<tr>
<td></td>
<td>1.24±0.24</td>
<td>2.13±0.34</td>
<td>1.52±0.46</td>
<td>8.69±1.25</td>
</tr>
<tr>
<td></td>
<td>1.21±0.31</td>
<td>2.02±0.37</td>
<td>1.39±0.31</td>
<td>5.06±0.89</td>
</tr>
<tr>
<td></td>
<td>1.55±0.11</td>
<td>2.68±0.23</td>
<td>1.93±0.32</td>
<td>9.73±0.96</td>
</tr>
<tr>
<td></td>
<td>1.43±0.29</td>
<td>2.44±0.35</td>
<td>1.70±0.30</td>
<td>5.38±0.90</td>
</tr>
<tr>
<td>192 (1.3x1.3m$^2$)</td>
<td>8</td>
<td>1.66±0.13</td>
<td>2.15±0.17</td>
<td>1.68±0.32</td>
</tr>
<tr>
<td></td>
<td>1.68±0.21</td>
<td>2.14±0.23</td>
<td>1.65±0.20</td>
<td>5.25±0.68</td>
</tr>
<tr>
<td></td>
<td>2.11±0.18</td>
<td>2.85±0.22</td>
<td>2.23±0.36</td>
<td>9.02±0.90</td>
</tr>
<tr>
<td></td>
<td>2.04±0.34</td>
<td>2.72±0.37</td>
<td>2.06±0.33</td>
<td>5.65±0.81</td>
</tr>
</tbody>
</table>

rGRAPPA: radial GRAPPA; TT: Through-Time; Reg: Regular radial acquisition; Alt: Alternating k-space radial trajectory sequence;
4 **REAL-TIME FREE-BREATHING CARDIAC IMAGING**

**WITH SELF-CALIBRATED RADIAL GRAPPA AND A GOLDEN-ANGLE VIEW ORDER**
4.1 Introduction

The use of magnetic resonance imaging (MRI) as a tool to evaluate cardiac motion and myopathy has been an integral part of clinical procedures over the past few decades, and one of the more established uses of cardiac MRI is the measurement of cardiac function. Segmented cine imaging [29] is the conventional choice of method to this end; however, it is traditionally performed with ECG-gating during breath-hold. Much work aims at removing the need for breath holding, using of respiratory bellows, motion correction methods [42,43] and self-navigation [132] among many other techniques. Similarly, the need for ECG gating has been addressed with self-gated cine techniques with retrospective reconstruction [133]. Nevertheless, segmented ECG-gated breath-held cine imaging has continued to be the standard clinical approach.

Real-time MRI has is immune to cardiac or respiratory motion artifacts, and thus is feasible during cardiac arrhythmia and/or irregular breathing patterns. However, since real-time acquisitions require images to be reconstructed from very narrow temporal snapshots of data, k-space must be aggressively undersampled when imaging at clinically desired spatial resolution. For example, a target temporal footprint of about 50 msec limits the number of readouts that can be used to reconstruct an image frame to no more than 20 when a typical balanced steady-state free-precession (bSSFP) readout of TR≈2.5 msec is employed, and the high acceleration rate (R) has been the major obstacle against the adoption of the technique.

Various acceleration techniques have been explored in the context of real-time cardiac MRI. Standard parallel magnetic resonance imaging (pMRI) methods that utilize Cartesian k-space coverage such as SENSE or GRAPPA generally fail to achieve artifact-free images with sufficient spatial and temporal resolution, and thus, are not suitable for real-time cardiac function imaging. On the other hand, undersampling with non-Cartesian k-space trajectories, yield less coherent aliasing artifacts that are more tolerable. They are also more favorable for accelerated imaging because typical non-Cartesian trajectories oversample the SNR-rich center of k-space,
even under high rates of undersampling. To leverage such properties of non-Cartesian k-space coverage, extensions of SENSE [66] and GRAPPA [67,105] that accommodate non-Cartesian sampling have been proposed for real-time MRI. Among these, radial GRAPPA equipped with an improved GRAPPA weights calibration scheme [68] has gained particular interest due to the robustness of the image quality it offers under acceleration factors $\geq 8$.

Apart from parallel imaging, sparsity-driven techniques, such as compressed sensing (CS) [55], have been shown effective in reconstructing highly undersampled MRI data, and naturally have been applied to cardiac MRI individually and in combination with parallel imaging methods [82,93,94,150] to achieve the higher acceleration rates. Similarly, techniques that exploit spatio-temporal correlations, which require the implicit assumption of temporal sparsity, have also reported high acceleration factors for real-time cardiac MRI [58,136]. Though these techniques demonstrate high image quality, the assumption of temporal sparsity inevitably hinders their utility for certain applications where that assumption may not hold (e.g. cardiac arrhythmias). This assumption also weakens the real-time nature of these methods since a reconstructed image frame still depends on the acquired data for previous and even future frames that may be used as part of the overall process as an effort to enforce sparsity in the temporal dimension.

The temporal resolution, measured by the width of the time window of time during which all of the data is acquired to generate an image, is an important parameter for real-time MRI. Typically, temporal resolution is fixed and based on the number of lines of k-space acquired per Cartesian or non-Cartesian image. For radial sampling, a novel view ordering employing a golden-ratio-based increment per each new radial spoke was proposed to facilitate flexibility in choosing the temporal footprint of an image [97]. With this view ordering scheme, the azimuthal angle is incremented by $\sim 111.25^\circ$ for each new projection in a continuous manner, which ensures roughly uniform coverage of k-space for any arbitrary sequence of consecutive radial spokes.
Hence, with golden angle the temporal window (i.e. TR times the number of radial lines or spokes) can be chosen completely arbitrarily as desired.

Given such advantages, golden angle radial imaging can be highly useful in a real-time MRI setting, and though there have been multiple studies in accelerated MRI using the golden angle view ordering, these methods have not yet been translated to the clinic for real-time cardiac MRI applications. Techniques that leverage spatiotemporal sparsity (i.e. CS) and multi-coil correlations (i.e. parallel imaging) combined with golden-angle radial acquisition [96,151] have reported 2D cardiac images with diagnostic image quality and temporal resolution. However, as discussed earlier, the dependence on temporal sparsity necessitates the acquisition of data from multiple cardiac phases and respiratory cycles, limiting the flexibility gained via golden angle real-time imaging. There are other accelerated MRI techniques that are k-space coverage agnostic [66,71], but these methods have not demonstrated acceleration factors $\geq 6$ with success.

Radial GRAPPA with an improved calibration scheme [68] has been shown to achieve adequate image quality in cardiac MRI in the presence of undersampling factors $\geq 8$, though it necessitates multiple fully-sampled k-space frames for calibration, which limits the use of the technique. Moreover, the weights calibration framework requires the calibration data to be sampled on the exact same azimuthal angles as that of the accelerated frames, after being filling with estimated projections. Therefore, radial GRAPPA, designed for the view ordering scheme that acquires every 1 out of $R$ adjacent radial projections, cannot be directly applied to radial data acquired with the golden-angle view order.

A recently proposed self-calibrated version of radial GRAPPA [108], which uses the sequence of previous accelerated frames itself to carry out the weights calibration, demonstrated the possibility of successful weights calibration from GRAPPA kernels that are extracted from arbitrary k-space regions provided the kernels are similar in geometry to the target GRAPPA kernel. This work extends this radial GRAPPA calibration technique to be utilized in accelerated
radial imaging with acquired projections on arbitrary azimuthal locations and demonstrates the feasibility of real-time cardiac MRI using the golden-angle radial view ordering.
4.2 Theory

4.2.1 Standard Radial GRAPPA versus Half-Block Self-Calibrated Radial GRAPPA

Standard radial GRAPPA weights sets used in the estimation of points missed due to undersampling are calculated from fully and sequentially sampled data acquired in advance. With self-calibration, the undersampled data itself is used for weights set determination. With radial GRAPPA [67], only every 1 out of $R$ consecutive radial projections is acquired for the accelerated frames and the missing $R-1$ projections are estimated. Typically, the GRAPPA kernel (or block) of size $B_{\text{read}} \times B_{\text{proj}} = 3 \times 2$ estimates every missing point’s signal on an accelerated frame as a weighted sum of the signals of $B_{\text{read}}$ points on both of the surrounding acquired radial projections (source projections). Conversely, “half-block” radial GRAPPA (HB-rGRAPPA) [108], uses $B_{\text{proj}} = 1$ and a $3 \times 1$ block, estimating the signal at a missing point using only the closest acquired projection on either side. The half-block kernel facilitates the collection of geometrically “similar” kernel occurrences (or repetitions) for weights set estimation during self-calibration as finding occurrences of kernels using a single source projection is easier than that of the traditional GRAPPA kernel with two source projections. We define kernel similarity as the inverse of the distance (in k-space) between the mid-point of the source block and the target point.

During half-block weights set estimation, the distances between all acquired points and all other points on the same projection are examined to determine the most similar $3 \times 1$ source kernels, with typically 6-8 source kernels used for calibration. This comprises the “through-k-space” search for source-target pairs as a first step in increasing the number of viable kernel occurrences available for weights set estimation, and ultimately reducing the number of frames needed for calibration. The number of kernel occurrences is further increased with data from
multiple successive accelerated frames, acquired before the accelerated frame that contains the missing point. This constitutes the “through-time” component of the weights calibration process.

4.2.2 Self-Calibrated Radial GRAPPA for Golden-Angle View Order

Any arbitrary sequence of consecutive projections based on the golden-angle view ordering has two or three distinct azimuthal gaps between adjacent projections [97]. The unsampled projections are chosen to lie integer multiples of $\Delta_{\text{angle}}$ degrees apart from the acquired projection that precedes them on the azimuthal dimension, with $\Delta_{\text{angle}} = \frac{180}{N_{\phi}}$ where $N_{\phi}$ is the number of projections in a fully sampled grid in the conventional radial view ordering case. This scheme of generating the locations of missing projections dictates that all azimuthal gaps on the final reconstructed k-space are equal with the exception of the gap between each acquired projection and the missing projection that comes right before it as depicted in Figure 4.1. Such uniformity leads to a more efficient coverage of k-space and assures that the number of projections estimated with radial GRAPPA are at a minimum while globally satisfying a maximum angle gap criterion. For a target image matrix of $N_y \times N_y = 128 \times 128$, $N_{\phi}$ must be chosen greater than $\frac{\pi}{2} \times 128 \approx 200$ in order to satisfy the Nyquist criterion throughout k-space, however, it has previously been shown that images can be reconstructed free of streaking artifacts using $N_{\phi}$ values of 128 or 144 [68,107,108], resulting in typical $\Delta_{\text{angle}}$ values of 1.40625° and 1.25° respectively. Finally, as in the original half-block radial GRAPPA reconstruction, the source blocks for missing projections reside on the acquired projection closest to them along the azimuthal dimension.

The golden-angle view ordering strategy is further different than conventional radial imaging view ordering from the perspective of collecting kernel repetitions for Half-block radial GRAPPA due to the fact that no single projection angle is ever repeated in the entire sequence of projections, which removes the possibility of utilizing the “through-time” and “through-k-space”
dimensions of the process as two separate components where the total number of kernel repetitions for calibration is determined in a multiplicative manner [108]. Given that more than $B_{\text{read}} \times N_c$ kernel repetitions are required for the GRAPPA calibration system to be over-determined, the exploration for similar kernels needs to be extended beyond confining the source block to reside on the same projection. To this end, the range of candidate projections, on which the source blocks can reside, is extended to include the previous $N_{\text{proj_calib_source}}$ projections acquired before the source projection of the missing point where GRAPPA weights are to be calibrated. Then, for each one of the $N_{\text{proj_calib_source}}$ potential source projections, $N_{\text{kernel_proj_window}}$ projections around this projection, based on the time acquired, are included in the search for target points that may form kernels of desired similarity, ensuring that the data in each kernel repetition may have a maximum temporal footprint of $rac{N_{\text{kernel_proj_window}} \times \text{TR}}{2}$ where TR is the readout repetition time. The value of this temporal footprint needs to be comparable, if not less than, to that of the accelerated frames for the GRAPPA calibration process to be meaningful. The other important parameter in the kernel repetition search is $D_{\text{kernel_max}}$ which is defined as the maximum allowed magnitude (in the $k_x$-$k_y$ space) of the vector difference between the original GRAPPA kernel and the candidate kernel normalized by $\Delta k_{\text{readouts}}$, distance between adjacent readout points, where the mid-point of the source block and the target point denote the starting and terminal point of a GRAPPA kernel vector respectively. $D_{\text{kernel_max}}$ values smaller than 1 ensure that the loss in weights accuracy may not yield visible imperfections on the image level.

The process of obtaining the kernel occurrences for weights calibration is depicted in Figure 4.2.

One additional set of modifications to this scheme of collecting calibration data is to confine the source block for candidate kernel occurrences to reside in a certain neighborhood around the source block of the original kernel. To this end, similar kernels were excluded from the calibration system if they resided on projections further than $\Delta \text{angle_source_max}$ degrees from the source projection of the original kernel. Similarly, candidate kernels were only included for
weights calibration if the center source point resided within a neighborhood of \( \Delta_{\text{readout source, max}} \) readout samples around the center source point of the original kernel with respect to their radial (readout) position. This enforces signal power, and thus, signal-to-noise ratio (SNR), similarity along the repetitions of the GRAPPA calibration system and helps stabilize the estimation process. This measure was deemed necessary given that kernel repetitions could generally arise from all regions of k-space, including those that have wildly different SNR levels than that of the source block in the acquired projection.
4.3 Methods

4.3.1 Simulations

To extract quantitative measures of image quality, a real-time free breathing bSSFP cardiac MRI scan was simulated using the numerical cardiac MRI phantom MRXCAT [112], which is based on the XCAT phantom [152,153] that delivers realistic tissue masks that can be parameterized for motion. Specifically, MRXCAT was utilized to generate 600 successive frames of a torso in free breathing with each frame having a temporal footprint of ~24msec where such artifact-free frames were generated via a Cartesian CINE MRI simulation (using MRXCAT). These frames were then sampled with the MRI operators provided in an open-source Matlab toolbox [148] to generate the k-space projections stream for the radial Golden-Angle trajectory that is of interest in this work.

The MRI scan and external parameters of the simulation were: TR=3.0 msec, samples on a projection ($N_{\text{Readout}}$) = 256, field of view (FoV) = 400x400 mm$^2$, resolution = 1.56x1.56x7.0mm$^3$, flip angle=60°, image matrix=256x256, $N_C$=16 receiver channels, SNR=20 dB, average heart rate=64 bpm, respiratory period=5 sec. Acceleration rate was varied to have number of projections on an accelerated frame, $N_{\phi,\text{acc}}$, between 12 and 32, which led to temporal footprints between 36 and 96 msec. In comparison, direct non-uniform FFT (NUFFT) [9] and iterative SENSE [66,154] reconstructions were performed and normalized root mean square error (nRMSE) values with respect to the ground truth were calculated for each reconstructed frame.

4.3.2 Volunteer Studies

In vivo cardiac data were acquired under free breathing from N=2 healthy human volunteers. Informed consent was received for all experiments in accordance with the IRB approval. One volunteer was scanned on a 1.5T scanner (Aera, Siemens Medical Solutions, Erlangen, Germany) with the following parameters: $N_C$=36, resolution=2.03x2.03x7.0mm$^3$, flip angle=50°,
Another volunteer was scanned on a 1.5T scanner (Avanto, Siemens Medical Solutions, Erlangen, Germany) with the following parameters: \(N_c=30\), resolution=1.72x1.72x7.0mm\(^3\), flip angle=45°, TR=2.9ms, \(N_{\text{Readout}}=256\), FoV=220x220mm. Both volunteers were scanned in the cardiac short-axis (SAX) orientation, and the second volunteer (Avanto) was additionally scanned in the vertical and horizontal long-axis (LAX) orientations.

### 4.3.3 Image Reconstruction

All image reconstruction was performed in MATLAB (MathWorks Inc., Natick, MA) and gridding of k-space data back to image domain was carried out via NUFFT using an open-source toolbox [148]. For the proposed radial GRAPPA reconstruction, GRAPPA weights were computed using Tikhonov regularization. Iterative non-Cartesian SENSE reconstructions were performed using the MATLAB scripts provided in the GitHub repo for the ISMRM 2013 Sunrise Educational Course [154], where coil sensitivity maps were estimated from direct NUFFT reconstructions of oversampled k-spaces, consisting of the previous \(N_{\text{proj,calib_source}}\) consecutive projections before the first spoke of the accelerated frame in an effort to keep the consistency in the amount of data used in both SENSE and GRAPPA reconstructions. A regularization lambda equal to 8 was used in all iterative SENSE reconstructions.

After an empirical exploration of the hyper-parameter space for the scheme of obtaining kernel repetitions for GRAPPA calibration, the following parameters were used in all experiments: \(N_{\text{proj,calib_source}}=480\), \(D_{\text{kernel_max}}=1.0\), \(\Delta_{\text{angle_source,max}}=3.0^\circ\), \(\Delta_{\text{readout_source,max}}=12\). When the number of similar kernels collected for the GRAPPA weights calibration of a particular target missing point exceeded 250, the 250 most similar kernels, in terms of the vector difference from the original GRAPPA kernel, were included in the calibration. Also, \(\Delta_{\text{angle}}=1.40625^\circ\) was chosen for all reconstructions as \(N_\phi=128\) defined a fully-sampled k-space. \(B_{\text{read}}=3\) was utilized, yielding a Half-Block GRAPPA kernel in size 3 x 1.
To reduce residual image artifacts largely due to the variable point spread functions that results from the golden angle view order, a 5th-order temporal median filter was performed where necessary (as disclosed under the Results section of this chapter), similar to other works [48,151]. When reconstructing end-systole and/or end-diastole images, there was a nuance in the usage of this temporal filter such that the filter was applied to a series of 5 consecutive frames that were reconstructed from sets of projections with a 75% overlap between the adjacent frames.
4.4 Results

4.4.1 Simulations

Figure 4.3 shows short-axis images from the MRXCAT-based real-time MRI simulation in bend-systole and end-diastole for various undersampling factors. Images were reconstructed with all three methods (i.e. direct NUFFT, Golden-Angle radial GRAPPA and iterative SENSE) and RMSEs w.r.t. the respective ground truth images are reported. The temporal median filter was utilized as a post-processing step as explained in Methods. The RMSEs for GA radial GRAPPA and iterative SENSE are comparable, being mostly in the 17-19% range. However, a closer look at the images reveal that RMSEs may not correlate well with image quality as while the level of residual artifacts and/or structural degradation mostly increases with the acceleration factor, the RMSEs do not necessarily. Qualitatively speaking, the GA radial GRAPPA (GA-rGRAPPA) reconstructions are better than iterative SENSE reconstructions, especially for $N_{\phi,\text{acc}} < 20$, with far less residual streaking and structural deformation. GA-radial-GRAPPA-reconstructed images show a higher level of blurring than those of iterative SENSE, however, the tissue structures are much more preserved unlike near-complete loss of certain structures (diaphragm wall, back wall) in the iterative SENSE reconstructions.

4.4.2 Healthy Volunteer Studies

Figure 4.4 displays reconstructions of a short-axis cardiac scan of a healthy human volunteer where every other frame from a complete cardiac cycle is shown for each of the three reconstructions (two rows per each) of the same raw k-space data. Each successive k-space frame contains 16 projections yielding a temporal resolution of 49 ms/frame. The GA radial GRAPPA reconstructions display far less residual streaking compared to iterative SENSE reconstructions. Moreover, the tissue structures around the heart (e.g. liver) display less deformation in the GA-rGRAPPA-reconstructed images. Similarly, Figure 4.7 shows images of every other frame from
one cardiac cycle reconstructed with all three methods (three rows per each) where successive frames contain 12 projections, yielding a temporal resolution of 37 ms/frame. With aggressive acceleration (i.e. $N_{\phi,\text{acc}} = 12$), GA-rGRAPPA reconstructions stand out from iterative SENSE reconstructions as the significant level of residual streaking that iterative-SENSE-reconstructed images is considerably suppressed in GA-rGRAPPA.

Figure 4.5 shows short-axis view images from a healthy volunteer scan reconstructed with GA-rGRAPPA, the proposed radial GRAPPA scheme tailored to the golden-angle view order. 24 successive frames, reconstructed from data containing 16 projections each, that temporally span over one full cardiac cycle are displayed (left to right). Similarly, Figure 4.8 and Figure 4.9 show GA-rGRAPPA-reconstructed images, in short-axis and horizontal long-axis views respectively, from successive k-space frames that contain 12 projections each. 36 frames that temporally span over one full cardiac cycle are displayed. In any GA-rGRAPPA reconstruction, there is no overlap (i.e. view sharing) between successive k-space frames as each frame in Figures 4.5, 4.8 and 4.9 contain 16, 12 and 12 unique (as per the continuous Golden Angle view order that does not repeat an azimuthal angle) projections. The 5-th order median filter was applied along the temporal dimension to further reduce residual artifacts for each reconstruction.

Figure 4.6 shows short-axis images from a healthy volunteer in both end-systole and end-diastole reconstructed with direct NUFFT, GA-rGRAPPA and iterative SENSE. Reconstructions from various undersampling factors are demonstrated where $N_{\phi,\text{acc}}$ denote the number of projections each underlying frame contains, which are centered around the same projection for all the end-systole, and similarly all end-diastole, reconstructions. No temporal median filtering was applied. GA-rGRAPPA reconstructions demonstrate clear superiority over their iterative SENSE reconstructions with little-to-no residual streaking and better preservation of morphological
structures such as the heart ventricles, the liver and the chest wall. On the other hand, the papillary muscles do not appear as sharp in the GA-rGRAPPA reconstructions.
4.5 Discussion

4.5.1 Benefits of GA-rGRAPPA

The images reconstructed with the proposed radial GRAPPA scheme (GA-rGRAPPA) presented in this work demonstrate the feasibility of a novel parallel imaging methodology tailored to the golden angle radial view order. Of existing image reconstruction techniques applied to golden angle radial data, those relying solely on parallel MRI, were either based on the SENSE or the SPIRIT framework, and this work introduces the first ever GRAPPA-based technique. The aggressive acceleration factors ($N_{\phi, acc} = 12$, temporal resolution $\approx 36$ msec) achieved in this work, as shown in Figures 4.8 and 4.9 are scarce among such pMRI methods for free-breathing cardiac MRI. The technique does not limit the utility of the golden angle view order scheme in any way as the flexibility of choosing a temporal window, where acquired projections are to be used to generate an image, is completely preserved. GA-rGRAPPA can reconstruct images from any arbitrary window of projections since no assumptions about the azimuthal locations of the acquired projections are made. The reported images appear to be in sufficient quality for measuring cardiac function metrics (e.g. EF) and for providing high frame rate cardiac monitoring for procedure guidance.

The herein-proposed radial GRAPPA method for the Golden Angle radial acquisition scheme has potential to be translated into clinic with a real-time implementation as similarly demonstrated for the standard through-time radial GRAPPA method [107]. Even though the process of obtaining kernel locations for calibration is not feasible to be on the fly, at least with the current form of the algorithm, the kernel search does not depend on the data itself, and thus, can be completed prior to the scan, if one settles on the undersampling patterns – number of projections and the projection angle of the first acquired projection – of the frames to be reconstructed. Given the locations of calibration kernels, weights can be computed and applied in real-time using a system with sufficient levels of speed and parallelization. The duration of the
temporal window to accumulate enough projections for calibrating the weights for an undersampled frame is on the order of $N_{proj\_calib\_source} \cdot TR$, which would be less than 2 seconds, and therefore, is not generally not a limiting factor in the application of real-time free breathing cardiac MRI.

4.5.2 Comparison to iterative SENSE

Images reconstructed from human studies demonstrate the robustness of the proposed technique from the image quality perspective. Compared to their iterative-SENSE (i.e. CG-SENSE) counterparts, the images reconstructed with GA-rGRAPPA exhibit fewer residual streaking artifacts and better preservation of morphological structures (e.g. liver). Such superiority in image quality is accentuated with aggressive undersampling factors ($N_{\phi, acc} \leq 16$) (Figures 4.6, 4.7) and such level of undersampling of acquired k-spaces is necessary for real-time cardiac MRI, which underlines the utility of the proposed method. On the other hand, one drawback of the GA-rGRAPPA reconstruction is the apparent loss of sharpness. A closer look at the images reveal that the myocardium and the papillary muscles have some level of blurring, compared to iterative SENSE reconstructions. However, this is expected because k-space-based pMRI methods are generally recognized to have this blurring effect in comparison to their image-based counterparts due to the finite support of the convolution operations on the spatial frequency domain (k-space).

4.5.3 Technical Considerations and Limitations

The images reconstructed from the numerical simulation (Figure 4.3) are significantly lower in quality than those reconstructed from data acquired in the human studies. Such degradation is apparent across the board in all of the three reconstruction methods used in this work. Two main probable contributors to this are the following: Firstly, the radial k-space data are not produced as a direct outcome of the analytical Fourier Transform operation on physical (continuous) coil
image information, but are generated from the temporal snapshots of images that are themselves a result of a simulation (Cartesian-sampled). This additional layer of non-ideality inevitably pushes images reconstructed from such imperfectly generated data away from the ground truth. Secondly, the magnitude of the respiratory motion is quite large, which leads to substantial background (exterior to the heart) movement over the frames. The calibration windows for both GA-rGRAPPA (obtaining GRAPPA kernels) and iterative SENSE (estimation of coil sensitivity maps) span the time necessary to acquire \((N_{\text{proj_calib_source}} + N_{\text{kernel_proj_window}} / 2)\) projections prior to the first acquired projection of the undersampled k-space, any severe fluctuations in the data that may result from excessive motion can hinder the stability of these reconstruction methods. Nevertheless, while RMSEs on Figure 4.3 are reported slightly higher for GA-rGRAPPA reconstructions than iterative reconstruction, GA-rGRAPPA-reconstructed images exhibit qualitative superiority to their iterative SENSE counterparts, as similar to the results from human volunteer studies, with lesser residual streaking and better preservation of tissue structures. The RMSE values seem to be very sensitive to scaling (pixel intensity) rather than preservation of regional details on the images. There is complete loss of certain structures in the iterative SENSE reconstructions. While imperfect, the numerical simulation gives a ballpark estimate on the accuracy of the proposed method.

One conspicuous limitation of this study is the lack of a systematic exploration of the hyperparameters for the proposed GA-rGRAPPA technique. The search domain for kernels to be included in the GRAPPA calibration system depends on the tuple \((N_{\text{proj_calib_source}}, D_{\text{kernel_max}}, \Delta_{\text{angle_source, max}}, \Delta_{\text{readout_source, max}})\) and a constant value of this tuple at \((480, 1.0, 3.0^\circ, 12)\) was used in obtaining calibration data for each missing point in all GA-rGRAPPA reconstructions. The main obstacle to the systematic and automated exploration of the optimal values for these parameters, similar to a hyper-parameter grid search commonly used in machine learning, was the amount of computational time entailed in searching the space of possible similar kernels as discussed in the subsequent paragraph. In addition, the lack of a reliable error metric in the simulations would also
render the exercise of optimal parameter search futile, as determining the set of parameters to yield the more accurate images can be ambiguous. Thus, the values of the parameters were determined based on trial and error upon observing the reconstructions on the volunteer scans. While this particular choice led to images in high quality across the board in the volunteer studies overall, it is probable that a more optimal setting exists, especially one that varies by the k-space location of the missing point.

As discussed above, the computational complexity in obtaining the positions (projection index and readout location) of the kernels that can be used in calibrating the GRAPPA weights was a significant nuisance in this work. To be more specific, with the current algorithm for kernel search, there are \((2\Delta_{\text{angle, source,max}}/180)(2\Delta_{\text{readout, source,max}})N_{\text{proj_calib source}}\) possible acquired k-space points that can be the center point of a source block of a similar GRAPPA kernel, and \(N_{\text{kernel_proj_window}}N_{\text{Readout}}\) possible target points that could be accompanied with each of these candidate source blocks to produce a calibration kernel occurrence, resulting in a grid of candidate calibration kernels in length \((2\Delta_{\text{angle, source,max}}/180)(2\Delta_{\text{readout, source,max}})N_{\text{proj_calib source}}\) \(N_{\text{kernel_proj_window}}N_{\text{Readout}}\) for every missing point in the undersampled k-space. Every possible candidate kernel is checked for the condition of similarity by calculating the vector difference between its source block and the target point and testing whether it doesn’t exceed \(D_{\text{kernel_max}}\).

Taking into the entire set of missing k-space points for which GRAPPA weights are to be computed, for an undersampled frame with \(N_{\phi,\text{acc}}=16\), there are over 36 million such operations, and therefore, the search takes > 8 hours on average to complete on our current system with a parallelization factor of 6 (without exceeding memory constraints). While this appears as a major drawback of the technique, future work can speed the calibration kernel search by several folds via smart modifications to the current algorithm. One such modification could be along the dimension of the missing points: Since there are significant overlaps in the grid of candidate kernels between missing points, especially for those in close proximity, the geometries of
candidate kernels that have already been calculated for one missing point can be cached and this information can be used in calculating the similarity (in vector difference) between that candidate kernel and another missing point, since vector operations are associative. This would lead to a drastic shrinkage of the grid of candidate kernels for calibration.

While GA-rGRAPPA is founded on principles of parallel imaging and does not directly utilize the explicit assumption of temporal sparsity, unlike some other techniques based on compressed sensing [96,151], the necessity of an extended temporal window (\(\sim N_{proj\_calib\_source}\cdot TR\)) from which data are used for calibration likely requires the information to be relatively sparse along this (temporal) dimension. It is yet unclear the degree of temporal fluctuations this technique may survive, thus, further exploration may be necessary to test the real limits of this technique such as reconstructions on data acquired from patients with arrhythmias.

4.5.4 Conclusion

This chapter describes a novel self-calibrated radial GRAPPA technique that can be utilized in accelerated radial imaging with arbitrary azimuthal sampling. The technique is demonstrated on cardiac data acquired continuously with the golden-angle radial view order where single-shot images from as low as 12 radial projections are reconstructed with success. Since calibration data to reconstruct an arbitrarily chosen undersampled frame is collected from the stream of previous readouts only, this technique is suitable for real-time monitoring of cardiac function and may also be utilized for MR-guided interventional procedures.
Figure 4.1. Depiction of the framework that constructs the accelerated k-space for reconstruction on a frame that contains 12 acquired projections. For demonstration purposes, $N_\phi$ is chosen to be 40, and thus, each “missing projection” lies $\Delta \text{angle} = 4.5^\circ$ apart from the projection that precedes it (azimuthal location increases clockwise). This leads to a near-uniform distribution of radial projections in the fully-sampled grid and also results in the smallest number of missing projections while ensuring no azimuthal gap exceeds $180 / \Delta \text{angle}$. Blue dashed lines indicate Half-block radial GRAPPA kernels that are used in the estimation of the missing points (open circles).
Figure 4.2. Depiction of the process of collecting similar kernel occurrences for GRAPPA weights calibration. There are $N_{\text{proj_calib_source}}$ calibration frames and one such frame is visualized here, where the black spoke represent the source projection and gray spokes represent possible target projections (on which the target point in a similar GRAPPA kernel can lie). For each particular reconstruction block (dashed red line), every calibration frame is searched for possible similar kernels (dashed blue line). Data on such similar kernels then constitute the linear system for GRAPPA weights calibration for that particular missing point on the accelerated frame.
Figure 4.3. Example end-systolic and end-diastolic images from the real-time free breathing short-axis slice numerical simulation (MRXCAT). Reconstructions were performed with the proposed radial GRAPPA method and iterative SENSE, and RMSE values are displayed with respect to the respective ground truth images. Reconstructed images from data with various undersampling factors ($N_{\phi,acc}$) are displayed.
Figure 4.4. Example images from a human short-axis slice reconstructed with direct NUFFT, the proposed radial GRAPPA method and iterative SENSE. Image series where every other frame from successive frames over one cardiac cycle are displayed (left to right). Each frame contains 16 acquired projections yielding a temporal resolution of 49 ms/frame and a spatial resolution of 2.03x2.03 mm².
Figure 4.5. Example images from a human short-axis slice reconstructed with the proposed radial GRAPPA technique tailored to the golden-angle view order acquisition. 24 successive reconstructed frames that span over one cardiac cycle are displayed (left to right). Each frame contains 16 acquired projections yielding a temporal resolution of 49 ms/frame and a spatial resolution of 2.03x2.03mm². A 5-th order median filter was applied along the temporal dimension to further reduce residual artifacts.
Figure 4.6. Example end-systolic and end-diastolic images from a human short-axis slice reconstructed with the proposed radial GRAPPA method and iterative SENSE are displayed. Images from data with various undersampling factors are shown. \( N_{\phi,\text{acc}} \) and \( \Delta t \) denote the number of acquired projections for data per frame and the temporal footprint of the images, respectively.
Figure 4.7. Example images from a human short-axis slice reconstructed with direct NUFFT, the proposed radial GRAPPA method and iterative SENSE. Image series where every other frame from successive frames over one cardiac cycle are displayed (left to right). Each frame contains 12 acquired projections yielding a temporal resolution of 37 ms/frame and a spatial resolution of 2.03x2.03 mm².
Figure 4.8. Example images from a human short-axis slice reconstructed with the proposed radial GRAPPA technique tailored to the golden-angle view order acquisition. 36 successive reconstructed frames that span over one cardiac cycle are displayed (left to right). Each frame contains 12 acquired projections yielding a temporal resolution of 37ms/frame and a spatial resolution of 2.03x2.03 mm². A 5-th order median filter was applied along the temporal dimension to further reduce residual artifacts.
Figure 4.9. Example images from a human horizontal long-axis slice reconstructed with the proposed radial GRAPPA technique tailored to the golden-angle view order acquisition. 36 successive reconstructed frames that span over one cardiac cycle are displayed (left to right). Each frame contains 12 acquired projections yielding a temporal resolution of 35ms/frame and a spatial resolution of 1.72x1.72 mm$^2$. A 5-th order median filter was applied along the temporal dimension to further reduce residual artifacts.
5 Conclusion
5.1 Summary of the Current Work

In the present work, two novel techniques for highly accelerated MRI for the real-time monitoring of cardiac motion have been developed. In both techniques, the underlying data for an image is acquired in a single shot, in temporal windows described as the temporal footprint of a frame. As explained in the Introduction, the temporal footprints of images generally need to be shorter than 50ms, and with the current state of MRI hardware, this leads to images that are severely undersampled with missing spatial frequency information. In this work, images were reconstructed after estimating this information void in the spatial frequency domain (k-space) from data acquired during the previous frames of the same accelerated MRI scan. This distinguishes the novel techniques proposed in this work from other recent methods that achieve similar artifact-free reconstructions with high temporal resolution for real-time cine imaging in the sense that information content to reconstruct an image is not borrowed from data acquired a posteriori. The techniques were validated on animal and healthy human subject studies, with all the human MRI scans being performed under free breathing.

The common components among the techniques proposed, which enabled the reconstruction of images with sub-50ms temporal footprints, are the choices of radial k-space sampling and a k-space-based parallel imaging methodology. A novel technique that utilized both methodologies was developed previously, however, a separate calibration pre-scan that precedes the actual accelerated is required to collect the information to facilitate artifact-free reconstructions, and one of the important contributions of the current work is a self-calibration methodology that eliminates the requirement of an additional pre-scan. Another impactful contribution of this work is the generalization of this self-calibration method to a golden-angle radial view order, as an effort to leverage the flexibilities it brings, with the technique potentially being applicable to other arbitrary k-space sampling patterns. Much of the insights that guided the ideas to extend the originally proposed image reconstruction method to a self-calibrated technique
are derived from the work described in Chapter 2, which entailed a thorough quantitative analysis of the method in the context of real-time cardiac imaging.

5.2 Limitations and Future Work

The real-time single-shot images reconstructed via the novel techniques proposed in this work are comparable to other images reported by other cardiac MRI methods from an image quality perspective. However, the current work includes no evaluations of these methods on their ability to produce accurate cardiac functions indexes such as the left ventricular ejection fraction or the stroke volume. To validate the techniques further, myocardial mass measurements need to be conducted from the reconstructed images and this process needs to be performed on data acquired from numerous human subjects to facilitate robust statistical analyses. Similarly, the proposed techniques are suitable for imaging patients with arrhythmias, as no motion periodicity is assumed, but access to a patient population has been unavailable throughout this work. Real-time, open ended, monitoring of the cardiac motion is a challenging task, at which the methods proposed here have great potential in succeeding, but the validation of their capabilities in detecting irregular cardiac beats remain outstanding.

The utility of real-time monitoring of cardiac motion and function is relevant in the clinic only if the images can be generated on the fly. However, all image reconstructions were carried out offline via MATLAB scripts. Real-time reconstructions on radial GRAPPA have previously been demonstrated using a GPU-based system, therefore, the methods proposed in this work also have the potential to be translated to clinic with a real-time online setting. Providing that a real-time implementation is successful, the techniques may also provide value for MR-guided electrophysiology procedures where reconstructions need to accommodate frequent changes in slice orientations. Finally, this work can be extended to accelerated imaging with other non-Cartesian k-space trajectories such as spiral sampling.
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