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Abstract

The restricted nonlinear (RNL) model is a simplified model for wall-bounded turbulence derived directly from the Navier-Stokes equations by restricting the nonlinear interaction between non-zero streamwise Fourier modes. The model is motivated by the prevalence of streamwise coherent structures in wall-bounded turbulent flows. In the last several decades, these flow structures have motivated many analytical, experimental, and numerical investigations to better understand the role they play in the dynamics of wall-bounded turbulence. The simplified nature of the RNL system offers a new, more tractable approach to understanding, for example, the connection between streamwise coherent structures and the momentum transfer mechanisms of wall-bounded turbulence.

Numerical simulations of wall-bounded turbulence using the RNL model have been shown to generate realistic mean velocity profiles in canonical wall-bounded flows at low Reynolds numbers. Initial simulations at higher Reynolds numbers produced less accurate results, and while a logarithmic region had been observed, its von Kármán constant is not consistent with the standard logarithmic law. In direct numerical simulations (DNS) of a half-channel flow, we demonstrate in the first part of this work that limiting
the streamwise-varying wavenumber support of RNL turbulence (producing a system which we term the ‘band-limited’ RNL model) to one or a few empirically determined modes improves its predictions considerably. In particular, the mean velocity profiles obtained with the band-limited RNL model follow standard logarithmic behavior for a range of moderate Reynolds numbers. Despite the more tractable nature of the RNL system, DNS of higher Reynolds number RNL flows are still limited by the demanding cross-plane resolution requirements for full resolution of the viscous terms.

In the second part of this work we extend the RNL model to arbitrarily high Reynolds numbers by developing a RNL large eddy simulation (LES) framework along with a method to systematically identify an appropriate streamwise wavenumber support based on spectral properties of wall-bounded turbulence. This method leads to a band-limited RNL-LES system that is successful in reproducing some of the most important statistical features captured in previous low to moderate Reynolds number simulations, e.g., the mean velocity and second-order moment profiles. As in the low to moderate Reynolds number DNS setting, the RNL-LES framework offers a new approach to understanding the connection between coherent structures and the momentum transfer mechanisms of wall-bounded turbulence, but at arbitrarily high Reynolds numbers. Additionally, we demonstrate a new numerical approach to solving the RNL-LES equations that exploits the properties of the system to achieve significant computational speedups relative to traditional LES.

In the third and final part of this work, we introduce a new approach to
the reduced-order modeling of wind farms based on the RNL-LES framework. The low computational cost nature of the RNL-LES framework makes it a potentially attractive candidate for a reduced-order approach to studying wind farm behavior over a range of conditions. To enable this, we use an appropriately altered version of the actuator disk turbine model to evaluate the ability of the RNL-LES framework to simulate very large wind farms in the fully-developed regime through comparisons with standard LES of wind farms under a variety of conditions. Then, the low computational cost of the RNL-LES approach is exploited to conduct a large parametric study of several vertically-staggered wind farm configurations in order to assess the impact of vertical staggering on wind farm power production.
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Chapter 1

Introduction

The search for structure and organization in turbulence continues to motivate all manner of experimental and numerical studies (Smits, McKeon, and Marusic 2011), often with the goal of developing or improving models. In the special case of wall-bounded turbulence, many such studies are inspired by the coherent flow structures which form in the presence of the solid boundary (see Robinson 1991, and references therein). In particular, experimental (Kline et al. 1967; Adrian, Meinhart, and Tomkinc 2000; Hutchins and Marusic 2007) and analytical (Farrell and Ioannou 1993; Hamilton, Kim, and Waleffe 1995; Bamieh and Dahleh 2001; Jovanović and Bamieh 2005) evidence suggest that coherent structures elongated in the streamwise direction play a key role in the production, storage, and redistribution of kinetic energy within the flow. As such, the ubiquity and dynamical significance of streamwise coherent structures represent a natural starting point for the development of reduced-order models of wall-bounded turbulence.

One such model is the two-dimensional three-velocity-component (2D/3C) model, which has been studied in the context of both turbulent plane Couette...
flow (Bobba 2004; Gayme et al. 2010; Gayme et al. 2011) and turbulent pipe flow (Bourguignon and McKeon 2011). Under external stochastic forcing, the 2D/3C plane Couette flow system develops roll/streak structures consistent with wall-bounded turbulence and its mean velocity profile transitions from a linear, laminar profile to the “S-shaped” profile characteristic of fully-developed turbulent plane Couette flow (Gayme et al. 2010). While the 2D/3C model is nonlinear and captures the mechanism responsible for the blunting of the turbulent mean velocity profile, it does not include streamwise-varying velocity perturbations. It therefore requires continuous external excitation to generate a perturbation field and to maintain turbulence (Bobba 2004).

The restricted nonlinear (RNL) model is similarly inspired by the prevalence of streamwise-coherent structures in wall-bounded turbulence. However, it is more comprehensive than the 2D/3C model in that it describes the evolution of both a streamwise-constant velocity field, which we refer to as the “streamwise mean flow,” as well as the evolution of a streamwise-varying perturbation field that interacts with the streamwise mean flow. The resulting coupling between the streamwise mean flow and the streamwise-varying perturbation field allows the RNL system to maintain turbulence through a self-sustaining cycle in which the streamwise mean flow is influenced by a perturbation field that is in turn regulated through interactions with the streamwise mean flow (Thomas et al. 2014). The RNL model, which has been studied in the context of plane Couette flow (Thomas et al. 2014) and plane Poiseuille flow (Constantinou et al. 2014), thus captures two mechanisms absent in the linearized NS system without the need for external stochastic
forcing: the momentum transfer responsible for the turbulent mean velocity profile and the self-sustaining mechanism of turbulence.

The RNL system was introduced in the context of stochastic structural stability theory (S3T) based models of turbulent plane Couette flow by Farrell and Ioannou (2012) and further characterized by Thomas et al. (2014) and Constantinou et al. (2014). The RNL system of equations is derived directly from the Navier-Stokes (N-S) equations by partitioning the flow variables into streamwise-averaged mean quantities and streamwise-varying perturbations about that mean and then restricting the nonlinear interactions between the streamwise-varying perturbation velocities. Specifically, it restricts the nonlinear interactions between perturbation velocities to the streamwise-averaged component of the quadratic perturbation-perturbation nonlinearity. This simplification of the governing equations of fluid motion has profound consequences in terms of simplifying both the analytical and computational complexity of the flow representation. The ability of such a model to reproduce key flow features also opens up many new questions about the role of the nonlinearity in the dynamical and statistical behavior of wall-bounded turbulence.

The RNL system can be interpreted as an approximation of the S3T model, developed earlier by Farrell and Ioannou (2003) for applications in planetary atmospheric fluid dynamics and later applied to canonical wall-bounded turbulence problems (see, e.g., Farrell et al. 2012; Farrell and Ioannou 2012; Farrell et al. 2016; Farrell, Ioannou, and Nikolaidis 2017; Farrell and Ioannou 2017). The S3T model describes the evolution of a streamwise-averaged mean
flow (first cumulant) and corresponding streamwise-averaged perturbation covariance (second cumulant); the equations are closed by parameterizing or neglecting the third- and higher-order cumulants. The RNL dynamics similarly comprise the joint evolution of a streamwise-averaged mean flow and a single realization of the perturbation dynamics, as discussed in detail in Farrell, Gayme, and Ioannou (2017).

The RNL model has been explored via direct numerical simulation (DNS), i.e., including full resolution of the viscous term within the context of the RNL equations, in both turbulent plane Couette flow (Thomas et al. 2014; Thomas et al. 2015) and turbulent channel flows (Constantinou et al. 2014; Farrell et al. 2016). Thomas et al. (2014) demonstrate that the RNL system, despite its relative simplicity, produces a self-sustaining turbulence in plane Couette flow. Therefore, the RNL model does not require continuous forcing in order to maintain turbulence, unlike many other common reduced-order models of wall-bounded turbulence, such as linear models\(^1\) or the two-dimensional three-component (2D/3C) model (Bobba 2004; Gayme et al. 2010; Gayme et al. 2011; Bourguignon and McKeon 2011). Thomas et al. (2014) also show that at low Reynolds number the first- and second-order statistics of the RNL system compare favorably to those obtained by DNS of the full N-S system.

Constantinou et al. (2014) explore the RNL system in the context of Poiseuille flow at higher Reynolds numbers, finding the RNL system to closely resemble the dynamics of the full N-S system, albeit with important quantitative differences. In particular, they note the presence of a logarithmic region in

---

\(^1\)Romanov proved that the laminar solution to Couette flow is linearly stable (Romanov 1973)
the mean velocity profiles, but with significantly different values of the von Kármán and additive constants. Their results indicate that these quantitative differences become more pronounced at higher Reynolds numbers.

One interesting attribute of the RNL system is that it supports a drastically reduced number of streamwise modes relative to the N-S system. Constantinou et al. (2014) report that only the first seven streamwise Fourier modes are sustained in their RNL simulation of turbulent channel flow at a friction Reynolds number \((Re_\tau = u_\tau H/\nu)\) of 950, where \(u_\tau\) is the friction velocity, and \(H\) and \(\nu\) are the channel half-height and kinematic viscosity, respectively. As a point of reference, a corresponding DNS of the full N-S system would sustain energy in all resolved modes, a total of 128 streamwise Fourier modes in this case. Thomas et al. (2015) report similar behavior in turbulent plane Couette flow. Furthermore, they demonstrate that the number and range of sustained streamwise Fourier components depends on the size of the domain. By extending the streamwise length \(L_x\) of the domain to values as high as \(96\pi H\), the authors prove the existence of an upper streamwise wavelength (or lower streamwise wavenumber) limit in the natural support of RNL turbulence.

Thomas et al. (2015), Bretheim, Meneveau, and Gayme (2015), and Farrell et al. (2016) further demonstrate that it is possible to sustain RNL turbulence on only a single nonzero streamwise Fourier mode interacting with the mean flow. In the latter paper, the authors describe the idea of ‘band-limiting’ the streamwise wavelengths contributing to the RNL dynamics. In a range of moderately high Reynolds numbers, they show that by judiciously selecting the range of wavelengths included in the RNL simulation, the resulting mean
velocity profiles exhibit a logarithmic portion, with a realistic von Kármán constant and intercept. The band-limiting procedure thus proves effective in improving the similarity between RNL turbulence and full N-S turbulence. Alizard (2017) shows such a ‘band-limited’ or ‘minimal’ RNL model also supports invariant solutions in a subcritical channel flow, including traveling wave solutions which are self-similar with respect to the centerline Reynolds number. The band-limited RNL system differs from the original (or ‘baseline’) RNL system in that the streamwise-varying Fourier components supporting the dynamics are pre-selected for simulation. This ‘band’ of streamwise modes differs from the natural set of streamwise wavelengths supported by the baseline system. In this sense, the baseline version represents the ‘natural’ dynamics of the RNL system while the band-limited version represents the optimized RNL dynamics. Throughout the rest of this work, we thus distinguish between the baseline and band-limited versions of the RNL system, with the key difference being the particular streamwise wavenumber support of the system.

The RNL system hinges on a formal separation between a streamwise mean and streamwise-varying parts, and in that sense the RNL model falls into the general class of systems referred to as quasi-linear (QL) models of turbulent wall-bounded shear flow (such models are extensively used in the atmospheric sciences (Farrell and Ioannou 2007; Marston, Conover, and Schneider 2008; Srinivasan and Young 2012)). However, the RNL model is spatially-averaged in only the streamwise direction; a more generalized approach might define the separation about a particular lengthscale and may
apply the separation across more than one flow direction. This is the approach taken by Constantinou, Farrell, and Ioannou (2016) and Marston, Chini, and Tobias (2016) in the Generalized Quasilinear (GQL) approximation. The GQL framework employs a spectral filter in each of the horizontal directions to separate variables into large scale and small scale parts and then neglects nonlinear interactions between the small scale parts. This approach, which has been successfully applied to simulations of zonal jets (Constantinou, Farrell, and Ioannou 2016; Marston, Chini, and Tobias 2016) and rotating Couette flow (Tobias and Marston 2017), can be reduced to the RNL approach by defining a streamwise-averaged mean flow with wavenumber cutoffs of zero in the streamwise direction and infinity in the spanwise direction. The RNL system can thus be thought of as a special case of the GQL framework, where the large scale is taken as the zeroth streamwise wavenumber. As discussed above, the zeroth streamwise wavenumber, which represents the streamwise-averaged flow, is a physically significant choice for the large scale as streamwise coherent structures carry a large portion of the flow energy and these types of structures are ubiquitous in the flow (Morrison et al. 2004; Hutchins and Marusic 2007b; Hutchins and Marusic 2007a).

Both the RNL and GQL frameworks provide a natural way to approach reduced-order modeling in terms of the important constituent lengthscales active in the turbulence dynamics. These approaches offer the possibility of constructing a lengthscale 'backbone' of wall-bounded turbulence. A related decomposition-based approach is the resolvent analysis technique proposed by McKeon and Sharma (2010) and further explored by Sharma and McKeon
These resolvent methods have, by incorporating time frequency information, proven successful in identifying a key wavenumber-frequency ‘kernel’ or ‘skeleton’ of turbulent pipe flow. The aforementioned researchers use this approach to build a modeling framework for wall-bounded turbulent flows based on a set of self-similar structures and their triadically-interacting wavenumber sets. In addition to answering fundamental questions about the structure of wall-bounded turbulence, this procedure could provide more insight into the important streamwise modes of the RNL system.

In a similar vein is the class of asymptotically reduced models, which are built around the invariant solutions (Gibson, Halcrow, and Cvitanović 2008) and exact coherent structures (Waleffe 2001) identified in canonical wall-bounded turbulence systems. While quite distinct from the resolvent and RNL methods, this class of methods similarly offers a window into the morphological structure of wall-bounded turbulence and the lengthscale ‘backbone’ which springs from the interaction of the flow with the wall. And unlike the RNL and GQL approaches, this technique does not rely on an explicitly stated separation of scales. The review papers by Kawahara, Uhlmann, and Veen (2012) and Klewicki, Chini, and Gibson (2017) and the references therein provide helpful overviews of this segment of the literature.

The ability of the RNL system to realistically approximate turbulence in wall-bounded flows is interesting in and of itself, given that it neglects a significant portion of the nonlinear terms in the N-S equations which give rise to much of the complexity of turbulence. Another reason why the RNL model is
a promising tool for the study of wall-bounded turbulence is its computational tractability relative to DNS of the N-S system, which is known to be computationally expensive. Since the RNL system is a reduced-order simplification of the N-S system, a proper numerical implementation can achieve significant savings in terms of computational cost, making it an attractive candidate for numerical investigations.

The numerical investigations of the RNL system have thus far been limited to low and moderate friction Reynolds numbers. In the second chapter of this work, we present results of DNS of the RNL system at low to moderate Reynolds numbers, including the band-limited RNL system. While these studies have proven fruitful in gaining better understanding of the RNL system, we seek to probe the RNL dynamics at significantly higher Reynolds numbers with an eye toward extending the approach to engineering application areas such as wind farms (Bretheim, Meneveau, and Gayme 2017). These flows typically occur at friction Reynolds numbers several orders of magnitude higher than can currently be reached with state-of-the-art DNS methods (for reference, the most advanced DNS of channel flow is the 2015 simulation of Lee and Moser (2015) at a friction Reynolds number of about 5200). Although the RNL model significantly reduces the computational burden, the spatial resolution required in the cross-stream plane is typically comparable to that required in DNS and thus can still be prohibitive at large Reynolds numbers. In order to extend the RNL system to arbitrarily high Reynolds numbers, we employ a large eddy simulation (LES) framework - a coarse-grained approach where the small spatial scales are not resolved but their effects are modeled by
means of a sub-grid stress tensor and the wall stress is modeled with a wall model.

In the third chapter of this work, we propose a new version of the RNL model suitable for wall-modeled large eddy simulations at arbitrarily high Reynolds numbers. We then identify and implement a new, tailored numerical approach that exploits the specific attributes of the RNL-LES system to increase computational efficiency and realize the full potential of the model for reduced-order simulations. This numerical approach entails a hybrid physical/Fourier space grid, with certain operations performed efficiently in Fourier space. As done in the work by Bretheim, Meneveau, and Gayme (2015), which investigates what we henceforth refer to as the DNS-RNL system because it fully resolves the viscous scales, we introduce a ‘band-limited’ version of the RNL-LES system, which improves the accuracy of the RNL-LES results analogously to the improvement seen in the band-limited DNS-RNL system. A main contribution of this work is the identification of a method to select the streamwise wavenumber bands \textit{a priori}, which overcomes a shortcoming of the prior DNS-RNL work (Bretheim, Meneveau, and Gayme 2015), where the streamwise wavenumber bands were determined empirically and \textit{a posteriori}. Our method to select the streamwise wavenumber band consists of analyzing LES reference data, where we identify a key lengthscale and its scaling behavior based on spectral characteristics of wall-bounded turbulence. This enables the proper band-limiting of the RNL-LES system to achieve improved statistical flow quantities relative to the baseline RNL-LES
system. More specifically, we connect the important streamwise wavenumbers to corresponding scales in the vertical cross-plane by analysing energy spectra, in order to understand the effects of streamwise band-limiting on the cross-plane dynamics. Finally, we analyze the sensitivity of the results to the chosen streamwise wavenumbers.

In the fourth chapter, we apply the RNL-LES framework to simulations of very large wind farms. The last decade has witnessed the advent of large eddy simulation (LES) as a useful approach to study many of the fluid dynamical aspects of large scale wind turbine arrays and their interaction with the atmospheric boundary layer (ABL) (Stevens and Meneveau 2017). LES of wind turbine arrays is based on the numerical integration of the filtered (coarse-grained) Navier-Stokes equations in three dimensions, coupled with a model to represent the effects of the turbines on the flow field. An early example of this approach came with the work of Calaf, Meneveau, and Meyers (2010), who provided a detailed study of a wind turbine array in the ABL under the asymptotic fully-developed regime, i.e., under the assumption that the streamwise extent of the wind farm is significantly greater than the characteristic height of the ABL.

Since the work of Calaf, Meneveau, and Meyers (2010), the LES approach has been deployed in a number of wind farm studies, including the characterization of turbine wakes and wake effects in wind farms (Xie and Archer 2015; Abkar, Sharifi, and Porté-Agel 2016; Howland et al. 2016), wind farm configuration or layout effects (Meyers and Meneveau 2012; Archer, Mirzaeisefat, and Lee 2013; Stevens, Gayme, and Meneveau 2014; Stevens, Gayme, and
Meneveau 2016b), the effects of atmospheric stability in wind farms (Abkar and Porté-Agel 2013; Lu and Porté-Agel 2015; Abkar and Porté-Agel 2015b), meteorological effects due to wind farms (Calaf, Parlange, and Meneveau 2011; Lu and Porté-Agel 2011; Sharma, Parlange, and Calaf 2017), vertical entrainment of kinetic energy (Calaf, Meneveau, and Meyers 2010; Abkar and Porté-Agel 2014; VerHulst and Meneveau 2014; Allaerts and Meyers 2015; VerHulst and Meneveau 2015) in wind farms, turbine aerodynamics (Martínez-Tossas, Churchfield, and Leonardi 2015; Martínez-Tossas, Churchfield, and Meneveau 2017; Jha and Schmitz 2018), and wind farm control strategies for frequency regulation (Shapiro et al. 2016; Boersma et al. 2017; Shapiro et al. 2017b; Shapiro et al. 2017a). LES has also provided reference data for the development of both analytical (Bastankhah and Porté-Agel 2014; Abkar and Porté-Agel 2015a; Stevens, Gayme, and Meneveau 2015; Stevens, Gayme, and Meneveau 2016a and reduced-order numerical (VerHulst and Meneveau 2014; Iungo et al. 2015; Iungo et al. 2017) models. It is clear that the LES approach to wind farm studies has rapidly gained a foothold in the literature and proven fruitful in a diverse set of engineering and scientific areas relevant to wind farms. The recent review article by Stevens and Meneveau (2017), which offers a comprehensive overview of the state of wind farm flow physics, further details the current state of LES as an approach to wind farm studies.

While LES has proved very useful as a research tool in studying a wide array of wind farm problems, it is nonetheless a relatively high cost approach in terms of computational expense. The cost of high-fidelity LES has thus restricted its use primarily to the academic domain, where researchers have
access to extensive supercomputer resources for wind farm LES studies and lack the time pressures faced by industry for the design and construction of wind farms. As Boersma et al. (2017) states, “the resulting computation time [of three-dimensional high-fidelity wind farm models] can be in order of days or weeks... [and] the computation time needed for LES is in general more than the total time that is simulated.” Taking into account even just a few parameters like turbine hub height, swept area, and layout, the parameter space for a wind farm design easily reaches into the many thousands of unique configurations and waiting days or weeks for a single simulation to run is not feasible for a competitive industry. This reality has impeded the progress of LES-based research approaches in the wind energy industry, where lower cost computational approaches based on the Reynolds-averaged Navier-Stokes (RANS) equations and engineering wake models tend to take precedence. Hence, there is interest to develop a reduced-order LES-based model for wind farm studies in order to enable faster computational studies which can be used, e.g., to investigate different wind farm designs.

This work explores such a model based on the recently formulated restricted nonlinear-LES equations (henceforth referred to as the RNL-LES system). This approach has recently been demonstrated (Bretheim, Meneveau, and Gayme 2018a) to accurately reproduce low-order turbulence statistics in a high Reynolds number half-channel flow at a fraction of the computational cost of traditional LES.

With the background and motivation of the RNL system established, we first present results of DNS of the RNL system in the second chapter of this
work, including results of the so-called band-limited RNL model. In the third chapter, we present results for the RNL-LES model, which extends the RNL system to arbitrarily high Reynolds numbers. In the fourth chapter, we apply the new RNL-LES framework to simulations of very large wind farms in the fully-developed regime. Finally, in the fifth and final chapter, we summarize the results and describe directions for future work.
Chapter 2

Direct numerical simulations of the restricted nonlinear system

2.1 Introduction

In section 2.2 we introduce the RNL system of equations, written in the standard Gibbs notation. We then describe our simulation setting and numerical approach in section 2.3, followed by a presentation and discussion of the results of our DNS of the baseline and band-limited RNL systems in section 2.4. The main contents of this chapter have appeared in the paper by Bretheim, Meneveau, and Gayme (2015).

2.2 Restricted nonlinear equations for wall-bounded turbulence

In the RNL model, the total velocity field, \( u_T(x, y, z, t) \) (consisting of the respective streamwise, wall-normal, and spanwise components \( u_T, v_T, w_T \) with \( y \) as the wall-normal direction) is decomposed as \( u_T = U + u \). Here \( U(y, z, t) = \langle u_T \rangle \) is the time-dependent streamwise-constant mean velocity,
and \( \mathbf{u}(x,y,z,t) \) is the streamwise-varying “perturbation velocity.” Here, angle brackets \( \langle \rangle \) denote a streamwise-averaged quantity (note: in later chapters we use \( \langle \rangle_x \) for the same purpose), averaged over the streamwise extent of the spatial domain (i.e., the \( k_x = 0 \) mode in a Fourier representation). The RNL model dynamics can then be written as the following system of equations:

\[
\frac{\partial \mathbf{U}}{\partial t} + \mathbf{U} \cdot \nabla \mathbf{U} + \nabla P/\rho - \nu \nabla^2 \mathbf{U} = -\langle \mathbf{u} \cdot \nabla \mathbf{u} \rangle + \partial_x p_\infty \hat{i}, \quad \nabla \cdot \mathbf{U} = 0 \quad (2.1a)
\]

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{U} + \mathbf{U} \cdot \nabla \mathbf{u} + \nabla P/\rho - \nu \nabla^2 \mathbf{u} = 0, \quad \nabla \cdot \mathbf{u} = 0 \quad (2.1b)
\]

with density \( \rho \), kinematic viscosity \( \nu \), and constant pressure gradient forcing \( \partial_x p_\infty \) in the streamwise direction. This system differs from the full incompressible N-S equations (decomposed in this manner) only in the omission of the term \( \langle \mathbf{u} \cdot \nabla \mathbf{u} \rangle - \mathbf{u} \cdot \nabla \mathbf{u} \) from the right-hand side of the evolution equation for the streamwise-varying perturbation field (2.1b).

Prior RNL simulations have shown that most of the streamwise-varying modes decay in time, leaving only a modest number of streamwise-varying modes interacting with the \( k_x = 0 \) mode (the precise number and nature of these modes depends on Reynolds number and channel size (Constantinou et al. 2014; Thomas et al. 2014)). Here \( k_x \) refers to the non-dimensional wavenumber \( k_x = \delta k'_x = \delta 2\pi/L_x \times (n) \), where \( n \) is a nonnegative integer.

In this section, we explore what level of streamwise complexity needs to be added to the RNL model in order to reproduce an extended log law. The simulation environment is Poiseuille flow in a half-channel geometry. The
cross-stream (y-z) plane is fully-resolved, containing the multiple scales expected in turbulent channel flow. Streamwise complexity is added to the RNL model by pre-selecting a set of streamwise-varying wavenumbers ($k_x \neq 0$) and limiting the RNL dynamics to interactions between this set of wavenumbers and the streamwise mean flow (i.e., the flow associated with $k_x = 0$).

In this context, we investigate whether the RNL system can predict realistic logarithmic mean velocity distributions and characterize its behavior as we vary the set of $k_x \neq 0$ modes supporting the “band-limited” RNL turbulence.

2.3 Simulation setting and numerical approach

We simulate the RNL system by restricting the dynamics in an existing direct numerical simulation (DNS) code. The code employs a pseudospectral discretization in the streamwise ($x$) and spanwise ($z$) directions along with a centered second-order finite-difference scheme in the wall-normal ($y$) direction. Time integration is achieved with a second-order Adams-Bashforth method. No-slip and stress-free boundary conditions are imposed at the bottom and top walls, respectively, with periodic conditions in the horizontal directions. The 3/2 rule is applied for dealiasing. All simulations are conducted in a half-channel box of size $[L_x, L_y, L_z]/\delta = [4\pi, 1, 2\pi]$, where $\delta$ is the half-channel’s height. We use uniform mesh-spacing in all coordinate directions and have cross-stream resolution of $[\Delta y^+, \Delta z^+] \approx [1.0, 7.0]$ for all Reynolds numbers considered herein. The half-channel box size and cross-stream resolution are thus comparable to those of the channel (Poiseuille) flow DNS of Kim, Moin, and Moser (1987) and Moser, Kim, and Mansour.
As usual, the superscript $+$ indicates scaling by the inner variables of friction velocity and viscous lengthscale ($u_\tau = \sqrt{\tau_w / \rho} = \sqrt{-\left(\delta / \rho\right) \delta_x p_\infty}$ and $\delta_v = v / u_\tau$, respectively). The wall shear stress is $\tau_w$ and the friction Reynolds number is $Re_\tau = u_\tau \delta / v$.

As previously mentioned, the RNL system naturally supports fewer streamwise modes ($k_x$) than the NS system (Constantinou et al. 2014; Thomas et al. 2014). Constantinou et al. (2014) reported that in a full-channel configuration at $Re_\tau = 950$ (with $L_x = \pi \delta$), the RNL system sustained the six lowest streamwise-varying wavenumbers ($k_x = 2, 4, \ldots, 12$), in addition to the streamwise mean flow ($k_x = 0$). The energy of the seventh and higher streamwise-varying wavenumbers ($k_x \geq 14$) decayed asymptotically to zero.

2.4 Results and discussion

Our simulations of RNL turbulence in a half-channel at $Re_\tau = 180$ recover results similar to those of Constantinou et al. (2014), with the RNL turbulence naturally sustaining the five lowest equally-spaced streamwise-varying wavenumbers ($k_x = 0.5, 1.0, 1.5, 2.0, 2.5$, since $L_x = 4\pi \delta$), and the streamwise mean flow ($k_x = 0$). The corresponding mean velocity distribution is shown in Figure 2.1 with open square markers. As is apparent, the baseline RNL system overpredicts the mean streamwise velocity for $y^+ > 10$ and produces an approximately logarithmic region above $y^+ \sim 30$ with slope and intercept that are, however, not consistent with the well-known values for $\kappa \sim 0.41$ and $B \sim 5$. This behavior is similar to the results of Constantinou et al. (2014), who reported the existence of a logarithmic law in full-channel RNL turbulence.
with $\kappa = 0.71, B = 11.1$ at $Re_\tau = 350$ and $\kappa = 0.77, B = 14.0$ at $Re_\tau = 950$.

Figure 2.1: Mean streamwise velocity profiles for various simulated cases (square brackets indicate streamwise-, spanwise-, and time-averaging). The baseline RNL dynamics (red square markers in outer plot) is unconstrained, while all other cases have perturbation dynamics limited to the wavenumber(s) specified. Note: plot markers are sparse for data presentation purposes and do not indicate grid resolution.

These results raise the question of whether keeping a different set of streamwise-varying wavenumber modes for the perturbation field could lead to more accurate interaction dynamics and therefore produce more realistic mean velocity distributions. Specifically, we consider a RNL system that is band-limited to a reduced set of streamwise-varying wavenumbers. To clearly distinguish the two types of RNL systems discussed herein, we will hereafter refer to the RNL system without any mode-limiting as the baseline RNL system. First, we experiment with various choices of streamwise-varying wavenumbers supporting the flow. For a set of three wavenumbers
\( k_x = \{6, 6.5, 7\} \), the resulting mean velocity profile is shown in Fig. 2.1 with open diamond markers. This figure shows that the band-limited system generates profiles that closely match the standard logarithmic law. In order to provide a qualitative view of the flow, a snapshot of the streamwise velocity is shown in Figure 2.2. The cross-stream structure displays realistic vortical structures while the band-limited nature of the streamwise-varying perturbations and the associated restriction to a particular set of streamwise wavelengths is clearly visible. These results demonstrate that the mean velocity profile obtained from simulations of the RNL system that are band-limited to only three streamwise-varying wavenumbers \( (k_x = \{6, 6.5, 7\}) \) yields an accurate mean velocity profile. The profile exhibits a logarithmic region with standard values of \( \kappa = 0.41 \) and \( B = 5.0 \).

The preceding results are achieved by constraining the dynamics of the perturbation field to a limited set of streamwise-varying modes, which essentially forces the flow to exist on some set of wavenumbers different from the set that naturally arises under the baseline RNL dynamics. In previous studies the RNL system has also been shown to sustain turbulence even in the case of a single mode interacting with the streamwise mean flow (Gayme et al. Nov. 2013). Figure 2.1 shows the mean turbulent velocity profile from such a case when the active streamwise-varying mode is \( k_x = 7 \) (open circle markers). These results show good agreement with the standard logarithmic law up to \( y/\delta \sim 0.4 \). Thus, the RNL system not only maintains turbulence when further limited to only one perturbation wavenumber but also yields an accurate mean velocity profile through interactions of \( k_x = 0 \) and \( k_x = 7 \).
Figure 2.2: (a) Plane snapshots of streamwise velocity $u_T$ in a RNL half-channel Poiseuille flow simulation at $Re_\tau = 180$. In this case, the streamwise dynamics is limited to the set of wavenumbers $k_x = \{0, 6, 6.5, 7\}$ in a box of size $[L_x, L_y, L_z]/\delta = [4\pi, 1, 2\pi]$. The horizontal plane is taken at height $y^+ = 15$. Cross-stream snapshots at (b) $Re_\tau = 110$ limited to $k_x = \{0, 3.5\}$ and (c) $Re_\tau = 340$ limited to $k_x = \{0, 14\}$. 
Next, we examine a range of Reynolds numbers. In order to simplify the
testing as much as possible, we consider a perturbation field with only a single
streamwise-varying mode. In order to decide which mode is retained in the
model, we simulate the RNL system at each Reynolds number for a range of
single $k_x \neq 0$ wavenumbers. For each case, we quantify deviations between
the model and the standard log law by comparing a measure of the integrated
velocity profile with well-known empirical correlations for channel flow. A
natural metric for this comparison is the skin-friction coefficient

$$c_f = 2\tau w / \left( \rho u_0^2 \right). \quad (2.2)$$

In order to avoid relying on data at a single point (centerline velocity, $u_0$) we
calculate the bulk average velocity, $u_b = \frac{1}{\delta} \int_0^\delta [u] \, dy$ from the simulations
(here and throughout, square brackets $[\ ]$ denote streamwise-, spanwise-, and
time-averaged mean quantities). We relate the bulk velocity to the centerline
velocity using the empirical relation $u_0 \approx u_{\tau} / \kappa + u_b$ (Pope 2000). By calculat-
ing the skin-friction in this way, we obtain a single value that characterizes the
entire mean velocity profile. We then compare the band-limited RNL system’s
$c_f$ to the following empirical correlation (Pope 2000) for $c_f$:

$$\sqrt{\frac{c_f}{2}} = \frac{u_0}{u_{\tau}} = \frac{1}{\kappa} \ln Re_{\tau} + B + B_1 \quad (2.3)$$

with $\kappa = 0.41$, $B = 5.0$, and $B_1 = 0.2$ (Pope 2000). We note that these
values and the empirical correlation in Eq. $2.3$ are for a full and not a
half-channel, but the differences are expected to be acceptably small for
present purposes. We refer to the single streamwise-varying wavenumber
that minimizes the relative error in the skin-friction coefficient (defined as
\[ e_{cf} = \frac{|c_{f,\text{sim}} - c_{f,\text{eq.(2.3)}}|}{c_{f,\text{eq.(2.3)}}} \] as the “optimal” wavenumber.

Figure 2.3: (a) Skin-friction coefficient, \( c_f \), as a function of friction Reynolds number. The dashed line is the standard empirical correlation for \( c_f \) based on obtaining \( u_0 \) from equation (2.3). Circles are the band-limited RNL results run at the optimal \( k_x \).
(b) The optimal mode’s corresponding streamwise wavelength, \( \lambda_x = \frac{2\pi}{k_x} \), as a function of friction Reynolds number (in inner units).

Figure 2.3 shows the \( c_f \) values obtained for the optimal streamwise wavenumber in panel (a) and the trend in the corresponding streamwise wavelength as a function of friction Reynolds number in panel (b). In initial tests, it was expected that perhaps \( \lambda_x \) would tend to a certain fraction of \( \delta \) (outer scaling), but the results appear to show inner scaling instead, tending to a wavelength of about 150 viscous units. This wavelength is reminiscent of the well-documented near-wall structures reported by, e.g., Kline et al. (1967) who observed near-wall streak structures with an average spanwise spacing of 100 viscous units. Smith and Metzler (1983) further characterized these structures, showing their spacing in viscous units is “essentially invariant with Reynolds number” and increases with distance from the wall. Jiménez (2012)
also notes that the smallest structures within the near-wall region are of order 100 viscous units. Other studies (Jiménez and Moin 1991; Hamilton, Kim, and Waleffe 1995) have demonstrated that this length scale corresponds closely to the minimum spanwise channel width necessary to maintain turbulence. Further simulations at higher Reynolds numbers are required in order to establish whether this scaling can be maintained for arbitrarily high Reynolds numbers.

Next, second-order statistics are considered. Figure 2.4(a) shows that the baseline RNL model overpredicts the normal Reynolds stress in the streamwise direction at \( \text{Re}_\tau = 180 \), with a peak value of \( \approx 17 \) occurring at \( y^+ \approx 20 \). This differs from the Navier-Stokes DNS system’s peak value of \( \approx 7.06 \) at \( y^+ \approx 15.28 \) (we compare with the channel flow simulation of Moser, Kim, and Mansour (1999)). By altering the streamwise wavenumbers supporting the RNL turbulence, however, we obtain improved predictions. When the RNL system’s dynamics is constrained to interactions between the streamwise mean flow \( (k_x = 0) \) and a single streamwise-varying wavenumber \( (k_x = 7) \), the peak normal Reynolds stress in the streamwise direction is reduced to \( \approx 9 \) and occurs at \( y^+ \approx 13 \) for the \( \text{Re}_\tau = 180 \) case. Permitting interactions with two additional wavenumbers, \( k_x = 6 \) and \( k_x = 6.5 \), yields a slight reduction to about 8.6 for the peak value, occurring at the same wall-normal location. In general, the peak values of the streamwise components of the normal Reynolds stresses for the single streamwise-varying wavenumber cases increase with increasing \( \text{Re}_\tau \). The wall-normal locations of these peak values change slightly to \( y^+ \approx 14 \) for both \( \text{Re}_\tau = 260 \) and 340. As expected from
overall momentum conservation, the Reynolds shear stress profiles, shown in Figure 2.4(b), are quite realistic (since the mean velocity and hence the viscous stress distributions are realistic). Good agreement is obtained between the various band-limited RNL model cases at $Re_\tau = 180$ and the channel flow DNS of Moser, Kim, and Mansour (1999) at the same friction Reynolds number.

![Figure 2.4](image)

**Figure 2.4:** Profiles of (a) streamwise normal Reynolds stress (inner units) and (b) Reynolds shear stress (outer units). The superscript prime $'$ indicates departure from the time-averaged value. The DNS values are from the channel flow simulation of Moser, Kim, and Mansour (1999)

Finally, we focus on the transverse spatial structure of the fluctuations. Figure 2.2 already gave an indication that physically realistic structures are generated. More quantitatively, the spanwise spectra can be considered. The RNL case constrained to the single streamwise-varying wavenumber $k_x = 7$ is shown in Figure 2.5 at two distances from the wall, and compared to DNS. As can be seen, there is good agreement at small scales. The streamwise velocity spectra from RNL overestimates the DNS spectra at the largest scales while
underestimating the peak value which occurs at $k_z \sim 10$, while the spanwise and wall-normal velocity components generated by the RNL simulation underestimate the low wavenumber region of the spectra. Considering the simplicity of the RNL model compared to Navier-Stokes, it can be argued that there is good qualitative agreement in these spectra.

Figure 2.5: Spanwise energy spectra obtained from the band-limited RNL model at $Re_\tau = 180$, at two wall-normal locations. The RNL system is constrained to a single perturbation wavenumber of $k_x = 7$. Dashed lines are channel flow DNS data from Moser, Kim, and Mansour (1999) Symbols are RNL data.
Chapter 3

Large eddy simulations of the restricted nonlinear system

3.1 Introduction

In section 3.2 we introduce the equations of motion, with the original RNL system in section 3.2.1 and the newly-proposed RNL-LES system in section 3.2.2. Our numerical approach is described in section 3.3. The simulation parameters and implementation details are described at the beginning of section 3.4. We then present the results and analysis of simulations of the baseline RNL-LES system in section 3.4.1, drawing comparisons to the previously studied DNS-RNL system. In section 3.4.2 we analyze reference LES data, which is then used to inform our simulations of the band-limited RNL-LES system, presented in section 3.4.3. The main contents of this chapter have appeared in the paper by Bretheim, Meneveau, and Gayme (2018a).
3.2 Restricted nonlinear equations for wall-bounded turbulence

In this section, we first present the RNL model (section 3.2.1) along with its associated state variable decompositions and notation. We then present the newly-formulated RNL-LES model (section 3.2.2). Unlike in the previous chapter, in this chapter we find it more suitable to present the equations in index notation. Accordingly, the relevant decompositions and equations are written once again, below, but now in index notation.

3.2.1 Restricted nonlinear model

The RNL system is derived by first decomposing the respective total velocity and pressure fields into streamwise-averaged components and streamwise-varying (‘perturbation’) components, as follows:

\[ u_{i}^{\text{tot}}(x,y,z,t) = U_{i}(y,z,t) + u_{i}(x,y,z,t), \]  
\[ = \langle u_{i}^{\text{tot}} \rangle_{x} + u_{i}(x,y,z,t), \]  
\[ p^{\text{tot}}(x,y,z,t) = P(y,z,t) + p(x,y,z,t), \]  
\[ = \langle p^{\text{tot}} \rangle_{x} + p(x,y,z,t), \]

where the \((x,y,z)\) coordinates refer to the streamwise, wall-normal, and spanwise directions, respectively, and the angle brackets \(\langle \cdot \rangle_{x}\) represent the streamwise-averaging operation: \(\langle \phi \rangle_{x}(y,z,t) = \frac{1}{L_{x}} \int_{0}^{L_{x}} \phi(x,y,z,t) \, dx\), for a scalar variable \(\phi\) and for a channel of streamwise extent \(L_{x}\). Similarly, we
use $\langle \cdot \rangle_z$ and $\langle \cdot \rangle_t$ to denote spanwise- and time-averaging. Square brackets $[\cdot]$ denote averaging in time and both horizontal directions. The velocity components in each of the three coordinate directions are written $u^{\text{tot}} = u_1^{\text{tot}}$, $v^{\text{tot}} = u_2^{\text{tot}}$, and $w^{\text{tot}} = u_3^{\text{tot}}$ for the streamwise, wall-normal, and spanwise velocities, respectively.

Using the decompositions of Equations (1a-d) and then neglecting the nonlinear interactions between perturbations, it is straightforward to derive the governing equations for the RNL system as:

$$\partial_t U_i + U_j \partial_j U_i + \partial_i P - \frac{1}{\text{Re}} \partial_j \partial_j U_i = -\langle u_j \partial_j u_i \rangle_x + \partial_1 p_\infty \delta_{i1}, \quad (3.2a)$$

$$\partial_t u_i + U_j \partial_j u_i + u_j \partial_j U_i + \partial_i P - \frac{1}{\text{Re}} \partial_j \partial_j u_i = 0, \quad (3.2b)$$

where $\partial_i U_i = \partial_i u_i = 0$ and $\partial_1 p_\infty \delta_{i1}$ represents the streamwise pressure gradient that forces the flow ($\delta_{ij}$ is the Kronecker delta). The full N-S system can be recovered from the RNL system simply by adding the terms $-(u_j \partial_j u_i - \langle u_j \partial_j u_i \rangle_x)$ to the right-hand side of Equation (3.2b). These terms represent the streamwise-varying components of the perturbation-perturbation nonlinearity. Only the streamwise-averaged portion of the perturbation-perturbation nonlinearity, $-\langle u_j \partial_j u_i \rangle_x$, is retained in the RNL system. Mathematically, it is only this restriction of the nonlinearity (a quasi-linearization), that distinguishes the RNL system from the N-S system. All of the differences between the observed behavior of the RNL system and the N-S system stem from this restriction.
3.2.2 Restricted nonlinear large eddy simulation model

In order to obtain a RNL system suitable for LES, we introduce, as usual in LES, a filtered velocity field, $\tilde{u}_i^{\text{tot}}$, as the coarse-grained part of the total velocity, $u_i^{\text{tot}}$. We then introduce a sub-grid scale stress tensor, $\tau_{ij}^{\text{tot},R}$, to model the effects of the unresolved scales. The anisotropic part of the sub-grid scale stress tensor is $\tau_{ij}^{\text{tot},r} = \tau_{ij}^{\text{tot},R} - \frac{1}{3} \tau_{kk}^{\text{tot},R} \delta_{ij}$ and is approximated by the Smagorinsky model (Smagorinsky 1963),

$$\tau_{ij}^{\text{tot},r} = -2 \nu_T \tilde{S}_{ij}, \quad (3.3)$$

where $\tilde{S}_{ij} = \frac{1}{2}(\partial_j \tilde{u}_i^{\text{tot}} + \partial_i \tilde{u}_j^{\text{tot}})$ is the symmetric part of the filtered velocity gradient tensor and the eddy viscosity is given by:

$$\nu_T = \lambda_{\text{SGS}}^2 |\tilde{S}|. \quad (3.4)$$

Here we define the characteristic strain rate using a horizontal average as follows:

$$|\tilde{S}| = \sqrt{2 \langle \tilde{S}_{ij} \tilde{S}_{ij} \rangle_{x,z}}. \quad (3.5)$$

The Smagorinsky lengthscale $\lambda_{\text{SGS}}$, which represents the sub-grid scale mixing length, is determined by the Smagorinsky coefficient, $C_s$, and a non-dimensional filter width, $\Delta$, modified by a wall-damping function such that

$$\lambda_{\text{SGS}} = C_s \Delta = \left[ \left( \frac{1}{C_0 \Delta} \right)^n + \left( \frac{1}{\kappa (y + y_0)} \right)^n \right]^{-1/n}, \quad (3.6)$$

with the wall-damping exponent taken as $n = 2$. Far from the wall, the mixing lengthscale is approximately $\lambda_{\text{SGS}_0} = C_0 \Delta$, while close to the wall it tends to $\kappa y$, where $\kappa$ is the von Kármán constant. The filter width $\Delta$ is defined and
discussed in more detail in section 3.4.

The wall region is modeled by prescribing the stresses in accordance with the log law according to

\[
\tau_{i,3}^{\text{tot},w} = - \left( \frac{u_r \kappa}{\ln(y_1/y_0)} \right)^2 \frac{\bar{u}_i^{\text{tot}}(x, y_1, z)}{u_r}, \quad (3.7a)
\]

\[
\bar{u}_r = \sqrt{\langle \bar{u}_1^{\text{tot}}(x, y_1, z)^2 + \bar{u}_2^{\text{tot}}(x, y_1, z)^2 \rangle_{x, z}}, \quad (3.7b)
\]

where \(y_0\) is the prescribed roughness length, \(y_1\) is the height of the first grid-point above the modeled wall, and \(i = 1, 2\). More details on this standard equilibrium wall model can be found in Schmidt and Schumann (1989) and Albertson (1996). Our implementation differs from Albertson’s in that we calculate a horizontal average in Equation (4.5b), in order to maintain consistency with the horizontally-averaged characteristic strain rate in Equation (3.5).

The final set of simulated equations, which we refer to as the RNL-LES model, can now be written as:

\[
\partial_t \bar{U}_i + \bar{U}_j \partial_j \bar{U}_i + \partial_i \tilde{P}_* - \frac{1}{Re} \partial_j \partial_j \bar{U}_i = - \left\langle \bar{u}_j \partial_j \bar{u}_i \right\rangle_x - \partial_j \left\langle \tau_{ij}^{\text{tot},r} \right\rangle_x + \partial_1 \tilde{P}_\infty \delta_{i1}, \quad (3.8a)
\]

\[
\partial_t \bar{u}_i + \bar{U}_j \partial_j \bar{u}_i + \bar{u}_j \partial_j \bar{U}_i + \partial_i \tilde{p}_* - \frac{1}{Re} \partial_j \partial_j \bar{u}_i = - \partial_j \tau_{ij}^r, \quad (3.8b)
\]

along with \(\partial_t \bar{U}_i = \partial_i \bar{u}_i = 0\). The residual stress term has been decomposed into its streamwise-averaged and fluctuating parts:

\[
\tau_{ij}^r = \tau_{ij}^{\text{tot},r} - \left\langle \tau_{ij}^{\text{tot},r} \right\rangle_x. \quad (3.9)
\]

The modified pressure, \(\tilde{P}_*^{\text{tot}} = \bar{P}_* + \tilde{p}_*\), includes the isotropic part of the
sub-grid stress tensor, $\frac{1}{3} \tau_{kk}^{tot,R}$.

### 3.3 Numerical approach

To simulate the RNL-LES system, we have adapted a research code which has been previously used for direct numerical simulations of the RNL system (Bretheim, Meneveau, and Gayme 2015), as well as for many LES studies of wall-bounded turbulence (see, e.g. Calaf, Meneveau, and Meyers 2010; Graham and Meneveau 2012; VerHulst and Meneveau 2014). The wall-normal ($y$) direction is discretized with a centered second-order finite difference scheme while the horizontal directions ($x$ and $z$) are pseudospectral. We use the second-order Adams-Bashforth method for time advancement with dynamic timestepping, subject to the requirement that the maximum Courant number at any point in the domain be less than 0.05 at every timestep. We employ a wall model (Equation (3.7)) at the bottom boundary with imposed wall stress. The top boundary has stress-free and zero normal velocity conditions and the horizontal directions are periodic. We dealias the advective term with the 3/2 rule as required by the pseudospectral methods and the vertical grid-spacing is uniform.

We now discuss a computationally efficient means of implementing the RNL-LES model by first demonstrating the reduced streamwise-varying wavenumber support of the RNL-LES dynamics. To facilitate this discussion, we define the non-dimensional streamwise wavenumbers (or Fourier modes) as $k_{x,n} = n(2\pi H/L_x)$, where $n$ is a nonnegative integer and $H$ is the
domain height (used for non-dimensionalization). We refer to the $n^{th}$ streamwise Fourier mode as $k_{x,n}$. The corresponding non-dimensional streamwise wavelengths are $\lambda_{x,n} = 2\pi/k_{x,n}$. Therefore, the streamwise-averaged velocity corresponds to the $k_{x,n=0}$ Fourier mode and the perturbations correspond to the $k_{x,n\neq0}$ Fourier modes. The spanwise wavenumbers ($k_{z,n}$) and wavelengths ($\lambda_{z,n}$) are similarly defined. We also define the average perturbation kinetic energy associated with each wavenumber $k_{x,n}$ as:

$$E(k_{x,n},t) = \frac{1}{2} \frac{1}{L_y L_z} \int_0^{L_y} \int_0^{L_z} \bar{u}_i''(k_{x,n},y,z,t) \bar{u}_i''^*(k_{x,n},y,z,t) \, dy \, dz,$$  \hspace{1cm} (3.10)

where $\phi'' = \phi - \langle \phi \rangle_z$.

In order to illustrate the differences in the streamwise wavenumber support of the LES and baseline RNL-LES systems, we present two representative time histories of the average perturbation kinetic energy in Figure 3.1 for LES and RNL-LES (cases L-1 and B-1, respectively, which are fully described later in Table 3.1). Each case uses the same initial condition, which is a rough-wall logarithmic law for the mean velocity to which random noise sampled from a uniform distribution has been added. The two simulations use the same number of grid points, and thus have the same number of possible streamwise wavenumbers. However, the time history of the average perturbation kinetic energy (Figure 3.1) reveals that while LES will sustain energy in every resolved streamwise mode (after initial transients have died out), the RNL-LES only sustains a fraction of the resolved modes, with every mode above some cutoff frequency decaying to zero.
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Figure 3.1: Time histories of average perturbation kinetic energy (defined in Equation (3.10)) for different $k_{x,n}$ modes: LES case L-1 and baseline RNL-LES case B-1 (see Table 3.1). For these cases, the $k_{x,n}$ modes with $n > 5$ (plotted with dashed gray lines) are sustained indefinitely in the LES system but rapidly decay to zero (after the transients die out) in the RNL-LES system and remain there even as turbulence is sustained.

The reduced streamwise wavenumber support of RNL-LES is consistent with prior simulations of the RNL system (Constantinou et al. 2014; Bretheim, Meneveau, and Gayme 2015; Thomas et al. 2015) and is a consequence of the restriction of the convective nonlinearity in the equation for the perturbations (Equation (4.2b)). Bretheim, Meneveau, and Gayme (2015) report a natural support of only six streamwise wavenumbers in a half-channel at $Re_\tau = 180$ while Constantinou et al. (2014) report a natural support of seven streamwise wavenumbers in a full channel at $Re_\tau = 950$. As will be explored in the context of RNL-LES later in this chapter and as previously summarized in the introduction, the RNL system can still support self-sustaining turbulence even when restricted to a single nonzero streamwise wavenumber interacting with
the mean flow (Thomas et al. 2015; Bretheim, Meneveau, and Gayme 2015; Farrell et al. 2016). With proper band-limiting of streamwise wavelengths, the resulting statistics compare favorably with those obtained by DNS of the full N-S system at low to moderate Reynolds numbers (Bretheim, Meneveau, and Gayme 2015).

The relatively small number of streamwise Fourier modes supported by the RNL and RNL-LES systems (compared to LES of the filtered N-S equations) motivates a mathematical description of the RNL model solely in Fourier space for the streamwise direction. To this end, we write the total velocity as a Fourier series over the finite interval $0 \leq x < L_x$:

\[
\tilde{u}_i^{tot}(x, y, z, t) = \frac{1}{\sqrt{L_x}} \sum_{n \in S_{N_x}} \tilde{u}_i^{(n)}(y, z, t) \exp(i k_{x,n} x), \tag{3.11}
\]

where $\tilde{u}_i^{(n)} = L_x^{-1/2} \int_0^{L_x} \exp(-i k_{x,n} \xi) \tilde{u}_i^{tot}(\xi, y, z, t) \, d\xi$ are the complex Fourier coefficients. The set $S_{N_x}$ is the set of streamwise modes in the Fourier series and $N_x$ is the number of streamwise modes in (cardinality of) the set. Note that the derivatives with respect to the streamwise direction are evaluated in Fourier space by multiplying the Fourier coefficients by $ik_{x,n}$; the total convective nonlinearity in the N-S equations can then be written as:

\[
\tilde{u}_j^{tot} \partial_j \tilde{u}_i^{tot} = \frac{1}{L_x} \sum_{m \in S_{M_x}} \sum_{n \in S_{N_x}} \left[ \tilde{u}_i^{(m)}(ik_{x,n}) \tilde{u}_i^{(n)} + \tilde{v}_j^{(m)} \partial_y \tilde{u}_i^{(n)} + \tilde{w}_j^{(m)} \partial_z \tilde{u}_i^{(n)} \right] e^{i(k_{x,m}+k_{x,n})}. \tag{3.12}
\]

Equation (3.12) represents the full convective nonlinearity in the N-S system, where all $k_{x,m}$ modes interact with all $k_{x,n}$ modes. The RNL system restricts these interactions to those in which $m = 0, n = 0$, or $m + n = 0$. 
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The calculation of the nonlinearity (in $k_x,n$ Fourier space) is thus reduced from an $O(N_x^2)$ operation (in DNS or LES) to an $O(N_x)$ operation (in RNL or RNL-LES).

This drastic reduction in the number of interactions between modes and the fact that the RNL turbulence can be sustained by a single streamwise-varying mode interacting with the mean flow, make it feasible to simulate the equations with the streamwise direction represented only in the $k_x,n$ Fourier space (i.e., there is no need for a physical space streamwise grid). This approach eliminates the usual practice of computing the nonlinear terms in purely physical space which, even when using fast Fourier transforms (FFTs) to obviate the computationally expensive $O(N_x^2)$ convolution, remains a significant cost. For the $y$-$z$ cross-plane we maintain a physical space grid and thus we still compute FFTs for the spanwise ($z$) direction in the usual manner.

The ability to affordably simulate entirely in streamwise Fourier space is particularly advantageous in scenarios where we are only interested in simulating a small set of $k_x,n$ modes, say, e.g., $k_x,0$ and $k_x,64$. In the traditional pseudospectral approach, simulating the RNL system with these two streamwise modes would require a physical grid with $N_x > 2k_{x,max}$ (or $N_x > 128$ in this example, with the corresponding set of 128 Fourier modes $S_{N_x} = \{0, \pm1, \ldots, \pm63, 64\}$), even though we are only interested in two modes. The ability to simulate entirely in $k_x,n$ space, and simulating only the Fourier modes of interest, thus has the tremendous computational advantage of significantly lowering the memory requirements for storage of system variables (in addition to requiring fewer FFTs, since now only FFTs in the spanwise
While the particular nonlinear restriction inherent to the RNL system has interesting numerical advantages, it is important to also understand the physical interpretation of the restriction. Referring once again to Equation (3.12), we see that an interaction between mode \( m \) and \( n \) directly affects mode \( p = m + n \) by either depositing or extracting energy in mode \( p \). By restricting the nonlinear interactions to those where either \( m = 0 \), \( n = 0 \), or \( m + n = 0 \), we remove the mechanism by which new streamwise modes could be created. As such, only the \( k_{x,n} \) modes specified in the initial condition can be present in the simulation. The different nonzero modes cannot interact directly with each other, but only indirectly through the \( k_{x,0} \) mode via the \( U_i u_i \) and \( u_i U_i \) terms. As such, the restriction reduces the number of streamwise energy transfer pathways, requiring all streamwise energy transfer to be conducted through the zeroth streamwise Fourier mode.

In summary, two of the physical consequences of the nonlinear restriction inherent to the RNL system are:

1. Fewer streamwise modes are sustained relative to the N-S or LES systems.

2. As was demonstrated by previous numerical experiments (Thomas et al. 2015; Bretheim, Meneveau, and Gayme 2015), RNL turbulence self-sustains on a small number of nonzero streamwise modes (even as few as one) interacting with the zeroth streamwise mode.

These physical attributes of the RNL system thus enable the following
numerical simplifications:

1. Efficient convolution sums over the few remaining $k_{x,n}$ modes.

2. FFTs in the streamwise direction are obviated.

3. Computer memory usage is reduced by storing only the $k_{x,n}$ modes of interest.

In our implementation of the RNL-LES system, we have achieved measured wall time speedups as high as one order of magnitude relative to the corresponding LES system (computational speedups are further discussed in section 3.4.3).

### 3.4 Simulation descriptions and results

We now present the three groups of simulations considered in this chapter: the baseline RNL-LES (section 3.4.1), the LES reference data (section 3.4.2), which are used to parameterize the band-limited RNL-LES, and the band-limited RNL-LES results (section 3.4.3).

For all cases considered, the extent of the simulation domain is $[L_x, L_y, L_z] / H = [2\pi, 1, 2\pi]$. We focus on the case of very high Reynolds number flow, and therefore neglect the viscous terms in Equations (3.2a) and (3.2b). The bottom boundary condition is specified through the roughness length and the wall model’s von Kármán constant, which are respectively set to $y_0 / H = 1.25e-5$ and $\kappa = 0.4$. For all cases, the grid aspect ratio is fixed at $\Delta_z / \Delta_y = \pi$ and for the baseline RNL-LES and LES reference, we use
\[ \Delta_x / \Delta_y = \pi \] (note the $\Delta_x$ is not relevant to the band-limited RNL-LES cases, since there is no streamwise physical grid for those cases). All grid spacings discussed herein are non-dimensional (e.g., $\Delta_z = L_z / (HN_z)$).

Typical LES implementations of the Smagorinsky sub-grid scale model with a constant coefficient use $C_0$ in the range of 0.1 to 0.3 ($C_0 = 0.16$ is common), and $\Delta = \Delta_{3D} = (\Delta_x \Delta_y \Delta_z)^{1/3}$ is often used (Scotti, Meneveau, and Lilly 1993). Here we modify this value to account for the fact that the band-limited RNL-LES simulations use a two-dimensional physical space grid for the $y$-$z$ cross-plane coupled with Fourier-space-only $k_{x,n}$ modes, which necessitates the use of a two-dimensional filter width, i.e., $\Delta = \Delta_{2D} = (\Delta_y \Delta_z)^{1/2}$. The two-dimensional physical grid also motivates the use of a horizontally-averaged $\tilde{S}_{ij} \tilde{S}_{ij}$ in the characteristic strain rate in Equation (3.5), since the non-averaged form cannot be calculated without transforming to a physical space grid in the streamwise direction. In order to maintain as much consistency as possible between the three simulation groups, we set $\Delta = \Delta_{2D}$ for all cases, even though the baseline RNL-LES and LES simulations use a three-dimensional grid in physical space. We set $C_0 = 0.23$, larger than 0.16, in order to compensate for the smaller filter width ($\Delta_{2D} < \Delta_{3D}$) and the horizontally-averaged characteristic strain rate.

For all three simulation groups, we study a range of grid sizes varying in cross-plane resolution from $[N_y, N_z] = [32, 64]$ to $[N_y, N_z] = [256, 512]$. As the number of grid points changes between cases, the only parameter affecting the resolved turbulence is the Smagorinsky lengthscale, $\lambda_{SGS}$, which decreases with increasing grid size and is effectively the smallest lengthscale in the
simulation. Since the range of possible lengthscales increases with increasing grid size (and decreasing $\lambda_{SGS}$), $\lambda_{SGS}$ plays a role similar to that of inverse Reynolds number in DNS.

Finally, the band-limited RNL-LES data are produced using the computationally efficient numerical implementation described in the previous section. The baseline RNL-LES and LES data are produced using the standard FFT-based numerical framework since the numerical enhancements are unique to the band-limited RNL-LES system.

### 3.4.1 Baseline RNL-LES results

In Table 3.1 we summarize both the baseline RNL-LES and the LES cases that are respectively discussed in sections 3.4.1 and 3.4.2.

<table>
<thead>
<tr>
<th>Label</th>
<th>$N_x = N_z$</th>
<th>$N_y$</th>
<th>$\lambda_{SGS_0} = C_0\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-1, L-1</td>
<td>64</td>
<td>32</td>
<td>0.0125</td>
</tr>
<tr>
<td>B-2, L-2</td>
<td>128</td>
<td>64</td>
<td>0.0063</td>
</tr>
<tr>
<td>B-3, L-3</td>
<td>192</td>
<td>96</td>
<td>0.0042</td>
</tr>
<tr>
<td>B-4, L-4</td>
<td>256</td>
<td>128</td>
<td>0.0031</td>
</tr>
<tr>
<td>B-5, L-5</td>
<td>384</td>
<td>192</td>
<td>0.0021</td>
</tr>
<tr>
<td>B-6, L-6</td>
<td>512</td>
<td>256</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

| Table 3.1: Baseline RNL-LES and LES cases (labeled B- and L-, respectively). The lengthscale $\lambda_{SGS_0}$ is effectively the smallest scale in the simulation and decreases with increasing grid size. |

Figure 3.2 shows instantaneous cross-stream snapshot contours of streamwise velocity for a pair of representative baseline RNL-LES and LES cases. A comparison of panels (a) and (b) clearly demonstrates that the baseline RNL-LES lacks the small scale structures typically observed in LES at this
resolution and suggests that there are quantitative differences between the baseline RNL-LES results and the reference LES results.

![Instantaneous snapshot contours of streamwise velocity in the y-z cross-plane](image)

**Figure 3.2:** Instantaneous snapshot contours of streamwise velocity in the $y$-$z$ cross-plane: (a) Baseline RNL-LES case B-4 and (b) LES case L-4. For display purposes, we plot half the channel width ($L_z/H = 2\pi$).

Figure 3.3 plots the mean velocity and streamwise Reynolds stress profiles for a representative subset of the baseline RNL-LES cases of Table 3.1. As in prior results at moderate Reynolds numbers (Constantinou et al. 2014; Bretheim, Meneveau, and Gayme 2015; Farrell et al. 2016), the mean velocity profiles significantly over-predict the expected logarithmic profile (in this case, the rough-wall log law) near the wall. In addition to being too large in magnitude, the baseline RNL-LES mean velocity profile becomes approximately logarithmic above a certain height (here in the region $y/H > 10^{-1}$), but the
curves level out at too flat a slope, an attribute which is consistent with prior results from the DNS-RNL system at lower Reynolds numbers (Constantinou et al. 2014; Bretheim, Meneveau, and Gayme 2015; Farrell et al. 2016). The LES reference data (case L-3) also over-predict the log law in much of the domain, but with an accurate slope – a result which is typical of the constant coefficient Smagorinsky sub-grid scale model (Porté-Agel, Meneveau, and Parlange 2000). Additionally, as $\lambda_{SGS}$ decreases, the baseline RNL-LES mean velocity profiles grow increasingly worse in both their magnitudes and slopes; this trend is also consistent with the Reynolds number trends observed in prior RNL studies (Constantinou et al. 2014; Farrell et al. 2016).

The streamwise Reynolds stresses are likewise significantly over-predicted by the baseline RNL-LES dynamics, particularly in the bottom third of the channel; the results similarly become less accurate with decreasing $\lambda_{SGS}$. These results are again consistent with prior DNS studies of the RNL system (Constantinou et al. 2014; Bretheim, Meneveau, and Gayme 2015), which show increasingly less accurate second-order statistics with increasing value of $Re_\tau$. 
Figure 3.3: Baseline RNL-LES results (open symbols) compared to representative LES reference (case L-3, black line) data: (a) mean velocity profiles (b) streamwise Reynolds stress profiles. The superscript prime ′ in the plot label indicates fluctuations about the time-averaged value.

As will be addressed below in section 3.4.3, these observed statistical inaccuracies in the baseline RNL-LES system can be addressed by appropriately restricting (i.e., band-limiting) the active streamwise wavenumbers supporting the dynamics, as in Bretheim, Meneveau, and Gayme (2015). In that work, the band-limiting was accomplished by selecting the streamwise wavenumbers empirically. More specifically, the authors ran many simulations over a range of candidate streamwise wavenumbers at different Reynolds numbers. They then integrated the resulting mean velocity profiles to compute the corresponding skin-friction coefficients and identified an optimal streamwise wavenumber at each Reynolds number that minimized the error in the skin-friction coefficient. Repeating this process over a range of Reynolds numbers led the authors to postulate that the optimal streamwise wavenumber asymptotes to a constant value that scales in inner units and corresponds to an important small scale lengthscale of roughly 150 viscous units. Restricting
the RNL streamwise dynamics to the single important streamwise lengthscale of 150 viscous units led to significantly improved turbulence statistics and spectra over the entire simulated range of low to moderate Reynolds numbers ($Re_\tau = 110$ to $Re_\tau = 340$).

This streamwise lengthscale of 150 viscous units falls in the middle of the range of peak ‘surrogate dissipation’ for a full-channel DNS at $Re_\tau = 2000$ (see Jiménez 2012, for details). A similar argument, but applied in the context of LES, could serve as a guide as to which streamwise modes to retain in the band-limited RNL-LES system such that the advection of mean velocity is balanced by the viscous (or sub-grid) dissipation. This hypothesis is tested in the next section, which examines LES data with a range of different mixing lengths. The resulting data will be used to inform the band-limited RNL-LES simulations of section 3.4.3.

### 3.4.2 LES cases

We now present results for the LES (cases L-1 through L-6) described in Table 3.1. We first present statistical analyses of these LES results using various spectra. In Figure 3.4 we plot the premultiplied vorticity spectra, defined as $k_{x,n}(E_{\omega x\omega x} + E_{\omega y\omega y} + E_{\omega z\omega z})$, for all six cases.
Figure 3.4: Premultiplied vorticity spectra, $k_{x,n}(E_{\omega_x \omega_x} + E_{\omega_y \omega_y} + E_{\omega_z \omega_z})$. Each plot is normalized by its own maximum value. The colorbars are the same for each panel (0 to 1, blue to red).

These plots show that the range of streamwise wavenumbers over which peak dissipation occurs in the LES shifts to smaller and smaller scales as the grid scale $\lambda_{SGS_0}$ of the LES is reduced. The normalized streamwise wavelengths ($\lambda_{x,n}/\lambda_{SGS_0} = 2\pi/(k_{x,n}\lambda_{SGS_0})$) associated with the streamwise wavenumbers corresponding to the range of peak values of the dissipation spectra for cases L-1 through L-5 are plotted against $N_y$ in Figure 3.5, where the range of wavelengths associated with the peak are indicated by the shaded grey regions. The solid black circle markers correspond to the discrete $k_{x,n}$ modes identified in Figure 3.4 for each case (e.g., $k_{x,4}$ for L-1 with $N_y = 32$).
which corresponds to $\lambda_{x,4}/\lambda_{SGS_0} \approx 125$) while the hollow black circles correspond to the nearest discrete $k_{x,n}$ modes just outside the peak range identified in Figure 3.4 (e.g., for L-1, $k_{x,3}$ and $k_{x,5}$ are nearest the key mode of $k_{x,4}$). This plot identifies the range of scales $\lambda_{x,n}/\lambda_{SGS_0} = [100, 180]$, which is consistent with the dissipation range $\lambda_{x}^+ = [100, 200]$ in the work by Jiménez (2012), where the plus sign denotes viscous units. The important small scale of $\lambda_{x}^+ = 150$, identified in Bretheim, Meneveau, and Gayme (2015), is represented by the dashed red line. This plot also indicates that as the system size (LES resolution that is indicated here simply by $N_y$) increases (and $\lambda_{SGS}$ decreases), the dissipation range includes an increasing number of $k_{x,n}$ modes. As the LES resolution improves (and thus, the separation of scales increases), the dissipation range shifts to smaller scales. As the dissipation range shifts to smaller scales, an increasingly larger number of streamwise Fourier modes span the dissipation range.
Figure 3.5: Normalized streamwise wavelengths (solid black circles) corresponding to the streamwise wavenumbers identified in Figure 3.4. The hollow black circles correspond to the nearest discrete wavelengths just outside the peak range identified in Figure 3.4. The dashed red line represents the optimized wavelength in viscous units ($\lambda^*_x = 150$) identified in the DNS-RNL system (Bretheim, Meneveau, and Gayme 2015).

The scaling of $\lambda_{SGS}$ is easily understood from its definition (recall that far from the wall, $\lambda_{SGS} \approx \lambda_{SGS0} = C_0 \Delta$). Since $\Delta \sim (N_y N_z)^{-1/2}$, each quadrupling of the cross-plane grid size ($N_y N_z$) results in a halving of $\lambda_{SGS0}$ and a corresponding doubling of the $k_{x,n}$ associated with $\lambda_{SGS0}$. This trend is observable in other quantities, for example those shown in Figure 3.6, which plots premultiplied wall-normal vorticity spectra in the streamwise direction and premultiplied energy spectra in the spanwise direction. Each quadrupling of the grid size results in a factor of two shift of peak values to smaller scales (higher wavenumbers).
Figure 3.6: LES results. Left column: premultiplied wall-normal vorticity streamwise spectra, $k_{x,n}(E_{xy})$. Right column: premultiplied streamwise velocity energy spanwise spectra, $k_{z,n}(E_{uz})$. Each plot is normalized by its own maximum value. Cases: L-2 (top), L-4 (middle), L-6 (bottom). The colorbars are the same for each panel (0 to 1, blue to red).

Figure 3.7 plots the premultiplied spanwise energy spectra for all of the
LES cases in Table 3.1. The $k_{z,n}$ value associated with the peak in these spectra doubles as $N_y$ and $N_z$ each double (or $N_yN_z$ quadruples); this scaling is also observed in Figure 3.6. In Figure 3.7 we also see the emergence of a second peak as $N_yN_z$ increases. This large scale begins to appear in case L-4 and is readily apparent in cases L-5 and L-6. Case L-6 additionally hints at the emergence of a third distinct peak, albeit a weak one. It is this separation of scales in the channel cross-plane which motivates including multiple bands or levels in the band-limited RNL-LES discussed in the next section.
3.4.3 Band-limited RNL-LES cases

We now examine whether the important streamwise wavenumbers predicted by the LES in the previous section can be used to inform the selection of modes simulated in the band-limited RNL-LES system. Table 3.2 summarizes the band-limited RNL-LES cases, where the selected streamwise wavenumbers correspond to those identified in Figure 3.4. The labels used here correspond numerically to those used in Table 3.1, e.g., case R-3 is meant to be compared directly to cases L-3 and B-3. The simulation cases in this table are implemented in the manner described at the beginning of section 3.4, where the simulation domain consists of a physical grid in the y-z cross-plane along...
with a subset of \( k_{x,n} \) modes (the ‘band-limited’ modes) which live only in the spectral Fourier space. We thus only report the \( y-z \) grid points in Table 3.2. We first consider the results in the ‘Regime I’ column, which will be fully explained and distinguished from ‘Regime II’ later in this section. We consider cases R-4 and R-5 to be ‘overlap’ cases in that the statistics are reasonably approximated in both Regimes I and II. The bracketed values (i) and (ii) in the labels for R-4 and R-5 refer respectively to Regimes I and II.

<table>
<thead>
<tr>
<th>Label</th>
<th>( N_z )</th>
<th>( N_y )</th>
<th>( \lambda_{SGS_0} = C_0 \Delta )</th>
<th>( k_{x,n} ) (Regime I)</th>
<th>( k_{x,n} ) (Regime II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>64</td>
<td>32</td>
<td>0.0125</td>
<td>4</td>
<td>—</td>
</tr>
<tr>
<td>R-2</td>
<td>128</td>
<td>64</td>
<td>0.0063</td>
<td>7-9</td>
<td>—</td>
</tr>
<tr>
<td>R-3</td>
<td>192</td>
<td>96</td>
<td>0.0042</td>
<td>10-14</td>
<td>—</td>
</tr>
<tr>
<td>R-4(i)</td>
<td>256</td>
<td>128</td>
<td>0.0031</td>
<td>13-18</td>
<td>—</td>
</tr>
<tr>
<td>R-4(ii)</td>
<td>256</td>
<td>128</td>
<td>0.0031</td>
<td>—</td>
<td>7, 14</td>
</tr>
<tr>
<td>R-5(i)</td>
<td>384</td>
<td>192</td>
<td>0.0021</td>
<td>17-25</td>
<td>—</td>
</tr>
<tr>
<td>R-5(ii)</td>
<td>384</td>
<td>192</td>
<td>0.0021</td>
<td>—</td>
<td>7, 21</td>
</tr>
<tr>
<td>R-6</td>
<td>512</td>
<td>256</td>
<td>0.0016</td>
<td>—</td>
<td>7, 28</td>
</tr>
<tr>
<td>R-7</td>
<td>768</td>
<td>384</td>
<td>0.0010</td>
<td>—</td>
<td>7, 42</td>
</tr>
</tbody>
</table>

Table 3.2: Band-limited RNL-LES cases.

Figure 3.8 shows instantaneous cross-stream snapshot contours of streamwise velocity for case R-4(i). The velocity shows clear improvement over the corresponding baseline RNL-LES result (case B-4 in Figure 3.2(a)), with the presence of fine-scale structures more similar to those of LES at this cross-plane resolution in Figure 3.2(b).
Figure 3.8: Instantaneous snapshot contours of streamwise velocity in the $y$-$z$ cross-plane: band-limited RNL-LES case R-4(i). For display purposes, we plot half the channel width ($L_z/H = 2\pi$).

Figure 3.9(a) shows the mean velocity profiles resulting from the band-limited RNL-LES cases in Regime I of Table 3.2. The mean velocity profiles show significantly better agreement with the correct log law than do their corresponding baseline RNL-LES cases (see Figure 3.3). Likewise, the corresponding streamwise Reynolds stresses compare much more favorably to LES. Referring to Figure 3.9(b), the peak Reynolds stresses have fallen to a value of approximately 8 whereas the baseline RNL-LES Reynolds stresses peaked at a value closer to 18. These results validate our proposed method of selecting the $k_{x,n}$ ‘bands’ by referencing the regions of peak dissipation in LES (Figure 3.4). By shifting the active lengthscales away from those naturally supported by the baseline RNL-LES system to those scales associated with the dissipation range of the LES system, we achieve a properly band-limited RNL-LES system with significantly improved turbulence statistics.
It is clear that the selected range of streamwise wavelengths has a significant effect on the accuracy of the band-limited RNL-LES results. In order to investigate the sensitivity of these results to the selected range of streamwise wavelengths, we consider a representative case (R-1 of Table 3.2, which required only a single nonzero streamwise wavenumber) and vary the chosen streamwise wavenumber. Figure 3.10 shows that the resulting mean velocity profiles depend strongly on the chosen streamwise wavenumber, consistent with prior work in the DNS setting (Bretheim, Meneveau, and Gayme 2015; Thomas et al. 2015). The magnitude of the mean velocity increases with increasing streamwise wavenumber and eventually even surpasses the baseline RNL-LES mean velocity profile. For this particular case, setting $n$ in the range of 3 to 5 results in a reasonable mean velocity profile. We took $n = 4$ as our representative case (case R-1 of Table 3.2). We also note that case R-1 is the most sensitive to changes in the selected streamwise wavelength since it has
just a single nonzero streamwise wavelength interacting with the mean flow. The other cases, which involve a range of streamwise wavelengths, are less sensitive to the particular set of wavelengths chosen, so long as the chosen range reasonably spans the range of peak wavelengths identified in Figure 3.4, the precise upper and lower bounds of which are arbitrary.

![Figure 3.10](image)

**Figure 3.10:** Mean velocity profiles of variants of case R-1 of Table 3.2. Variations about the optimized single nonzero streamwise wavenumber ($k_{x,n}$) illustrate the sensitivity of the results to the chosen $k_{x,n}$.

The band-limiting procedure of the Regime I cases clearly improves the resulting profiles of the first- and second-order statistics in the RNL-LES system. We can also observe an improvement in terms of the resulting cross-plane scales by examining the premultiplied one-dimensional spanwise energy spectra. In Figure 3.11 we see a marked difference between the energetic
spanwise scales of baseline RNL-LES compared to LES and band-limited RNL-LES. The baseline RNL-LES naturally sustains only a reduced number of streamwise modes (from $k_{x,0}$ up through some cutoff wavenumber). The resulting dynamics existing on this natural set of low $k_{x,n}$ modes affects a change in the spanwise $k_{z,n}$ modes, shifting their energy to larger scales. This effect is also apparent in Figure 3.8, where the baseline RNL-LES instantaneous cross-plane snapshot contours of streamwise velocity are smoother and larger scale than those of the corresponding LES. The band-limiting procedure, which shifts the $k_{x,n}$ modes into the appropriate dissipation range, is able to correct this spanwise shifting effect, returning the energy spectra peak locations back to their LES-observed values.
Figure 3.11: Comparison of premultiplied one-dimensional spanwise energy spectra for LES (top row), baseline RNL-LES (middle row), and band-limited RNL-LES (bottom row). The left column shows the energy in the streamwise component of velocity while the right column shows the energy in the wall-normal component of velocity. The colorbars are the same for each panel (0 to 1, blue to red).

Additionally, we can connect the spanwise structures \((k_{z,n} \text{ modes})\) to the streamwise structures \((k_{x,n} \text{ modes})\) by examining premultiplied two-dimensional energy spectra. Referring to the top left panel of Figure 3.11, the high spanwise wavenumber peak of \(k_{z,26}\) occurs at a height of \(y/H \sim 0.02\).
Figure 3.12 plots the premultiplied two-dimensional energy spectra of spanwise velocity ($k_x k_z E_{ww}$) at this height. These two-dimensional spectra illustrate the connection between key spanwise and streamwise lengthscales. The vertical dashed lines in this plot correspond to the wavenumber limits chosen for the corresponding RNL-LES simulation (case R-4(i)), which retained streamwise wavenumbers ranging from $k_{x,13}$ to $k_{x,18}$. The streamwise lengthscales of this range correspond well to the peak near-wall spanwise lengthscale of $\lambda_{z,26} = 2\pi / k_{z,26}$. 
Figure 3.12: Premultiplied two-dimensional spanwise energy spectra for LES (case L-4) at $y/H \sim 0.02$. Values normalized by in-plane maximum (colorbars are 0 to 1, blue to red). Vertical dashed lines correspond to the streamwise wavelengths associated with $k_{x,13}$ and $k_{x,18}$.

The Regime I cases of Table 3.2 were obtained by simulating only streamwise wavenumbers associated with the region of peak premultiplied vorticity spectra (plus $k_{x,0}$) in the corresponding LES (Figure 3.4). These nonzero streamwise wavenumbers correspond to the dissipative small scales for each grid size. We select a range of scales about this one small scale in order to suitably span the dissipation range, a range which increases with increasing grid size. As the grid size increases, however, a distinct large scale emerges (see Figure 3.7). This scale is larger than the dissipation range scale and appears not to change much with changing grid resolution. The emergence of this large scale is not unexpected, as larger grids entail more scale separation due to the
higher resolution in the $y$-$z$ cross-plane.

These observations motivate the addition of a large scale in the band-limited RNL-LES simulations on larger grids. In fact, as the grid size increased beyond that of case R-5(i), with $[N_y, N_z] = [192, 384]$, we were unable to obtain realistic turbulence statistics by only including streamwise wavenumbers associated with the dissipative small scales. By introducing a large streamwise scale (lower wavenumber), while still retaining a dissipative small scale, we again recovered realistic turbulence statistics. We identify this large scale as $k_{x,7}$, which is the first streamwise Fourier mode to have a wavelength smaller than the height of the half-channel ($\lambda_{x,7} = 2\pi/7 < L_z$). We distinguish the larger grid cases, requiring both a large and small scale, as Regime II.

In our first attempt to include a large scale ($k_{x,7}$) in the band-limited RNL-LES system, we found the resulting mean velocity to be too high in magnitude in the region $y/H < 0.1$. This initial attempt is labelled case R-5(ii*) and the results are plotted in Figure 3.13(a), where it is clear that the mean flow is too fast near the wall, albeit the overall profile is still more accurate than that of the baseline RNL-LES result (case B-5). When a large scale such as $k_{x,7}$ is included among smaller scales in the RNL-LES system, it tends to dominate and the lack of interaction between $k_{x,n\neq0}$ modes leads to too much energy being retained in the large scale and too little dissipation in the small scales. We address this by setting $\tilde{u}_{i}^{n=7} = 0$ (before the pressure solving step, in order to maintain a divergence-free velocity field) in the region $y/H \leq 0.1$, where $\tilde{u}_{i}^{n}$ are the complex Fourier coefficients of velocity for the $n^{th}$ streamwise Fourier mode (cf. Equation (3.11)). The resulting mean velocity profile (case R-5(ii))
is plotted in Figure 3.13(b) and shows better agreement with the rough-wall logarithmic velocity profile. We adopt this height-dependent ‘mode-blocking’ approach for all of the Regime II band-limited RNL-LES cases of Table 3.2.

Figure 3.14(a) shows the mean velocity profiles resulting from the band-limited RNL-LES cases in Regime II of Table 3.2. Note that these results were obtained with the inclusion of just one streamwise wavenumber in the dissipative small scale region, which proved sufficient, whereas the cases of Regime I required an ever-widening band of wavenumbers in this region to obtain realistic results. The mean velocity profiles for cases R-4(ii), R-5(ii), and R-6 show significantly better agreement with the correct log law than do their corresponding baseline RNL-LES cases (see Figure 3.3). Likewise, the corresponding streamwise Reynolds stresses again compare much more favorably to LES. Referring to Figure 3.14(b), the peak Reynolds stresses have fallen once again to a value of approximately 8 whereas the baseline
RNL-LES Reynolds stresses peaked at a value closer to 18. Note the clear discontinuity at $y/H = 0.1$ (indicated with the dashed vertical line) in the Reynolds stress profiles. This is due to the ‘mode-blocking’ of $k_{x,7}$ scale in the region $y/H \leq 0.1$, described earlier in the section.

Figure 3.14: Band-limited RNL-LES mean velocity and streamwise Reynolds stress profiles (Regime II cases). The superscript prime $'$ in the plot labels indicates fluctuations about the time-averaged value.

Referring back to the LES data (case L-6) in Figure 3.7, we see the beginnings of the emergence of a third distinct scale at $\approx \lambda_{z,1}$, in between the large scale and dissipative small scale. Even so, the realistic results of case R-6 suggest that just the two streamwise scales of $k_{x,7}$ and $k_{x,28}$ are enough to achieve accurate turbulence statistics.

We simulated one additional case (R-7), which does not have a corresponding baseline RNL-LES case, to test whether or not the ‘mode-blocking’ approach of Regime II, with only two streamwise scales, would continue to hold at the even larger cross-plane resolution of $[N_y, N_z] = [384, 768]$. The resulting mean velocity and streamwise Reynolds stress profiles, also plotted in Figure 3.14, suggest that Regime II holds at this grid size. While we did not
attempt any cases for grid sizes larger than that of case R-7, we expect that the emergence of a third, intermediate scale (seen to begin emerging in case L-6 in Figure 3.7) will require the inclusion of a third streamwise wavenumber, in between the large scale of $k_{x,7}$ and the dissipative small scale which scales with the grid size; validating this hypothesis is a direction for future work.

We end the discussion with a note on the computational cost of simulating the RNL-LES system. Our simulations of the baseline RNL-LES system necessarily were carried out with the same numerical setup and on the same size physical space grids as their corresponding LES cases. As such, the computational cost of the baseline RNL-LES system is comparable to that of LES. The band-limited RNL-LES system, however, has the potential for significant computational speedups over LES due to the drastically reduced number of degrees of freedom. In our implementation, we employed a hybrid physical/Fourier space grid and calculated the nonlinear terms as convolutions in Fourier space in the streamwise direction, as described in section 3.3. This allowed us to store only the Fourier modes of interest for each simulation case and to eliminate many of the FFTs required by a traditional pseudospectral approach. Case R-5 was our largest cross-plane grid size studied herein with both Regime I and II sub-cases. With a fixed number of processors on the same hardware, we measured simulation wall time speedups of 3.0x for case R-5(i) and 17.2x for case R-5(ii) relative to LES (case L-5). The Regime I speedup is not significant since the number of required streamwise Fourier modes increases as the dissipation range shifts to smaller and smaller wavelengths. The Regime II speedup, however, is significant as only a single large scale
\((k_{x,7})\) and a single small scale \((k_{x,21})\) are needed (in addition to the streamwise mean flow, \(k_{x,0}\)). While all four Regime II cases studied herein required only two nonzero streamwise Fourier modes, we expect that further increasing the cross-plane grid resolution will eventually require the inclusion of more streamwise Fourier modes as the scale separation increases. Nonetheless, with a fixed or slowly growing number of streamwise wavenumbers, significant computational speedups can be obtained with band-limited RNL-LES in Regime II over LES as cross-plane grid resolution increases.
Chapter 4

Application to reduced-order wind farm simulations

4.1 Introduction

The first and primary goal of this chapter is to assess the suitability of the RNL-LES framework for wind farm simulations. We pursue this goal by simulating a number of RNL-LES wind farm configurations and comparing the results with traditional LES. In the second part of this chapter, we leverage the computational affordability of this reduced-order approach to conduct a parametric study of vertical staggering of wind turbine hub heights in fully-developed wind farms, an area which has not received much attention in the existing literature (see, e.g., Vasel-Be-Hagh and Archer 2017; Stevens, Arendshorst, and Wang 2017). After introducing the equations of motion in Section 4.2, we describe the numerical setup in Section 4.3, followed by the results and discussion in Section 4.4. The main contents of this chapter appear in the submitted manuscript by Bretheim, Meneveau, and Gayme (2018b).
We note that while in the previous chapters we have designated the spanwise and wall-normal coordinate directions as the $z$- and $y$-directions, respectively, in this chapter we change notations in order to align with the customary notations used within the wind energy literature. As such, the spanwise and wall-normal directions are now referred to as the $y$- and $z$-directions, respectively. The streamwise direction continues to be referred to as the $x$-direction.

4.2 Dynamical RNL-LES equations

The RNL-LES system is defined in terms of streamwise-averaged velocity and pressure fields ($U$ and $P$, respectively) and streamwise-varying velocity and pressure fields ($u$ and $p$, respectively). The total velocity and pressure fields are written as:

\[
\begin{align*}
\mathbf{u}^\text{tot} (x, y, z, t) &= \langle \mathbf{u}^\text{tot} \rangle_x + \mathbf{u} (x, y, z, t), \\
p^\text{tot} (x, y, z, t) &= \langle p^\text{tot} \rangle_x + p (x, y, z, t).
\end{align*}
\]

The streamwise, spanwise, and vertical directions are denoted by the coordinates $x$, $y$, and $z$, respectively. The angle brackets $\langle \cdot \rangle$ indicate an averaged quantity, where any subscript indicates the type of averaging (e.g., $\langle \cdot \rangle_x$ is a streamwise-averaged quantity and $\langle \cdot \rangle_{y,t}$ is a spanwise- and time-averaged quantity). The streamwise, spanwise, and vertical velocity components are denoted by $u$, $v$, and $w$, respectively.

In this work, we present simulation results of both the RNL-LES and
Since the RNL-LES system is the main focus of the work, we first describe that system and then describe how to recover the relevant LES equations from the RNL-LES equations. We first consider the case without the turbine forcing term. The set of equations used for the simulations of the RNL-LES system described herein are written as:

\[
\begin{align*}
\partial_t \tilde{U} &+ \tilde{U} \cdot \nabla \tilde{U} + \nabla \tilde{p}_* - \frac{1}{Re} \nabla^2 \tilde{U} = -\langle \tilde{u} \cdot \nabla \tilde{u} \rangle_x - \nabla \cdot \langle \tau^{tot,r} \rangle_x + \partial_x \tilde{p}_\infty \hat{e}_x, \quad (4.2a) \\
\partial_t \tilde{u} &+ \tilde{U} \cdot \nabla \tilde{u} + \tilde{u} \cdot \nabla \tilde{U} + \nabla \tilde{p}_* - \frac{1}{Re} \nabla^2 \tilde{u} = -\nabla \cdot \tau', \quad (4.2b)
\end{align*}
\]

where \( \nabla \cdot \tilde{U} = \nabla \cdot \tilde{u} = 0 \) and \( \partial_x \tilde{p}_\infty \) is the streamwise pressure gradient driving the flow (\( \hat{e}_x \) is the streamwise direction unit vector). The modified pressure is \( \tilde{p}^{tot}_* = \tilde{P}_* + \tilde{p}_* \) and includes the isotropic part of the sub-grid stress tensor. The tilde symbol indicates the coarse-grained quantities, as usual in LES.

The anisotropic part of the sub-grid scale stress tensor is modeled according to

\[
\tau^{tot,r} = -2 \left( \lambda_{SGS}^2 \sqrt{2 \langle \bar{S} : \bar{S} \rangle_{x,y}} \right) \bar{S},
\]

where \( \bar{S} = (\nabla \tilde{u}^{tot} + \nabla \tilde{u}^{tot,T})/2 \) is the symmetric part of the filtered velocity gradient tensor. The Smagorinsky lengthscale \( \lambda_{SGS} \) is calculated with a wall-damping function according to

\[
\lambda_{SGS} = C_s \Delta = \left[ \left( \frac{1}{C_0 \Delta} \right)^2 + \left( \frac{1}{\kappa(z + z_0)} \right)^2 \right]^{-1/2},
\]

as in the work by Albertson (1996), where \( C_0 \) is the Smagorinsky constant, \( \Delta \) is the filter width, \( \kappa \) is the von Kármán constant, and \( z_0 \) is the roughness length. The wall region is not resolved but rather modeled (following the standard
equilibrium wall model of Schmidt and Schumann (1989)) by prescribing log law stresses such that

\[
\tau_{x,z}^{\text{tot},w} = -\left( \frac{\tilde{u}_r \kappa}{\ln(z_1/z_0)} \frac{\tilde{u}_r^{\text{tot}}(x,y,z_1)}{\tilde{u}_r} \right)^2, \quad (4.5a)
\]

\[
\tau_{y,z}^{\text{tot},w} = -\left( \frac{\tilde{u}_r \kappa}{\ln(z_1/z_0)} \frac{\tilde{v}_r^{\text{tot}}(x,y,z_1)}{\tilde{u}_r} \right)^2, \quad (4.5b)
\]

\[
\tilde{u}_r = \sqrt{\langle \tilde{u}_r^{\text{tot}}(x,y,z_1)^2 + \tilde{v}_r^{\text{tot}}(x,y,z_1)^2 \rangle_{x,y}}, \quad (4.5c)
\]

where \(z_1\) is the height of the first grid point above the wall. The recent work by Bretheim, Meneveau, and Gayme (2018a), which introduces the RNL-LES system, contains further details on the RNL-LES equations and the corresponding sub-grid stress and wall models.

To simulate the effect of wind turbines on the flow system, we augment Equation (4.2a) by adding an actuator disk forcing term \((F_{T,n} \hat{e}_x)\) to the right-hand side of the equation (here the subscript \(n\), where \(n=2\) or \(3\), is used to distinguish between the RNL-LES and LES versions of the turbine forcing, respectively). The need for two different versions of the turbine forcing term is due to the streamwise-averaged, reduced-order nature of the RNL-LES model and is further explained later in this section as well as in Section 4.3.

We explain the RNL-LES turbine forcing term by first referencing the typical LES context, where the actuator disk turbine forcing is calculated according to

\[
F_{T,3}(x) = -\frac{1}{2} \frac{\pi D^2}{4} \rho C_T \langle \tilde{u} \rangle^2_{d,t} R_3(x), \quad (4.6)
\]
where $\rho$ is the fluid density, $C'_T$ is the (local) thrust coefficient, $D$ is the turbine rotor diameter, and $\langle \tilde{u} \rangle_{d,t}$ is the disk- and time-averaged velocity. This approach, which is used in the work by Stevens, Graham, and Meneveau (2014), uses a smoothed normalized indicator function $R_3(x, y, z)$ to distribute the turbine thrust force over the grid points in the turbine rotor region. The spatial disk-averaging is calculated according to

$$\langle \tilde{u} \rangle_d = \int R_n(x) \tilde{u}(x) d^n x, \quad n = 2 \text{ or } 3. \quad (4.7)$$

The spatial disk-averaging changes with simulation context ($n = 3$ for the fully three-dimensional LES setting and $n = 2$ for the reduced-order RNL-LES setting). Before the turbine forcing is applied to the flow, the disk-averaged velocity is further smoothed in time (Calaf, Meneveau, and Meyers 2010; VerHulst and Meneveau 2014) via time-averaging over a short time scale ($T$). The smoothed indicator function is calculated according to

$$R_n(x) = \int G_n(x - x') I_n(x') d^n x', \quad (4.8)$$

where the Gaussian smoothing kernel is

$$G_n(x) = \left[6/(\pi \Delta_n)\right]^{n/2} \exp \left(-6||x||^2 / \Delta_n^2\right), \quad (4.9)$$

and the indicator function is either

$$I_3(x) = (s\pi D^2/4)^{-1} \left[H(\hat{x} + s/2) - H(\hat{x} - s/2)\right] H(D/2 - \hat{r}), \quad (4.10)$$

or

$$I_2(x) = (\pi D^2/4)^{-1} H(D/2 - \hat{r}), \quad (4.11)$$
depending on the simulation context (LES: \( n = 3 \), RNL-LES: \( n = 2 \)), with \( r \) as the distance from the rotor center. The turbine thickness \( s \) is relevant only in the LES context and \( H(x) \) is the Heaviside (unit step) function. The filter width in the smoothing kernel is taken as either \( \Delta_3 = 1.5 \sqrt{\Delta_x^2 + \Delta_y^2 + \Delta_z^2} \) or \( \Delta_2 = 1.5 \sqrt{\Delta_y^2 + \Delta_z^2} \), once again depending on the simulation context.

In the LES setting, the turbine forcing is applied pointwise in three-dimensional physical space. In the RNL-LES setting, however, the simulation is conducted entirely in streamwise Fourier space (Bretheim, Meneveau, and Gayme 2018a) in order to take advantage of the system’s properties and for computational efficiency (further details are in Section 4.3). Since the RNL-LES equations are simulated entirely in streamwise Fourier space, the turbine forcing is also calculated and applied in the streamwise Fourier space according to

\[
F_{T,2}(x) = -\frac{1}{2} \frac{\pi D^2}{4} \rho C_T' \langle \tilde{U} \rangle_{d,t} * \langle \tilde{U} \rangle_{d,t} \frac{N_r}{L_x} R_2(x),
\]

(4.12)

where \( \langle \tilde{U} \rangle_{d,t} \) is the disk- and time-averaged streamwise mean (zeroth streamwise Fourier mode) velocity and \( N_r \) is the number of turbine rows along the streamwise direction. Note the * symbol denotes the convolution operation as the calculation for the turbine forcing is conducted in streamwise Fourier space (in keeping with the RNL-LES framework). The turbine forcing of Equation (4.12) differs from that of Equation (4.6) in two key ways: 1) it uses the two-dimensional version of the Gaussian smoothing kernel appropriate for RNL-LES rather than the three-dimensional version appropriate for LES and 2) it represents the integrated effect of multiple streamwise turbine rows and
applies that forcing only to the streamwise mean part of the flow whereas the forcing of Equation (4.6) is applied locally in the streamwise direction within the fully three-dimensional LES context.

While the equations for this section describe the RNL-LES system, we also include LES results in this work. The LES system is recovered from the RNL-LES system simply by adding the terms $-\langle u \cdot \nabla u \rangle_x$ to the right-hand side of Equation (4.2b) and removing the horizontal averaging operation from Equations (4.3) and (4.5c). For a comprehensive explanation of the differences between the RNL-LES and LES systems, refer to the work (Bretheim, Meneveau, and Gayme 2018a) which originally introduced the RNL-LES system.

4.3 Numerical setup

Our RNL-LES and LES numerical simulations are carried out with the LES research code that was previously modified to implement the RNL-LES system (Bretheim, Meneveau, and Gayme 2018a), as well as used for many prior LES studies of wind farms (Calaf, Parlange, and Meneveau 2011; Stevens, Gayme, and Meneveau 2014; VerHulst and Meneveau 2014). The code is pseudospectral in both horizontal directions ($x$ and $y$) for LES, while for RNL-LES only the spanwise direction ($y$) is pseudospectral while the $x$ direction is treated entirely in Fourier space. The vertical direction ($z$) is treated with second-order finite differencing. The second-order Adams-Bashforth scheme is used for time integration with a maximum Courant number of 0.05 at every timestep.
The horizontal directions have periodic boundary conditions, the top boundary has zero stress and vertical velocity, and the bottom boundary condition is described by Equations (4.5a)-(4.5c). The grid spacing is uniform in all directions and the advective terms in Equations (4.2a)-(4.2b) are dealiased with the 3/2 rule.

All simulations reported herein use \( \kappa = 0.4 \) and a roughness length \( z_0/H = 10^{-4} \), where \( H = 1000 \text{ m} \) is the characteristic lengthscale describing the height of the ABL. In this work, all simulations are conducted at effectively infinite Reynolds number, so the viscous terms of Equations (4.2a)-(4.2b) are neglected. The simulation cross-plane box size is \([L_y, L_z]/H = [\pi, 1]\) with gridpoints \([N_y, N_z] = [128, 128]\) for all cases. The LES cases, in which the \( \alpha \) direction is also treated in the pseudospectral fashion, additionally have \( L_x = \pi \) and \( N_x = 128 \). The RNL-LES cases, which are conducted entirely in the \( k_x, n \) Fourier space, as previously noted, use streamwise wavenumbers of \( k_{x,n} = n(2\pi H/L_x) \) where \( n = \{0, 7, 8, 9\} \). These particular streamwise wavenumbers are chosen using the method described by Bretheim, Meneveau, and Gayme (2018a) and are a consequence of the prescribed cross-plane grid resolution and Smagorinsky constant \( C_0 = 0.23 \). As in Bretheim, Meneveau, and Gayme (2018a), for all cases considered herein the filter width in Equation (4.4) is set to \( \Delta = (\Delta_y \Delta_z)^{1/2} \), where, e.g., \( \Delta_y = L_y/(H N_y) \). All actuator disk turbines use \( D = 100 \text{ m}, C_T' = 4/3 \), and have a baseline hub height of \( z_h = 100 \text{ m} \). In the LES context, the turbines additionally are represented by a filtered top-hat region of thickness \( s = 10 \text{ m} \). The short time scale used to time-average the disk-averaged velocity is \( T = 30 \text{ s} \). We use the velocity scale
\( u_s = 0.45 \text{ m/s for nondimensionalization.} \)

Many of the LES-based wind farm studies cited in the introduction employed the pseudospectral LES approach (and corresponding periodic domain, simulating what is sometimes referred to as an “infinite” wind farm), as in Calaf, Meneveau, and Meyers (2010), which lends itself well to simulations of wind farms in the fully-developed regime and it is this regime only that we will consider herein. We note that the later work by Stevens, Graham, and Meneveau (2014), introduced the idea of using a concurrent precursor simulation in order to generate realistic turbulent inflow conditions and enable the simulation of finite (developing regime) wind farms within the context of pseudospectral LES. This precursor approach is used in several of the works previously cited. The focus of this work, however, is to introduce a reduced-order LES-based approach to wind farm simulations based on a RNL methodology whose averaging assumptions make it more appropriate for very large wind farms in the fully-developed regime.

### 4.4 Results and discussion

The results are presented in two sections. In Section 4.4.1 we evaluate the ability of the RNL-LES framework to simulate wind farms by comparing to standard LES of wind farms over a range of conditions summarized in Table 4.1. In Section 4.4.2 we report results from an initial application of the new RNL-LES framework to a parametric study of the effects of vertical staggering of turbine hub heights in very large wind farms.
4.4.1 Validating the RNL-LES wind farm model against LES

The results presented in this section are from the simulations summarized in Table 4.1. The number of columns \( (N_c) \) of turbines is fixed for all cases while the number of rows \( (N_r) \) is varied in order to assess the ability of the RNL-LES framework to capture multiple streamwise rows of turbines despite the reduced-order nature of the streamwise direction in the model. To enhance statistical convergence of the resulting statistics, each case is simulated ten times with different random initial conditions and then ensemble-averaged.

<table>
<thead>
<tr>
<th>Group</th>
<th>([N_x, N_y, N_z])</th>
<th>(S_y/D)</th>
<th>(S_x/D)</th>
<th>(N_r \times N_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>([128,128,128])</td>
<td>5.24</td>
<td>5.24</td>
<td>6 (\times) 6</td>
</tr>
<tr>
<td>L3</td>
<td>([128,128,128])</td>
<td>5.24</td>
<td>7.85</td>
<td>4 (\times) 6</td>
</tr>
<tr>
<td>R1</td>
<td>([- ,128,128])</td>
<td>5.24</td>
<td>3.93</td>
<td>8 (\times) 6</td>
</tr>
<tr>
<td>R2</td>
<td>([- ,128,128])</td>
<td>5.24</td>
<td>5.24</td>
<td>6 (\times) 6</td>
</tr>
<tr>
<td>R3</td>
<td>([- ,128,128])</td>
<td>5.24</td>
<td>7.85</td>
<td>4 (\times) 6</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of simulation cases. The label ‘R’ refers to RNL-LES while ‘L’ refers to LES. \(N_r\) and \(N_c\) refer to the number of turbine rows and columns, respectively. The turbine-to-turbine spacings in the spanwise and streamwise directions are indicated by \(S_y\) and \(S_x\), respectively.
Figure 4.1: Contour plots of streamwise velocity obtained from (a) LES and (b) RNL-LES. Specifically, (a) corresponds to the turbine layout for case L3 of Table 4.1 while (b) shows the same configuration in the $y$-$z$ cross-plane, which is effectively the domain of case R3, which only has a two-dimensional physical space grid and represents out-of-plane variations in streamwise Fourier space. The red and blue circles represent the turbine rotor swept areas and the dashed black line in panel (b) is at the turbine baseline hub height ($z_h$).

Note that case L3 of Table 4.1 corresponds to the primary configuration used by Calaf, Meneveau, and Meyers (2010). In Figure 4.1(a), we plot the three-dimensional domain with this turbine layout and superposed streamwise velocity contour plots on select planes from the LES. The horizontal plane is at the turbine hub height, where the wakes are clearly visible behind each turbine. Figure 4.1(b) shows the corresponding domain for the RNL-LES for the same configuration.

Next, the properties of the mean velocity distribution are examined, followed by a discussion of the kinetic energy budgets in the flow. Figure 4.2 plots the mean velocity profiles for the RNL-LES system without turbines as well as with turbines for the four different streamwise spacings considered herein. The RNL-LES mean velocity profiles (with turbines) compare well with those of the reference LES cases, particularly in the region around
the baseline turbine hub heights at $z/H = 10^{-1}$. We note that the LES case with no turbines over-predicts the rough wall log law while still having an accurate slope. This result is expected given our use of the constant coefficient Smagorinsky sub-grid scale model (Porté-Agel, Meneveau, and Parlange 2000). The RNL-LES mean velocity profile with no turbines (black circle markers) matches well with the rough wall log law, a result of our choice of nonzero streamwise Fourier modes, as discussed in Section 4.3.

The LES shows that as the streamwise spacing between turbine rows decreases, the resulting mean velocity profile decreases. This is the expected trend (as more energy is harvested from the ABL) and the RNL-LES accurately captures this effect despite the reduced-order nature of the model. The RNL-LES mean velocity is generally higher than that of the LES near the top of the domain and this effect seems to be increased a bit with the addition of the turbines in the domain as the RNL-LES overpredicts the mean velocity above the turbine region (i.e., for $z/H > 0.3$). Additionally, we note that the agreement between the RNL-LES and LES mean velocity profiles tends to decrease as the streamwise spacing of turbines increases. At $S_x/D = 10.47$ the disagreement is readily visible. This discrepancy makes sense in light of the simplified nature of the actuator disk implementation for RNL-LES, which is essentially a streamwise-averaged version of the actuator disk forcings, effectively reducing their effect to an “infinite tube” of turbines forcing the flow, as required by the streamwise-averaged nature of the RNL-LES system. The proposed approach therefore makes more sense as the streamwise spacing of turbines decreases and the column becomes more tube-like, explaining why
we have very good agreement between LES and RNL-LES mean velocity profiles in the turbine region at $S_x/D = 3.93$. We note that this approach is accurate for the range of streamwise row spacings seen in typical wind farms.

For a more qualitative appreciation of the mean velocity results, we consider next Figure 4.3, which compares the mean streamwise velocity in the $y$-$z$ cross-plane for the LES and RNL-LES. The effect of the six spanwise turbine columns are clearly visible in each. While the actuator disk implementation differs slightly between LES and RNL-LES, the primary difference between the
LES and RNL-LES cases stems from the mean velocity profile, which, as noted previously in the discussion of Figure 4.2, is slightly faster for the RNL-LES system near the top of the domain, even for the baseline case without wind turbines.

Figure 4.3: Contours of mean streamwise velocity in the $y$-$z$ cross-plane for representative LES and RNL-LES cases.

As a next step, we analyze the terms affecting the kinetic energy in the
flow. For the LES system, the mean kinetic energy budget is described by

\[
\partial_t E = - \langle \bar{u}^{\text{tot}} \rangle_t \cdot \nabla E - \nabla \cdot \left[ \langle \bar{u}^{\text{tot}} \rangle_t \cdot (R + \langle \bar{\tau} \rangle_t) \right] + (R + \langle \bar{\tau} \rangle_t) : \nabla \langle \bar{u}^{\text{tot}} \rangle_t - \\
\nabla \cdot \left[ \langle \bar{u}^{\text{tot}} \rangle_t p^{\text{tot}} + \langle \bar{u}^{\text{tot}} \rangle_t p_{\infty} \hat{e}_x \right] + \langle \bar{u}^{\text{tot}} \rangle_t \cdot \langle F_{T,n} \rangle_t. \tag{4.13}
\]

where \( E = (\langle \bar{u}^{\text{tot}} \rangle_t \cdot \langle \bar{u}^{\text{tot}} \rangle_t) / 2 \) and \( R = \langle \bar{u}' \bar{u}' \rangle_t \) (here the prime symbol denotes departure from the time-averaged value of \( \bar{u}^{\text{tot}} \)).

In Figure 4.4 we plot vertical profiles of terms in the kinetic energy budget of Equation (4.13) for both the LES and RNL-LES systems, which show close agreement. Calaf, Meneveau, and Meyers (2010) demonstrated the importance of the vertical fluxes of kinetic energy in enabling the wind farm to extract mean-flow kinetic energy from the ABL. This phenomenon was confirmed by Cal et al. (2010) in their experimental investigations. As such, the ability of RNL-LES to closely match LES in the vertical profiles of relevant kinetic energy budget terms represents an important test for the new model and its ability to realistically model wind farm power output. We note that the power extracted by the turbines is clearly balanced by the vertical flux of kinetic energy, as expected.
Figure 4.4: Vertical profiles of the relevant terms in the kinetic energy budget in Equation (4.13). Note that each term is horizontally-averaged for plotting purposes and each term is nondimensionalized by \( \frac{u^3}{H} \). Markers and solid lines denote RNL-LES and LES data, respectively. The horizontal dashed lines mark the turbine region.

4.4.2 Application to vertical staggering

Since the RNL-LES simulated wind farm results match well with those obtained by LES, we now apply this low cost, reduced-order approach to a parametric study of the effects of vertical staggering of turbine hub heights. The vertical staggering of hub heights in real wind farms could serve as a
relatively straightforward strategy for mitigating wake effects (from upstream turbines) which tend to decrease overall wind farm power production. Recent work in this area has been primarily based on analytical wake models (see, e.g., the review in Vasel-Be-Hagh and Archer (2017)). High computational cost LES studies of vertically-staggered wind farms are still very limited, with Vasel-Be-Hagh and Archer (2017) reporting one vertically-staggered case with potential power gains of 9.5% (over the corresponding vertically aligned case) and Stevens, Arendshorst, and Wang (2017) reporting several vertically-staggered cases with significantly smaller performance gains. The high computational cost of LES is a major barrier for studies requiring many unique simulations, while approaches based on analytical models are typically much more computationally affordable with less physical fidelity. The RNL-LES framework strikes a balance somewhere in the middle, with physical fidelity closer to that of LES but with lower simulation wall times. The cases studied using RNL-LES (and some LES comparison cases) are summarized in Table 4.2.

While LES has been demonstrated to closely predict wind farm power output of real wind farms (Stevens, Graham, and Meneveau 2014) (albeit at high computational cost), wake model and RANS-based approaches (Barthelmie et al. 2009; Sanderse, Pijl, and Koren 2011) have shown considerably more variability in their ability to accurately predict wind farm power output. One additional advantage of the RNL-LES approach is the absence of any tuning parameters which are typically present in the engineering models.
Table 4.2: Groups are organized according to the nomenclature of Table 4.1, where each configuration is run at multiple different vertical staggerings. A particular case is referred to, for example, as R1-20, which indicates group R1 at 20% staggering.

In Figure 4.5 we plot the profiles of the two most important mean kinetic energy terms (power extractions at the turbines and vertical kinetic energy flux) across all five vertical staggering levels considered (0% staggered, i.e., vertically-aligned through 40% staggered). The horizontal dashed lines indicate the rotor swept areas of the vertically-aligned and vertically-staggered turbines. As the amount of vertical staggering increases, the swept area overlap decreases while the total swept area in the two newly exposed turbine regions increases, leading to an increase in turbine power extraction (with a corresponding increase in the vertical kinetic energy flux).
Figure 4.5: Vertical profiles of the power extraction and kinetic energy flux terms of the kinetic energy budget for all vertical staggering levels considered herein. Each term is nondimensionalized by $u_3^*/H$ and horizontally-averaged. The black shaded region (panel a) shows the rotor swept area of the vertically-aligned turbines. The red and blue shaded regions (panels b and c) show the rotor swept areas of the upwardly- and downwardly-staggered turbines, respectively, with the purple region indicating area overlap.

In Figure 4.6 we compare representative power signals from LES and RNL-LES wind farms. The power produced by an actuator disk turbine is approximated as $P = -F_{T,3}(x) \langle \bar{u} \rangle_{d,t}$ (for LES) and $P = -F_{T,2}(x) \ast \langle \bar{U} \rangle_{d,t}$ (for
RNL-LES). Here the RNL-LES signals are smoother than the corresponding LES signals, which is an expected result of the streamwise-averaged dynamics of the RNL-LES system, as it retains fewer small turbulent streamwise scales. The RNL-LES power signals of panel (b) shows a clear correlation between the lower and upper rows of turbines, which is to be expected since at only 10% vertical staggering, there is still considerable overlap between the turbine swept areas of the lower and upper turbine regions. The correlation is noticeably less in panel (d), where the vertical staggering is 30%. The LES power signals in panels (a) and (c) are less correlated, as expected, since the model is fully three-dimensional, with true turbine rows that are separated in physical space.

![Figure 4.6](image.png)

**Figure 4.6:** Representative wind farm power signals for both RNL-LES and LES at vertical staggering levels of 10% and 30%. The power signals are normalized by the time-averaged value of the power produced by the corresponding vertically-aligned wind farm. Red curves represent the average power production of upwardly-staggered rows while the blue curves are that of the downwardly-staggered rows. The black curves show the overall wind farm power output.

Figure 4.7 plots the power gain for all of the streamwise spacings and
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vertical staggering levels considered herein. These results are computed via time- and ensemble-averages of the power signals like those plotted in Figure 4.6. There is a net gain in power output for all cases considered, with the gain increasing as the vertical staggering increases. While the upper rows of turbines increase in power output and the lower rows of turbines decrease (both as expected), the increase in the power output of the upper rows outstrips the decrease in the power output of the lower rows due to the higher wind resource above the farm, producing the effect of a net power gain across the entire wind farm relative to the corresponding vertically-aligned wind farm. This effect seems to be independent of the streamwise spacing of turbines considered here. Additionally, the RNL-LES compares fairly well with the two sets of LES reference cases. We note once again, however, that the wind farms simulated in this study are only to be interpreted in terms of the fully-developed region of a very large wind farm.
Vasel-Be-Hagh and Archer (2017) considered a wind farm of similarly sized turbines and reported net power gains of 5.4% (in a PARK-based (Katic, Højstrup, and Jensen 1986) model) and 9.5% (using LES) for a wind farm with approximately 25% vertical staggering. While both of these results are higher than those reported in Figure 4.7, their wind farm is a finite, developing
wind farm whereas our RNL-LES results pertain only to the fully-developed region of a very large wind farm. Stevens, Arendshorst, and Wang (2017) reported several LES cases of vertically-staggered large scale developing wind farms. They found small power gains ranging from approximately 1% to 5% in the fully-developed region of the wind farm and significantly higher power gains ranging from approximately 5% to 15% in the developing region. Their findings for the fully-developed region compare well with our findings of net power gains ranging from approximately 2% to 6% (cf. Figure 4.7(b)), which is the more fitting comparison for our model. In addition, Stevens, Arendshorst, and Wang (2017) found that the power performance enhancement decreased with increasing turbine spacing, a result which we do not obtain in the present work. We find no discernible difference in power gains as a function of streamwise turbine spacing, however, we note that the streamwise-averaged nature of the RNL-LES approach is likely the source of the disagreement between the RNL-LES and LES results as we know that the RNL-LES approach becomes less valid with increasing turbine row spacings as shown in Figure 4.2. Additionally, the fully three-dimensional LES results more accurately capture streamwise developing events like wake effects, which significantly affect wind farm power output. The RNL-LES approach also confirms that power performance enhancement increases with increasing vertical staggering, as expected, and in agreement with the trend observed in the LES-based work of Stevens, Arendshorst, and Wang (2017).
Chapter 5

Conclusions

In summary, in the second chapter we report DNS of a band-limited RNL system which yield improved first- and second-order statistics compared to those obtained from baseline RNL simulations. A single \( k \neq 0 \) “band” yields mean velocity profiles approaching standard values for the parameters \( \kappa \) and \( B \). The specific wavenumber to be retained in the model had to be determined empirically for each of the moderate Reynolds number cases considered here. The specific streamwise-varying wavenumber to be retained for each of the moderate Reynolds number cases considered here was determined empirically using the skin-friction coefficient of Eq. (2.2), i.e. a ratio relating the bulk mean velocity and the wall stress, thus providing a necessary condition for realistic reproduction of the mean velocity profile. The results for the cases considered suggest that the wavenumbers associated with the optimal modes follows an inner scaling. Increasing the bandwidth to include a set of three adjacent wavenumbers shows slightly improved statistics when compared with the single \( k \neq 0 \) case at \( Re_T = 180 \). RNL simulations of the single \( k \neq 0 \) case, however, enable significant savings in computational cost of
about a factor of 100 compared to DNS of Navier-Stokes for the Reynolds numbers considered here. Future directions for work on DNS of the RNL system include complementing these initial results at a range of moderate Reynolds numbers with simulations at higher Reynolds numbers to determine whether realistic logarithmic laws can be achieved at arbitrarily high Reynolds numbers. Also worthy of future investigation are the asymptotic scaling of the optimal wavenumber and behavior of second-order statistics.

In the third chapter of this work we have proposed the RNL-LES system, a new extension of the RNL system suitable for LES at arbitrarily high Reynolds number. We have described and implemented a new numerical approach to simulating the model which leverages important features of the RNL system to enable increased computational efficiency. Computational speedups as high as 17x relative to LES were observed for band-limited RNL-LES cases under Regime II (this regime is described in chapter three and also summarized below). However, at even finer LES grid resolutions, the computational savings associated with the RNL-LES system could be even larger. This numerical approach could also potentially be adapted to QL/GQL simulation frameworks for increased computational efficiency.

Our results indicate that, consistent with previous studies of the RNL system, the RNL-LES system naturally supports a reduced set of streamwise Fourier modes and sustains turbulence even when the dynamics are restricted to a single nonzero streamwise Fourier mode (interacting with the streamwise mean flow). We have demonstrated that proper band-limiting of the streamwise wavelengths results in a correction of the active spanwise
wavelengths (relative to the baseline RNL-LES) by shifting the peak regions in one-dimensional spanwise energy spectra towards smaller lengthscales. The resulting turbulence statistics of the band-limited RNL-LES system show significant improvement over those of the baseline RNL-LES system. We have developed a procedure for selecting these important streamwise lengthscales \textit{a priori}, an improvement over the empirical approach employed in previous work. This lengthscale identification procedure for RNL-LES could also potentially be used to identify the important lengthscales to include in the DNS-RNL system, although this has not yet been tested and is beyond the scope of the current paper.

Furthermore, we have identified two regimes of band-limiting behavior: Regime I, which is comprised of a range of streamwise lengthscales centered about the dissipative small scale wavelength and Regime II, which is comprised of one ‘box-scale’ large scale and the grid resolution dependent dissipative small scale. In Regime I, we have shown that this band of wavelengths corresponds to (sub-grid scale) dissipative wavelengths in the corresponding LES system, as measured by the premultiplied vorticity spectra, and that these wavelengths are small LES scales that scale with the Smagorinsky lengthscale (i.e., the grid resolution). In Regime II, the larger grid sizes create the possibility for more scale separation, necessitating the introduction of a larger scale in addition to the dissipative small scale. For the domain considered in this study, this larger scale is the wavelength corresponding to $k_x,7$, which is the first wavelength smaller than the height of the half-channel. This large scale does not vary significantly as the grid size increases.
In light of the accuracy of the band-limited RNL-LES results, which were obtained with just a fraction of the degrees of freedom which would be required by a corresponding LES, the band-limited RNL-LES system could be of use in engineering application areas, especially those where the streamwise dynamics are not particularly important but where the cross-plane dynamics are of interest. Future research on the RNL-LES system involves introducing an additional nonlinear restriction between spanwise Fourier modes, along with potential band-limiting of spanwise modes to achieve an even further-reduced-order model of wall-bounded turbulence.

In the fourth chapter, we have proposed a new, reduced-order approach for simulating very large (fully-developed) wind farms by deploying an actuator disk turbine model in the recently-formulated RNL-LES framework. The results of the RNL-LES wind farm system compare favorably with those obtained by the LES wind farm system with a similar turbine model. Despite the simplified nature of the streamwise dynamics, the model effectively captures the effect of multiple streamwise rows of turbines, as measured by the resulting mean streamwise velocity profile. We are also able to accurately reproduce complex quantities like those terms found in the equations for the kinetic energy budget, quantities which are known to be critical in predicting wind farm power output and may be unattainable through other reduced-order approaches.

We leverage the low computational cost of the RNL-LES system to carry out a preliminary parametric study of the effect of vertical staggering on wind turbine performance, a segment of the wind farm LES literature which has
received little attention so far. Vertical staggering shows a net positive effect on wind farm power output relative to vertically-aligned wind farms for the cases considered herein. Fully exploring the question of whether or not vertical staggering could be beneficial in real wind farms would require the addition of an economic model in order to balance the trade-offs between vertical staggering and costs incurred, such as added material and maintenance costs for the larger wind turbines. Future work may include such economic models, as well as parametric sweeps across other wind farm parameters. Further understanding of vertical staggering effects within the developing region of wind farms is also needed, a topic which is not addressed in this work. Potential power production enhancements aside, understanding the overall effects of vertical staggering in wind farms is also a direction for future work. As a final note on directions for future work, we note that the RNL-LES wind farm simulation framework is potentially well-suited for simulating dynamic, time-dependent wind farm applications, e.g., as a reduced-order model for wind farm controls applications.

We conclude with a note on the computational cost of the RNL-LES approach. For the particular cross-plane grid size configuration considered here, we found computational speedups of approximately 5x for the RNL-LES approach relative to standard LES (using the same hardware and same number of processors). While only a small speedup, this nonetheless enabled us to set up an RNL-LES case and obtain results the same day, as opposed to waiting multiple days for the corresponding LES results. We thus found it straightforward to conduct all of the two hundred RNL-LES numerical simulations.
produced for this work. Furthermore, the cross-plane grid size is relatively small for the cases reported herein, and we expect the speedup to increase with increasing cross-plane grid size, as in Bretheim, Meneveau, and Gayme (2018a), who reported speedups as high as 17x for larger grid sizes. This fact bodes well for future parametric studies of RNL-LES wind farms with higher cross-plane resolution.
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