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Abstract

The cerebellum plays an important role in motor control and cognitive activities. In recent years, several methods have been proposed for automatic cerebellum parcellation. Usually, the segmentation accuracy is evaluated by comparing with manual delineations directly. However, such comparison is impractical in real segmentation scenarios where no manual delineations are available. What is worse, when a segmentation software fails to give an accurate result, the failed segmentation will inevitably bias further studies. Therefore, there is need for an automatic approach that can detect segmentation failures and guarantee the quality of segmentation results.

The thesis has two main focuses: evaluating and validating a new approach for cerebellar lobule segmentation and designing an automatic approach for the Quality Assurance (QA) of a cerebellar lobule segmentation pipeline. In the first part of the thesis, we formulate the task of QA and introduce several metrics for evaluating the performance of segmentation software in medical image analysis. We then evaluate a newly proposed cerebellar lobule segmentation software using the introduced metrics. Statistical results show that the segmentation software can give reliable cerebellar lob-
ABSTRACT

Automated segmentation results in a reasonable amount of time while sometimes the software has segmentation failures.

The second part of the thesis focuses on automatic QA using outlier detection methods. We introduce a new approach that can automatically detect segmentation failures in a set of segmentation results. The proposed QA approach analyzes all the important processing steps of a segmentation software. In addition, the proposed method provides a general framework of QA that can be modified and applied to other image processing software. Experiments were done on two datasets including healthy controls and subjects with disease. Quantitative results show that the proposed QA method achieves both high sensitivity and high specificity in outlier detection. Qualitative results show that the method can find abnormalities in a set of segmentation results, which should give researchers clues about how their segmentation algorithms perform on a new dataset without ground truth.
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Chapter 1

Introduction

The human cerebellum is involved in many crucial activities of daily life including motor control and cognitive functions [1–3]. The functions of the cerebellum are observed to be related to different cerebellar regions in clinical and experimental studies [4]. For instance, Schmahmann et al. [3] pointed out that lesions in the posterior lobe and vermis of the cerebellum have more prominent effects on behavioral changes. Wu et al. [5] observed that patients with Parkinson’s disease have different extents of atrophy in different cerebellar regions.

The human cerebellum is a structure attached at the bottom of the brain [6]. In [7], Schmahmann et al. divided the human cerebellum into 11 structures named cerebellar lobule I to X, and the corpus modulare. The 10 cerebellar lobules are separated and identified by cerebellar fissures, as shown in Fig. 1.1. In each lobule, there are at least two substructures corresponding to the left and right hemisphere.
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Figure 1.1: Visualization of the human cerebellum in a coronal view.

In lobules VI through X, there is a vermis structure at the “midline” of the lobule [7].

To better understand the anatomical structure of the human cerebellum, especially for patients with cerebellum-related disease, researchers have proposed several cerebellum segmentation algorithms. Diedrichsen [8] proposed a spatially unbiased atlas template of the human cerebellum (SUIT), which can be used to do single-atlas segmentation for human cerebellum. Bogovic et al. [9] proposed ACCLAIM (Automatic Classification of Cerebellar Lobules Algorithm using Implicit Multi-boundary evolution), which segments the cerebellum using geometric deformable model followed by a random forest classifier. Yang et al. [1] proposed the cerebellar lobule segmentation software and the software has been shown to have the state-of-the-art performance in cerebellar lobule segmentation. These segmentation softwares facilitate the stud-
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ies on the morphology of the cerebellum, especially in large datasets, since manually delineating a human cerebellum in an MR image is extremely time-consuming and requires professional knowledge [10].

Sometimes the segmentation software may fail to give an accurate and reliable result for various reasons such as the low quality of MR images, severe cerebellar atrophy, or even misoperating the software. Obviously, the segmentation failures will inevitably bias the study of the cerebellum. One way of solving this problem is to conduct a Quality Assurance (QA) process. QA is a category of activities that seeks to ensure a consistent and optimal performance [11]. Among all approaches, one straightforward and efficient way of conducting a QA for medical image analysis is to do an outlier detection. Usually, outlier detection is conducted by manual inspection. Grubbs [12] stated that an outlying observation, or an outlier, is the one that appears to deviate markedly from other members of the sample in which it occurs.

Although QA is highly needed in various fields, research on QA for medical image analysis is limited. In most scenarios of image processing and analysis, to evaluate and validate a software, researchers compare image processing results with the truth created by human raters, and they have no idea about how the algorithm will perform on new data without ground truth. To conduct a higher-level analysis such as disease diagnosis based on segmentation, researchers must manually detect segmentation outliers to guarantee a reliable diagnosing specificity and sensitivity. Therefore, there is need for an automatic outlier detection approach that can efficiently and accurately
find outlying subjects.

In this thesis, we focus on two main topics: evaluating and validating a new segmentation software and a new approach to do QA using automatic outlier detection for medical image segmentation algorithms. The thesis is based on a specific segmentation software for cerebellar lobule parcellation. However, the introduced idea and framework can be extended and applied on other segmentation algorithms of medical image analysis.

In this chapter, the main contributions and the thesis organization are described.

1.1 Thesis contributions

There are two main contributions in this thesis:

(1) Evaluation and validation of a segmentation algorithm.

We validated a new segmentation software for cerebellar lobule segmentation proposed by Yang et al. [1] in 2016. The evaluation and validation work was done from the aspect of accuracy and efficiency of the algorithm. Step-wise analysis by both Wilcoxon test and human rater visualization was conducted to validate the rationality of several important processing steps. Feature importance in algorithm training was also studied. Results show that the cerebellar lobule segmentation software can give reliable segmentations for most cerebellar structures. However, the software fails to produce accurate segmentations
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occasionally, yielding segmentation outliers.

(2) A new approach of QA using outlier detection for medical image segmentation.

We proposed a new approach of outlier detection for medical image segmentation. The method can automatically detect segmentation outliers without comparing with a true segmentation. The outlier detection software first analyzes the output of each image processing step sequentially, then uses a Hidden Markov Model (HMM) [13] to give a global assessment on all procedures of a segmentation software. To our knowledge, this is the first work using HMMs to do outlier detection in medical image analysis. Results show that the outlier detection approach achieves both high sensitivity and specificity in detecting segmentation failures.

1.2 Thesis organization

The thesis is organized as follows.

In Chapter 2, we introduce the background of this thesis. We first do a brief literature review on current methods of cerebellar lobule segmentation. In Section 2.2, we formulate the QA task by introducing several important definitions. The challenges in QA for medical image analysis are also introduced in this section. At the end of this chapter, we briefly describe some relevant techniques (e.g., HMM)
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that are used in our outlier detection approach.

In Chapter 3, we first introduce the cerebellar lobule segmentation software by specifying its inputs and outputs and then describe several important steps of the segmentation software. Next, we present a quantitative evaluation of the segmentation software. The evaluation was done in both segmentation accuracy and segmentation efficiency. Statistical tests were done on several metrics such as Dice coefficient [14] and Hausdorff distance. Qualitative evaluation of the segmentation is also provided. Finally, we categorized the segmentation results into four categories, which we then used in our outlier detection approach.

In Chapter 4, we describe the proposed outlier detection approach in detail. We first provide a general outlier detection framework that mainly focuses on the input/output sequence instead of the final output itself. We then describe an approach to train the proposed method using a limited number of subjects. In Section 4.3, a set of experiments were done on multiple datasets. We first studied the outlier detection performance on 15 subjects which have manual delineations. At the end of this section, we did an experiment on the so-called Tomacco dataset, and qualitatively evaluated the performance of the outlier detection method.

In the final chapter, we summarize the conclusions of the thesis, and point out several directions for future work.
Chapter 2

Background

2.1 Methods for cerebellar lobule segmentation

Since the topic of this thesis is outlier detection for cerebellar lobule segmentation, we give a brief literature review on the current methods for cerebellar lobule segmentation in this section. Although image segmentation techniques have been greatly developed in the past decades, consistently and accurately segmenting the human cerebellum still remains challenging [1].

Most methods in cerebellum segmentation were proposed in the past 15 years. In 2002, Fischl et al. [15] proposed a whole brain segmentation approach, FreeSurfer, in which the cerebellum is segmented into White Matter (WM) and Gray Matter...
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(GM) as part of its whole brain segmentation result. Methods focusing on cerebellum parcellation are mainly atlas-based. In 2006, Diedrichsen [8] proposed a spatially unbiased atlas template of the human cerebellum (SUIT), which can be used to do single-atlas segmentation for human cerebellum. He then extended SUIT to a probabilistic cerebellar atlas in 2009 [16]. In 2013, Bogovic et al. [9] proposed ACCLAIM, which uses a geometric deformable model and a random forest classifier to do cerebellum parcellation. ACCLAIM was shown to have better segmentation accuracy than SUIT. In 2016, Yang et al. [1] proposed a cerebellar lobule segmentation software using a multi-atlas based segmentation method followed by a graph cut [17]. The method was reported to have state-of-the-art performance in segmentation accuracy. In 2017, Romero et al. [18] developed a new cerebellum lobule segmentation method (CERES), which adopts an optimized label fusion approach and multi-atlas patch-based segmentation method to do cerebellar lobule segmentation. The method achieves both high accuracy and high speed.

2.2 QA in medical image segmentation

QA for medical image processing and analysis algorithms is an application-based activity; in different application scenarios, QA can have distinct procedures and requirements. Therefore, it is essential for every QA researcher to specify an application domain before conducting QA. Udupa et al. [19] defined an application domain
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\((T, B, P)\) of the QA in medical image analysis by specifying three factors:

- \(T\): A task. Example: image segmentation.
- \(B\): A body region. Example: human brain.
- \(P\): An imaging protocol. Example: MR imaging.

In this thesis, we introduce our QA framework by specifying the task, \(T_1\), to be image segmentation, while our region of interest, \(B_1\), is the human cerebellum, and the imaging protocol, \(P_1\), is MR imaging. However, the proposed framework can be extended and applied in other application domains with little modification.

Literature on QA for medical image segmentation algorithms is limited [20]. There are mainly two aspects of evaluating the quality of a medical image processing algorithm: from the algorithm itself (e.g., time complexity) and by evaluating the output of the algorithm.

The output of an image segmentation algorithm is often a mask image which labels the regions of interest. In medical image segmentation, a region to be segmented often refers to a specific structure that carries useful anatomical information, such as a brain ventricle or a cerebellar lobule. A reliable segmentation could guide researchers to make higher-level observations efficiently. For example, with the help of image segmentation, researchers can study the effects of cerebellar atrophy and track the progress of disease by doing shape analysis on a set of images [21]. From this aspect, the quality of a segmentation result can be understood as how well the result fulfills
its application task. On the other hand, a failed segmentation may significantly bias the higher-level study.

2.2.1 QA using outlier detection

One efficient and powerful approach to evaluating the quality of the outputs of a segmentation algorithm is conducting outlier detection. Outlier detection is an essential procedure in many QA activities, since the presence of segmentation outliers is highly related to the performance of a segmentation software. Considering there is no universally accepted definition of an outlier, we take the definition of Grubbs [12], who defined an outlier to be one that appears to deviate markedly from other members of the sample in which it occurs. This definition provides a statistical approach for treating outliers. In the following chapters, we will further narrow our focus by only considering QA using outlier detection in application domain \( \langle T_1, B_1, P_1 \rangle \).

In medical image segmentation, many researchers evaluate the segmentation results of their algorithms by directly comparing them with manual delineations. Their assumption is that manual delineations represent perfect segmentations. This is a “one-to-one” comparison in image space (i.e., a high-dimensional space that contains all voxels). However, for most subjects, manual delineations are not available. In such cases, a “one-to-one” comparison is not available, and human raters are needed to classify bad segmentation results. This can be very time-consuming in a large dataset and requires professional knowledge.
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Some researchers proposed automatic methods to find outliers from a set of segmentation results [22,23]. The basic assumption is that there are anatomical similarities in the segmented structure among populations; successful segmentations carry these similarities, while failed segmentations do not. Therefore, there are two essential factors that dominate the outlier detection task: the choice of image features which can represent the anatomical similarities and the choice of models that map features to QA decisions. Mathematically, outlier detection can be understood as first looking for a function \( f(\cdot) \) that can map a testing image \( I \) to a point \( u \) in a feature space, then looking for a function \( g(\cdot) \) that can make QA decisions \( Q \) based on the feature vector \( u \), i.e., \( Q = g(f(I)) \). It is worth pointing out that it is not necessary to find \( g(\cdot) \) and \( f(\cdot) \) separately. In some outlier detection methods, the software directly finds a regression from the image \( I \) to a decision \( Q \). In our case, the image vector \( I \) can be any image format, such as a segmentation result or even the original MR image. It is also admissible to have multiple \( I_s \) as inputs to make a QA decision based on sequential data. The decision \( Q \) refers to either a binary value indicating success/failure or a rating score representing the confidence of a success/failure.

Fig. 2.1 shows the volume of Lobule VII right Af of 15 subjects. We can see that there is an outlying observation in Subject #2, as indicated by a black arrow. We inspected this segmentation result and compared it to a corresponding manual delineation. As shown in Fig. 2.2(a), the segmentation software failed to capture the correct structure of the cerebellar lobule, which caused a segmentation outlier. In
Figure 2.1: A visualization of an outlier in an 1-D feature space.

In this example, the label *volume* serves as a feature that assists us to find an outlying observation in an 1-D feature space. However, after manual inspection on all 15 subjects, we found that the segmentation result of Subject #11 is also an outlier, as shown in Fig. 2.2(b). Unfortunately, according to the *volume* information, we cannot tell whether the segmentation of Subject #11 is an outlier. Another interesting observation from Fig. 2.1 is that healthy subjects and subjects with cerebellar disease have different patterns of *volumes*; healthy subjects have larger label *volumes* on average than subjects with disease. This phenomenon is categorized as population variation, as we shall explain in the next section.

Work in finding feature functions $f(\cdot)$ (i.e., mapping the original image to a feature space) is very ad-hoc—the image features that $f(\cdot)$ finds only function on a
specific algorithm. Li et al.’s [22] outlier detection method for cerebellar peduncle segmentation is only applicable on a small kind of segmentation software since it requires features from DTI images and whole brain segmentations, which are not often available. There are also trade-offs between feature generality and feature sensitivity. On the one hand, sensitive features may only available in a small portion of cases. On the other hand, general features may not have good performance in some specific tasks.

Looking for a decision function $g(\cdot)$ can be understood as either a classification or a regression problem. Although the work in QA is limited, much work has been
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done in designing regression functions and classifiers, and it can be applied to finding outliers in a feature space. Famous approaches include K-means [24] and Support Vector Machine (SVM) [25]. In some cases, dimensionality reduction methods are needed to reduce unnecessary variations and prevent potential over-fitting.

2.2.2 Challenges in outlier detection

There are several challenges in outlier detection that prevent researchers from conducting accurate QA in medical image analysis.

(1) The chicken-and-egg problem.

There is a question that has been asked several times: if there is a method to automatically detect segmentation outliers, why not use the method to do a better segmentation? Intuitively, this is a chicken-and-egg problem. Under our definition of an outlier in Chapter 1, the (statistically) better a segmentation algorithm is, the harder for a QA algorithm to detect outliers. To be concrete, an outlier of a good segmentation software might resemble more desired anatomical information than an inlier of a poor segmentation software. Therefore, as the quality of segmentations becomes better, it is harder to perform an accurate QA using outlier detection.

In recent years, based on this idea, researchers have proposed Generative Adversarial Nets (GAN) [26], a deep learning approach for image segmentation. In a GAN, there is a generator and a discriminator. The generator and the discriminator are competing with each other; the generator aims to produce a result that can fool the
CHAPTER 2. BACKGROUND

discriminator, while the discriminator tries to distinguish which is good and which is bad.

Although outlier detection and image segmentation encourage each other to a better performance, which seems like a chicken-and-egg problem, there are distinctions between them. Technically speaking, image segmentation aims to conduct a pixel/voxel-wise decision that decides which class each pixel/voxel belongs to. In outlier detection, researchers not only have pixel/voxel-wise information, but also global information (e.g., the shape of a segmentation result, the intensity distribution within a segmented region, etc.). In addition, an outlier detection algorithm aims to produce a subject-wise decision, which indicates the quality of each segmentation result.

In [27], the author categorized the labeling problems (LP) in computer vision into 4 categories:

- **LP1**: Regular sites with continuous labels (e.g., image smoothing).
- **LP2**: Regular sites with discrete labels (e.g., image segmentation).
- **LP3**: Irregular sites with discrete labels (e.g., object matching).
- **LP4**: Irregular sites with continuous labels (e.g., scene recognition).

Obviously, most segmentation work in medical image analysis is **LP2** while outlier detection, whose objective is to extract information from segmented images and tell researchers whether the segmentation is trustworthy or not, is **LP3**.
(2) Variation in populations.

Except for segmentation outliers, which can be understood as an extrinsic factor that influences a segmentation result, there are many intrinsic factors that can greatly affect the outputs of a segmentation algorithm. For example, the deformation in brain structure resulting from aging or disease may cause a segmentation outlier even though it successfully captures the brain structure. The whole set of segmentation results can be divided by success/failure, young/old, healthy/disease, or other factors. Such factors make outlier detection an even harder task, since it is difficult to decide a dominate factor that causes an abnormal observation. In recent years, Wachinger et al. [28] proposed a method to study the latent processes which govern the observations. Their method successfully separate the different effects of aging and disease on a certain set of brain structures, which shows promise in our problem. It is desired to be able to separate the dominant factor of causing an abnormal observation.

(3) Limited training data.

As mentioned above, the outlier detection task is LP3 and it often needs a subject-wise decision. In medical image analysis, providing manual delineations and diagnose is extremely expensive. Therefore, training data in medical image processing is less common than general computer vision. What is worse, there are countless numbers of failure cases for software, which makes capturing all the modes of failure impractical.
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To address this issue, Varol et al. [29] proposed clustering methods aiming at finding inliers and excluding outliers via convex polytopes.

2.3 Related techniques

This section provides some background knowledge about image features and feature modeling methods. These methods are used in our proposed QA approach that is described in Chapter 4.

2.3.1 Scale invariant feature transformation

The Scale Invariant Feature Transformation (SIFT), originally proposed by Lowe in 1999 [30], is a gradient-based image feature transformation. It aims at finding a transformation $f(\cdot)$ that maps the original image to a feature space constructed by histograms of the image gradient. SIFT has been used in various applications, such as scene matching [31], gesture recognition [32], and brain structure analysis [33]. Lowe divided SIFT into four main steps: extrema detection in scale space, localizing critical points, determining dominant directions of each point, and critical points description. Since the main focus of this thesis is not image feature representation, we only give a brief description of Lowe’s method in this section.

The SIFT method aims at finding and describing critical points at different scales. To construct a scale space, the original image should first be blurred by a Gaussian
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kernel. Then the scale space \( L(x, y, \sigma) \) of a 2D image \( I(x, y) \) is defined as the convolution of the Gaussian kernel \( G(x, y, \sigma) \) with the original image

\[
L(x, y, \sigma) = G(x, y, \sigma) \ast I(x, y).
\]

Mikolajczyk et al. [34] found that the minima and maxima of normalized Laplacian of Gaussian (LoG) function \( \sigma^2 \nabla^2 G \) can produce stable image features. Lowe used a more efficient operator, Difference of Gaussian (DoG), to approximate the LoG, which is defined as

\[
\text{DoG}(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) \ast I(x, y) = L(x, y, k\sigma) - L(x, y, \sigma).
\]

The final critical points are selected according to the extrema of DoG in a constructed scale pyramid after eliminating some false alarms (i.e., non-critical points that are mistakenly selected).

After locating critical points, SIFT then constructs a gradient histogram of each critical point \( c_i \) to find a dominant gradient direction. The gradient of all adjacent pixels of \( c_i \) within a radius is weighted by the Gaussian kernel at the current scale. In histogram, the bin that has the largest number of counts represents the dominant gradient direction of critical point \( c_i \). The step of finding a dominant gradient direction guarantees a rotation invariant property of SIFT descriptors.

After all the previous steps, every critical point \( c_i \) has three parameters: location, scale, and a dominant direction. The final step of SIFT is to extract a gradient histogram at each \( 4 \times 4 \) image block. In contrast to previous gradient histogram,
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Figure 2.3: An illustration of extracting SIFT descriptors after finding critical points.

In this step, the gradient direction of every point is calculated with respect to the dominant direction. Fig. 2.3 is an illustration of the final step of SIFT extraction. In 2D, the SIFT descriptor of a every critical point is a 128-dimension vector when using a $4 \times 4$ block to construct the gradient histogram.

2.3.2 Hidden Markov model

The mathematical representation of an HMM was originally developed by Baum et al. [13] in 1966. As shown in Fig. 2.4, each node represents a random variable. The value of the random variable cannot be observed directly (it is hidden), but there are some observable variables that are related to each hidden random variable. One goal of an HMM is to extract unobservable information based on observed data. In general, an HMM $\lambda$ can be parameterized by three parameters (i.e., $\lambda = [A, B, \pi]$). In Chapter 4, we will use the following notations to describe our method.
CHAPTER 2. BACKGROUND

Figure 2.4: The structure of an $N$-step HMM with a total of $M$ possible observations.

- $s = [s_1, s_2, ..., s_N]$ contains $N$ possible states of a given HMM.
- $v = [v_1, v_2, ..., v_M]$ contains $M$ possible observations of all possible states.
- A hidden state sequence $q$ of length $T$ and its corresponding observation sequence $o$ are denoted: $q = [q_1, q_2, ..., q_T]$ and $o = [o_1, o_2, ..., o_T]$.
- $A = [a_{ij}]$ is the transition probability, where $a_{ij}$ denotes the probability of state $s_j$ following state $s_i$, and can be written as $a_{ij} = P(q_t = s_j|q_{t-1} = s_i)$.
- $B = [b_i(k)]$ is the emission probability, where $b_i(k)$ denotes the probability of observing an observation $v_k$ from state $s_i$, which can be written as $b_i(k) = P(o_t = v_k|q_t = s_i)$.
- $\pi = [\pi_1, \pi_2, ..., \pi_N]$ is the prior probability, and $\pi_i = P(q_1 = s_i)$. 
2.4 Chapter summary

In this chapter, we first did a brief literature review on automatic cerebellar lobule parcellation methods. We then described the background of the QA work in medical image segmentation by introducing the definition of *application domain*, and pointing out challenges in QA. Finally, we provided some related techniques that are used in Chapter 4.
Chapter 3

Validation of Cerebellar Lobule Segmentation Software

The quality assurance work of this thesis is based on the cerebellar lobule segmentation software using graph cuts proposed by Yang et al. [1] in 2016. In Section 3.1, we give a brief description of the segmentation software by demonstrating its inputs and outputs and the role of each processing step. In Section 3.2, we introduce a set of experiments designed to validate the segmentation software statistically. The validation work was done by comparing segmentation results with manual delineations. We chose multiple metrics such as Dice coefficient [14] and Hausdorff distance to make our validation work more persuasive.

In the end of this chapter, we categorize different kinds of segmentation failures, which we will further explore in Chapter 4. Results show that the software can give
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Figure 3.1: The output of Yang et al.’s segmentation software.

reasonable and reliable segmentation results in most cases.

3.1 Software description

As shown in Fig. 3.1, the output of the software is a 3D mask image with 22 non-overlapping labels. Each label corresponds to an anatomical structure of the human cerebellum. The segmentation method was reported to have state-of-the-art performance [1], and has been used by researchers around the world.

The software requires FreeSurfer [15] to preprocess the original MR image. There are two roles of FreeSurfer. First, the original MR image needs to be transformed to MNI space [35], then skull stripped and intensity corrected by FreeSurfer. In addition, FreeSurfer can provide an initial segmentation result of the cerebellum (i.e., WM and GM regions of the cerebellum). Both the FreeSurfer processed intensity image and the generated GM/WM labels serve as inputs to the cerebellar lobule segmentation software.
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Figure 3.2: Diagram of Yang et al.’s [1] segmentation software.

Fig. 3.2 is a diagram of the segmentation software. The diagram is mainly based on the framework of the graph cut method [36, 37]. The graph cut algorithm aims to find an optimal image segmentation result by minimizing an energy function. A typical graph cut energy function has a region term and a boundary term [1]. In Yang et al.’s software, the region term refers to the region of the whole cerebellum and each cerebellar lobule. The segmentation of cerebellum boundaries and the whole cerebellum region are obtained by a pretrained random forest (RF) [38] classifier, while the multi-atlas segmentation result comes from the non-local STAPLE (NL-STAPLE) algorithm [39].

An RF classifier is a combination of decision trees such that each tree depends on the values of an independently sampled random vector [38]. Implementing an RF as a classifier has two main steps: model training and prediction. The training step
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requires a sampling matrix, of which each row is a sample in the region of interest (ROI), and each column is a feature component of the corresponding sample. In addition, a true label of each sample is required to establish decision trees in the forest. The output of the training step is a trained model, and it can be used in testing phase to predict the class of each testing sample.

A multi-atlas labeling method uses image registration software to register a series of labeled images to a target testing image, then it performs a label fusion step to make a decision on all candidate labels at each voxel. NL-STAPLE aims to find a probabilistic map to achieve the label fusion goal.

There are 15 subjects with manual delineations that can be used as training data of the segmentation software. As mentioned above, the voxels of each subject are sampled randomly, and the corresponding image features along with the true labels are extracted to train an RF classifier. The trained RF model for whole cerebellum segmentation has two voxel classes—cerebellum region and non-cerebellum region, while the model for cerebellum boundaries has three tissue classes: outside cerebellum, inside cerebellum, and cerebellum boundaries. In each tissue class, an 11-dimensional feature vector is extracted. The 11 features are intensity, gradient in 3D, magnitude of gradient, location in 3D, Euclidian distance to the corpus medullare, and 3 components of the Hessian matrix. As we shall explore in Section 3.2, these features are of different importance and they together contribute greatly to the final segmentation result. In NL-STAPLE, the 15 subjects and their manual delineations are registered
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to a test image. The multi-atlas segmentation result provides a coarse segmentation for each lobule in further processing steps.

3.2 Statistical analysis

To evaluate a segmentation software, there are three factors that should be considered – precision, accuracy, and efficiency [19]. In specific, precision refers to the repeatability of a segmentation that takes all subjective factors into consideration, such as the patient’s position in a scanner. Accuracy represents how well a segmentation result agrees the true segmentation. Efficiency often refers to the total time required to produce a segmentation result. In this section, we explore the accuracy and efficiency of the segmentation software via statistical analysis.

3.2.1 Metrics of evaluating accuracy

In most application scenarios, researchers evaluate their segmentation results by directly comparing them with manual delineations. A large number of papers [40–42] in medical image segmentation use the Dice coefficient [14] as a measurement to validate segmentation performance. Udupa et al. [19] use True Positive (TP) and True Negative (TN) to assess lesion segmentation algorithms. In [43], the authors used multiple metrics including Dice coefficient and average surface distance (ASD) as a combined scoring system to evaluate liver segmentation in the MICCAI 2007 chal-
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Yeghiazaryan and Voiculescu [44] categorized the evaluation methods into two main groups—overlap based methods and distance based methods. In this section, metrics of evaluating segmentation accuracy are introduced and then in the next a few sections we use the metrics to assess the cerebellar lobule segmentation software.

(1) **Dice coefficient**

Dice coefficient is an overlap based measure. It measures the overlap between two sets (e.g., mask images) with respect to the total size of the two sets. Suppose there are two binary images $A$ and $B$ with intensity value 1 representing the structure to be segmented and 0 elsewhere, the Dice coefficient is defined as

$$\text{Dice} = \frac{2|A \cap B|}{|A| + |B|}.$$  

The Dice coefficient has many good properties. It has a range $[0, 1]$, with 0 for a complete mislabeling, and 1 for a perfect segmentation. Also, it penalizes both under-segmentation (i.e., a segmentation that is smaller than the ground truth) and over-segmentation (i.e., a segmentation that is larger than the ground truth). However, as pointed in [42], Dice is a simple metric and is sometimes not able to distinguish complicated algorithm behavior.

(2) **Hausdorff distance**

The Hausdorff distance is a distance-based metric which treats each segmentation result as a surface, and it calculates the largest distance between the surface of a segmentation result and that of the ground truth. It overcomes some dis-
advantages of overlap based methods. For example, overlap based methods only consider overlapping regions and have no extra penalty on label separation (i.e., a connected structure that is segmented into two separate regions). The Hausdorff distance of two sets $A$ and $B$ is defined as

$$d_H(A, B) = \max \left\{ \sup_{a \in A} \inf_{b \in B} d(a, b), \sup_{b \in B} \inf_{a \in A} d(a, b) \right\},$$

where $d(a, b)$ is the Euclidian distance between point $a$ and $b$, and sup and inf refer to supremum and infimum, respectively.

### 3.2.2 Assessment on segmentation accuracy

The images used to evaluate the segmentation results are T1-weighted Magnetization Prepared Rapid Gradient Echo (MPRAGE) images acquired on a 3.0 T scanner (Intera, Philips Medical Systems, Netherlands). The resolution of the scan is $0.828 \text{ mm} \times 0.828 \text{ mm} \times 1.1 \text{ mm}$. There are 15 subjects that have manual delineations, 6 of them are healthy controls and the others are patients with different kinds of cerebellar disease. Before applying the segmentation software, the original MR images were preprocessed by FreeSurfer and registered to MNI space to obtain an isotropic resolution of $1 \text{ mm}^3$.

We did a leave-one-out experiment on the 15 subjects that have manual delineations. As shown in Fig. 3.2, there are three important steps before giving a final segmentation result: NL-STAPLE, NL-STAPLE corrected by an RF (NL-RF), and a
Graph Cut (GC). The outputs of all the three steps are mask images containing 22 non-overlapping labels. Both overlap-based and distance-based methods introduced in Section 3.2.1 were calculated to evaluate the segmentation accuracy of each label. As shown in Figs. 3.3 and 3.4, the software can produce good segmentation results in most labels with Dice coefficient higher than 0.65. However, 15 of the 22 labels have segmentation outliers in terms of Dice coefficient, and 13 labels have segmentation outliers in terms of Hausdorff distance. In some small and thin cerebellar structures such as Lobule X Left, Lobule X Right, and Lobule VII Vermis, the software has relative low Dice coefficient. In such cases, automatic quality assurance are needed to detect outliers and guarantee reasonable results.

From Figs. 3.3 and 3.4, we can observe that the Dice coefficient and Hausdorff distance have distinct behaviors on different cerebellar structures. In small cerebellar lobules, such as the vermis lobules and lobule X, the Dice coefficient shows instability and indicates poor performance while the Hausdorff distance of these small lobules is still low. Another interesting observation is that the Hausdorff distance of Lobule Group I-V Right has three prominent outliers although all the 15 subjects have relative high Dice coefficient. One reason for such outliers is that Hausdorff distance is sensitive to protuberance.

From Figs. 3.3 and 3.4, we cannot see significant difference in the distribution of either the Dice coefficient or the Hausdorff distance of the three processing steps. We conducted a one-side paired Wilcoxon test [45] on any two combinations of the
Figure 3.3: Boxplot of Dice coefficient of 15 subjects in a leave-one-out experiment.

Figure 3.4: Boxplot of Hausdorff distance of 15 subjects in a leave-one-out experiment.

three steps. The purpose of the Wilcoxon test is to examine whether there is significant improvement in terms of Dice coefficient or Hausdorff distance of the three
processing steps. It is worth noting that the null hypothesis $H_0$ of the Wilcoxon tests on the Dice coefficient and the Hausdorff distance is different, since a higher Dice indicates better performance while higher Hausdorff distance is poorer performance. Tables 3.1 and 3.2 give $p$-values of the one-side Wilcoxon test on each of the 22 labels. The bold numbers indicate rejecting $H_0$ at a significant level $\alpha = 0.05$. In most cases, we cannot reject the null hypothesis $H_0$, which assumes that the later processing step (i.e., NL-RF or GC) does not produce a better result. Another observation is that there are several labels with similar $p$-values in the Wilcoxon test. This is because the Hausdorff distance has little change after NL-RF and GC, which can also be observed in Fig. 3.4. Because of this phenomenon, in the following sections, we only use the Dice coefficient to evaluate the segmentation result.

Unfortunately, neither boxplots nor Wilcoxon tests indicate that RF correction or GC after NL-STAPLE produces a better result in terms of Dice coefficient or Hausdorff distance. Therefore, we qualitatively compared the outputs of the three steps by manual visualization. As shown in Fig. 3.5, the output images of the three steps have almost the same Dice coefficient and Hausdorff distance, but the NL-STAPLE and GC results look better than NL-RF, since they have relative smooth boundary without bumps and holes. The GC results of an SCA6 patient shows more agreement with manual delineation. It is also worth pointing out that conducting the GC process may have negative effects on small cerebellar structures, such as Lobule X, which can also be observed from Fig. 3.3.
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Table 3.1: $p$-value of one-side paired Wilcoxon test on Dice coefficient. $H_0$: there is no significant improvement in the later processing step.

<table>
<thead>
<tr>
<th></th>
<th>CM</th>
<th>I-V L</th>
<th>I-V R</th>
<th>VI Ver</th>
<th>VI L</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL vs NLRF</td>
<td>0.4452</td>
<td>0.0034</td>
<td>0.0042</td>
<td>0.8853</td>
<td>0.4890</td>
</tr>
<tr>
<td>NL vs GC</td>
<td>0.9966</td>
<td>0.6401</td>
<td>0.2807</td>
<td>0.7729</td>
<td>0.3394</td>
</tr>
<tr>
<td>NLRF vs GC</td>
<td>0.9958</td>
<td>0.9723</td>
<td>0.7378</td>
<td>0.8853</td>
<td>0.2997</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>VI R</th>
<th>VII Ver</th>
<th>VII Af L</th>
<th>VII At L</th>
<th>VII B L</th>
<th>VII Af R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1651</td>
<td>0.8486</td>
<td>0.8053</td>
<td>0.4670</td>
<td>0.1514</td>
<td>0.0677</td>
</tr>
<tr>
<td></td>
<td>0.0535</td>
<td>0.9584</td>
<td>0.8738</td>
<td>0.6807</td>
<td>0.2444</td>
<td>0.0844</td>
</tr>
<tr>
<td></td>
<td>0.2271</td>
<td>0.9681</td>
<td>0.9156</td>
<td>0.7556</td>
<td>0.5110</td>
<td>0.7894</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>VII At R</th>
<th>VII B R</th>
<th>VIII Ver</th>
<th>VIII L</th>
<th>VIII R</th>
<th>IX Ver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1384</td>
<td>0.3808</td>
<td>0.3599</td>
<td>0.4890</td>
<td>0.5765</td>
<td>0.3808</td>
</tr>
<tr>
<td></td>
<td><strong>0.0416</strong></td>
<td>0.4452</td>
<td>0.1796</td>
<td>0.0938</td>
<td>0.1796</td>
<td>0.9938</td>
</tr>
<tr>
<td></td>
<td>0.0938</td>
<td>0.5110</td>
<td>0.1262</td>
<td>0.1039</td>
<td><strong>0.0416</strong></td>
<td>0.9987</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>IX L</th>
<th>IX R</th>
<th>X Ver</th>
<th>X L</th>
<th>X R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>0.0151</strong></td>
<td>0.4890</td>
<td>0.3193</td>
<td>0.0967</td>
<td><strong>0.0039</strong></td>
</tr>
<tr>
<td></td>
<td>0.0603</td>
<td>0.0844</td>
<td>0.3193</td>
<td>0.9584</td>
<td>0.9681</td>
</tr>
<tr>
<td></td>
<td>0.2271</td>
<td>0.0603</td>
<td>0.3599</td>
<td>0.9723</td>
<td>0.9760</td>
</tr>
</tbody>
</table>
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Table 3.2: \(p\)-value of one-side paired Wilcoxon test on Hausdorff distance. \(H_0\): there is no significant improvement in the later processing step.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>CM</th>
<th>I-V L</th>
<th>I-V R</th>
<th>VI Ver</th>
<th>VI L</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL vs NLRF</td>
<td>0.7813</td>
<td>0.4375</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.6875</td>
</tr>
<tr>
<td>NL vs GC</td>
<td>1.0000</td>
<td>0.9805</td>
<td>0.8906</td>
<td>0.9598</td>
<td>0.4197</td>
</tr>
<tr>
<td>NLRF vs GC</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.8906</td>
<td>0.9539</td>
<td>0.4229</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>VI R</th>
<th>VII Ver</th>
<th>VII Af L</th>
<th>VII At L</th>
<th>VII B L</th>
<th>VII Af R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.7500</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.6875</td>
<td>0.5000</td>
<td>0.9538</td>
</tr>
<tr>
<td></td>
<td>0.6523</td>
<td>0.9925</td>
<td>0.9994</td>
<td>0.9823</td>
<td>0.9966</td>
<td>0.9680</td>
</tr>
<tr>
<td></td>
<td>0.6523</td>
<td>0.9925</td>
<td>0.9988</td>
<td>0.9849</td>
<td>0.9976</td>
<td>0.9839</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>VII At R</th>
<th>VII B R</th>
<th>VIII Ver</th>
<th>VIII L</th>
<th>VIII R</th>
<th>IX Ver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.2500</td>
<td>0.9375</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.4063</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>0.2274</td>
<td>0.9829</td>
<td>0.4199</td>
<td>0.5391</td>
<td>0.9480</td>
<td>0.2344</td>
</tr>
<tr>
<td></td>
<td>0.3188</td>
<td>0.9473</td>
<td>0.0859</td>
<td>0.3711</td>
<td>0.9788</td>
<td>0.2188</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>IX L</th>
<th>IX R</th>
<th>X Ver</th>
<th>X L</th>
<th>X R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.8125</td>
<td>0.5000</td>
<td>0.1563</td>
<td>0.7500</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>0.9336</td>
<td>0.0371</td>
<td>0.2324</td>
<td>0.8389</td>
<td>0.9867</td>
</tr>
<tr>
<td></td>
<td>0.9453</td>
<td>0.0371</td>
<td>0.6250</td>
<td>0.8125</td>
<td>0.9867</td>
</tr>
</tbody>
</table>
Figure 3.5: A visual comparison of segmentation results of (a) a healthy control and (b) a patient with SCA6.
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3.2.3 Feature importance

In our segmentation scenario, the RF classifier plays an important role in both segmenting the whole cerebellum and finding cerebellar lobule boundaries. An RF classifier requires user defined features and corresponding true labels to do a voxel-wise classification. The performance of a random forest highly depends on the representability of features.

It has been accepted that an improper selection of features may lower the segmentation performance. For example, Trunk [46] points out that adding more but with less importance features does not necessarily guarantee a better classification performance. In our case, the random forest has 11 features, and we can study the inherent relationships of the 11 features both to validate the rationality of the software and to guide the potential improvement in the future.

Sensitivity analysis is a common tool to study the relevance and importance of feature variables [47]. Roughly speaking, sensitivity analysis assumes a feature to be redundant if there is no significant change in classification accuracy when perturbing the value of that feature. On the other hand, the importance of a feature can be estimated by perturbing a feature value and recording the decline in accuracy [48]. Following this idea, we did a leave-one-out experiment on the 15 subjects with expert delineations. The performance of two random forests were studied—RF for whole cerebellum segmentation and the RF for cerebellar lobule boundary classification. The task of an RF is to conduct a voxel-wise decision based on the feature vector and
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Figure 3.6: (a) MR image of cerebellum. (b) Whole cerebellum segmentation. (c) Probability map of cerebellar lobule boundary.

a pretrained model. Specially, the whole cerebellum RF aims to decide whether a voxel belongs to cerebellar region or not, and the lobule boundary RF targets at differentiating outside cerebellum voxels, inside cerebellum voxels, and lobule boundary voxels. In each experiment, the average segmentation accuracy declines after perturbing a feature value was recorded. We use the accuracy decline as an estimation of feature importance. The average feature importance over all the 15 subjects is shown in Fig. 3.7. It is not superising to see that intensity plays a dominant role in finding lobule boundary regions, since lobule boundary has relative lower intensity values than cerebellar tissue regions, but higher intensity than background, which can be observed in Fig. 3.6. For classifying whole cerebellum region, the distance to Corpus Medullare contributes to more than 30% of the classification accuracy, which is also consistent with intuition since cerebellar lobules locate around the corpus medullare.

However, sensitivity analysis assumes independence of features variables, which is not true in most cases. Fig. 3.8 shows the correlation coefficient between the 11
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Figure 3.7: Average feature importance of cerebellar lobule boundary classification and whole cerebellum segmentation.

features. We can clearly see that there is correlation between features, therefore, Fig. 3.7 is just an approximate feature importance, and further analysis is needed to explore deeper relationship between features. From Fig. 3.8, we can also see that intensity has strong correlation with CM-Dist, which is consistent with the way that the features were extracted—in Yang et al.’s pipeline, the region of interest (ROI) is a 4-voxel binary dilation on a FreeSurfer result, where most non-cerebellar regions correspond to backgrounds. In such case, the farther a voxel away from the cerebellar region, the lower the intensity value is.
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3.2.4 Assessment of segmentation efficiency

The software was run on a computer with a 3.22 GHz CPU and a 251.7 GB RAM. The total computation time includes algorithm training and algorithm testing. The training procedure aims to find several RF models that can be used for RF testing. In testing, the runtime of four important steps was recorded: whole cerebellum segmentation using an RF, cerebellar lobule boundary classification using an RF, multi-atlas registration, and a GC segmentation step. As shown in Fig. 3.9, the software requires approximate 20 minutes to process one subject. Since the software was designed to
be able to store pretrained RF models on the disk, in real applications the runtime can be reduced by 3 to 4 minutes since there is no need to retrain the RF models. In testing, the software spends most of its time doing multi-atlas registration. Compared with a typical whole brain parcellation approach, MaCRUISE [49], which also uses multi-atlas registration and requires several hours to run, the multi-atlas registration for cerebellum costs much less time due to the cerebellum image cropping at the very first step.

Figure 3.9: Running time of the cerebellum segmentation software.
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3.3 Categorizing failures

Oguz et al. [42] pointed out that the Dice coefficient is too simple to capture complicated system behaviors. In outlier detection, studying system behavior, especially the modes of failure, is of great importance. In this section, we categorize different kinds of segmentation failures. The failure categories are further used in Chapter 4 to guide outlier detection.

In our application, the segmentation result has 22 non-overlapping labels. If one label is segmented larger than ground truth, it will inevitably push other labels away. Therefore, we categorized the segmentation results into 4 groups: successful segmentation, under-segmentation (i.e., the segmentation is smaller than ground truth), over-segmentation (i.e., the segmentation is larger than ground truth), and a complicated case (i.e., shows characteristics of both over-segmentation and under-segmentation).

Now our goal is to find a proper metric that can capture all the four cases. We adopted and modified Udupa et al.’s idea [19] which uses NP and TP to evaluate segmentation results. We define two measurements $F$ and $B$ to be the overlap ratio with ground truth and the complement of ground truth, respectively:

\[
F = \frac{|L \cap G|}{|G|},
\]

\[
B = \frac{|L \cap \bar{G}|}{|G|},
\]

where $L$ is a segmentation result, $G$ is the segmentation ground truth, and $\bar{G}$ is the set complement of $G$. Obviously, a high $F$ and low $B$ together indicates a good segmenta-
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Figure 3.10: (a) An illustration and (b) a real plot of categorizing different segmentation cases in a 2D plot using defined parameters $F$ and $B$. In (b), the colorbar represents the Dice coefficient.

Figure 3.11: A visualization of three failure categories. (a) Under-segmentation. (b) Over-segmentation. (c) Complicated case.

The other three segmentation categories can be represented by Fig. 3.10(a). Notice that under our definition, the metric $B$ can have values greater than 1. Fig. 3.11 is a visualization of three failure categories, where the subjects shown were identified from Fig. 3.10(b).
3.4 Chapter summary

In this chapter, we introduced and validated Yang et al.’s cerebellar lobule segmentation software. Experiments show that the software can produce accurate segmentation results in most cases. In thin and small cerebellar structures, the software may fail to give a reliable result. In Section 3.3, we categorized different cases of failures, which assist us to do outlier detection in Chapter 4.
Chapter 4

Outlier Detection Using HMMs

We introduce an outlier detection approach using Hidden Markov Models (HMMs) in this chapter. In Section 4.1, a general framework and the motivation of using HMMs for outlier detection are described. In Section 4.2, a delicate procedure of training HMM parameters using the Dice coefficient and a bag-of-words model is described. The experimental results of the proposed method are described in Section 4.3. The proposed method achieves both high sensitivity and high specificity.

4.1 General framework and motivations

In medical imaging, many neuroimage processing pipelines [1,49,50] have multiple processing steps and outputs, which naturally inherit the characteristics of sequential data—the outputs are highly correlated with inputs. Inspired by this natural
property, we proposed an outlier detection framework using an HMM. In contrast to traditional outlier detection methods, which only focus on the output itself, our approach takes the input/output sequence into consideration. As mentioned in Chapter 2, the outlier detection task aims at finding a feature function $f(\cdot)$ and a decision function $g(\cdot)$. Assuming the images have already been mapped onto feature space by $f(\cdot)$, Fig. 4.1 shows an abstract comparison of traditional outlier detection method and the proposed method. Note that Fig. 4.1 only illustrates a one-step image processing software. For an image processing algorithm with multiple processing steps, the system function $H(\cdot)$ can be divided into multiple subfunctions, $H_i(\cdot)$, and the feature points are analyzed accordingly. Intuitively, in a single processing step, if the input is close to being an outlier, it is more likely for the corresponding output to be an outlier; the system (e.g., a single step of image processing software) behaves differently on different inputs in a feature space. Therefore, the superiority of proposed method is that, instead of simply treating outlier detection as an image classification problem, the proposed method captures all input/output information and analyzes the system behavior. This, to some extent, avoids the bottleneck problem mentioned in Section 2.2, and potentially improves the sensitivity and specificity of outlier detection.

Suppose a segmentation software has three steps before giving a final segmentation result, just like Yang et al.’s [1] approach, and suppose manual delineations are available for the HMM training stage. We denote the $i^{th}$ processing step, its output,
Figure 4.1: An illustration of (a) traditional outlier detection approach, and (b) proposed method of an one-step image processing software.
A 3-step framework of outlier detection using HMM is shown in Fig. 4.2. In the current work, we choose the evaluation score \( d_i \) to be the Dice coefficient. Notations of Fig. 4.2(b) are introduced with general HMM in Section 2.3.

We train the HMM using the intermediate and final results of Yang et al. [1], with a corresponding evaluation score \( d_i \). For testing, we can only measure the observation sequence, \( o \), which is used in Viterbi’s algorithm [51] to produce a possible state.
sequence. Finally, the global assessment of segmentation result is obtained based on the state sequence.

4.2 Training HMMs

4.2.1 Training for transition probabilities

In this section, a method of training transition probabilities using the Dice coefficient is described. We also extend the idea of training the HMM and provide a connection between Dice coefficient and probability.

The simplest way to obtain a transition probability matrix $A$ is to study the hidden state $s_i$ and the following state $s_j$ of each subject. This can be done by simply setting a threshold on the Dice coefficient and observing which subject fails in which state. Then use

$$\hat{a}_{ij} = P(s_j|s_i) \approx \frac{\text{Count}(s_i, s_j)}{\text{Count}(s_i)}$$

(4.1)

to get an estimate of $a_{ij}$ [52], where $\text{Count}(s_i, s_j)$ means the number of subjects changing their state from $s_i$ to $s_j$. However, due to the limited number of training samples in practice (i.e., the limited number of manual delineations) it is impractical to compute $P(s_j|s_i)$ based on the states $s_i$ and $s_j$, because in this case, the method will have a large estimation error. Therefore, another method is needed to train the HMM with a limited number of training subjects.
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Another promising way of getting transition probabilities is to use the Dice coefficient directly, since its value represents the segmentation’s performance. We first note that Dice scores of complete failure, 0, and perfect segmentation, 1, already share similarity with the probability of a perfect segmentation. The states $s_1, \ldots, s_6$ (shown in Fig. 4.2) represent the success/failure of the different processing steps. Assuming Dice to be an approximation of being a perfect segmentation we have $d_i = P(s_{2i-1})$.

Next, we define an auxiliary variable $y_i$ to be the contribution of the $i^{th}$ step, as in

$$y_2 = \frac{1}{2}[(a_{13} + a_{23}) - (a_{14} + a_{24})] = (a_{13} + a_{23}) - 1,$$

$$y_3 = \frac{1}{2}[(a_{35} + a_{45}) - (a_{36} + a_{46})] = (a_{35} + a_{45}) - 1.$$  

We note that $y_i$ can have negative values, in which case the $i^{th}$ step makes the result worse.

On one hand, the contribution score $y_i$ can be understood as a positive effect (i.e., the ability of maintaining a successful segmentation, $a_{13}$ or correcting a failed segmentation from a previous step, $a_{23}$) subtracted by a negative effect (i.e., the possibility of failing a successful segmentation, $a_{14}$, or the inability of correcting a failed segmentation, $a_{24}$). For example, if a processing step has $a_{13} = 1$ and $a_{23} = 0$, then $y_2$ should be zero. This is consistent with the fact that this processing step simply does nothing. Another example is that for an ideal processing step which can correct all the imperfection of a previous step, its corresponding $a_{13}$ and $a_{23}$ should both be 1. This will result in $y_2 = 1$, the maximum contribution. However, we can
also understand the contribution as the difference between the Dice scores of each step, that is \( y_2 = d_2 - d_1 \), and \( y_3 = d_3 - d_2 \).

The equations above give us one connection between the Dice coefficient and probability; another aspect comes from correlation. We define another auxiliary variable \( r = [r_{ij}] \) to be the Pearson correlation of \( d_i \) and \( d_j \); then we have

\[
r_{12} = \frac{1}{2}[(a_{13} + a_{24}) - (a_{23} + a_{14})] = a_{13} - a_{23}, \tag{4.4}
\]

\[
r_{23} = \frac{1}{2}[(a_{35} + a_{46}) - (a_{45} + a_{36})] = a_{35} - a_{45}. \tag{4.5}
\]

To understand Eqs. 4.4 and 4.5, one can think that the correlation score between Dice is the ability of maintaining the previous state subtracted by the ability of inverting the previous state. By using the Equations above, the transition probability matrix \( A \) can be calculated based on Dice coefficient. Since the state change must follow the processing steps of the software, some entries of the transition probability matrix are manually set to zero. In our case, the transition probability matrix \( A \) can be written as

\[
\begin{bmatrix}
0 & 0 & a_{13} & a_{14} & 0 & 0 \\
0 & 0 & a_{23} & a_{24} & 0 & 0 \\
0 & 0 & 0 & 0 & a_{35} & a_{36} \\
0 & 0 & 0 & 0 & a_{45} & a_{46} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
Furthermore, we can predict the Dice score of upcoming steps using the Dice score of the current step and the trained transition probabilities. From probability theory, we have

\[ \hat{d}_2 = a_{13}d_1 + a_{23}(1 - d_1) \]
\[ \hat{d}_3 = a_{35}\hat{d}_2 + a_{45}(1 - \hat{d}_2). \]

In this section, we described how to train transition probabilities of an HMM. By connecting the Dice coefficient with probabilities, we are able to obtain transition probabilities in a limited number of training subjects. The validation results of the trained probabilities are described in Section 4.3.

### 4.2.2 Training for emission probabilities

In this section, the method of generating an observation sequence and training for the emission probability matrix \( B \) is introduced. The emission probability \( b_i(k) \) is the probability of observing an observation \( v_k \) from state \( s_i \). One of the key questions of this section is what to observe on each image processing step.

As mentioned before, QA using outlier detection is an LP3 image classification task aiming at categorizing test images into successes and failures. Amongst all models for image classification, the “bag-of-words” (BoW) model has proved to have excellent performance in many application scenarios [53–55]. The core idea of BoW is to first represent a test image by a feature set, then use a pretrained codebook to represent the feature set. Each entry of the codebook is called as a “visual word” [53]. The set of all “visual words” makes all possible HMM observations. Fi-
Figure 4.3: A flowchart of SIFT feature extraction and emission probability training.

Finally, the occurrence of each “visual word” is used as a frequency histogram to do image classification, which in our case, represents the emission probability.

Fig. 4.3 represents the procedure of training emission probabilities. First, the intensity images are cropped according to manual delineations. After image cropping, each cropped image represents a “true” structure to be segmented. Then SIFT features of each cropped image are extracted. Finally, we do a sparse coding based on BoW model both to reduce the feature dimension and generate HMM observations.

4.3 Outlier detection results

4.3.1 Validation of trained transition probabilities

To validate Eq. 4.6, we can use the trained transition probability matrix $A$ to predict the Dice score of the upcoming processing steps. We have 15 patients which have manual delineations of each of the 22 labels. A leave-one-out experiment was done on the 15 patients. By selecting one patient as testing, we use the remaining 14 patients to train our transition probability matrix. To predict the Dice of upcoming
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Figure 4.4: Estimation error of (a) $d_2$ and (b) $d_3$ of the 22 labels in a leave-one-out experiment over 15 patients.

steps, we assume $d_1$ is the only known parameter of the testing image, and use Eq. 4.6 to obtain the estimated Dice $\hat{d}_2$ and $\hat{d}_3$. The absolute error in computing $\hat{d}_2$ and $\hat{d}_3$ is shown in Fig. 4.4. We can see that Eq. 4.6 achieves a high accuracy in predicting both $\hat{d}_2$ and $\hat{d}_3$, which validates the correctness of the trained transition probabilities and the proposed method. However, since $\hat{d}_3$ is estimated based on $\hat{d}_2$ instead of real $d_2$, the absolute error is larger. We note that this estimation is linear, thus when Dice has a nonlinear change the error is large.

4.3.2 Tests on 15 manual delineations

By studying the 15 patients with manual delineations, we found that the cerebellar segmentation software has good performance on most of the labels, i.e., the mean Dice of a label is higher than 0.75, which is consistent with the experiment result in [1].
Table 4.1: Confusion matrix of 15 patients which have manual delineations. The key code is: TPR - True Positive Rate; TNR - True Negative rate; FPR - False Positive Rate; FNR - False Negative Rate.

<table>
<thead>
<tr>
<th></th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lobule VI - vermis</td>
<td>3/3</td>
<td>11/12</td>
<td>1/12</td>
<td>0/3</td>
</tr>
<tr>
<td>Lobule VIIB - left</td>
<td>3/4</td>
<td>8/11</td>
<td>3/11</td>
<td>1/4</td>
</tr>
<tr>
<td>Lobule VIIAt - right</td>
<td>3/3</td>
<td>11/12</td>
<td>1/12</td>
<td>0/3</td>
</tr>
<tr>
<td>Lobule VIIB - right</td>
<td>3/3</td>
<td>9/12</td>
<td>3/12</td>
<td>0/3</td>
</tr>
</tbody>
</table>

We then choose a threshold of 0.65 when comparing the manual delineations. Any score below this threshold is considered a segmentation failure; with this threshold we have 7 labels out of the 22 with a failure rate higher than 20%. The cerebellum labels with a relative high failure rate are the subdivisions of the vermis labelled as: Lobule VI, Lobule VIIAt, Lobule X; and the following lobules: left Lobule VIIB, right Lobule VIIB, left and right Lobule X. We then focused on the four largest labels with a failure rate higher than 20%, the largest structures were chosen to avoid the confound of unstable Dice scores on smaller structures. We conducted a leave-one-out experiment on these four labels. Table 4.1 shows the confusion matrix of our leave-one-out experiment on the four labels of 15 patients. The reported truth was selected based on the Dice of the final segmentation. We define a predicted failure whose truth is also a failure as true positive. We notice that the proposed method achieves both high true positive rate (TPR) and a high true negative rate (TNR).
4.3.3 Experiment on more datasets

We ran the proposed outlier detection software on the Tomacco dataset. There are 46 subjects in the Tomacco dataset: 16 healthy controls, 6 patiences with SCA6 and 24 subjects with other cerebellar related disease. Note that the 15 subjects with manual delineations come from the Tomacco dataset, and since they have already been analyzed in Section 4.3.2, in this section, we exclude the 15 subjects and did the experiment on the remaining 31 subjects. Of the 31 subjects, there are 10 healthy controls, and 21 subjects with cerebellar related disease.

Yang et al.’s [1] cerebellar lobule segmentation software was successfully trained using the 15 manual delineations and was run on the remaining 31 subjects. Three intermediate outputs including the final output were processed and analyzed by our proposed outlier detection software. The outlier detection software was trained using real segmentation failures from a leave-one-out experiment on the 15 subjects. Due to the limited number of training data and the small size of the cerebellar lobules, we only experimented on the following 4 lobules: Lobule VI - vermis, Lobule VIIB - left, Lobule VIIB – right, and Lobule VIIAt - left. The QA result is shown in Table 4.2. The 31 subjects were indexed from 1 to 31.

Since we do not have manual delineations of the 31 subjects, it is impractical to quantitatively verify the outlier detection result. So we provide a visualization of segmentation failures and some sample subjects which have manual delineations. From Table 4.2, we found that three labels out of four of Subject #11 were detected
Table 4.2: Outlier detection results of 31 subjects in Tomacco dataset.

<table>
<thead>
<tr>
<th>Lobule</th>
<th># of detected outliers</th>
<th>Subject index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lobule VI - vermis</td>
<td>4/31</td>
<td>18, 25, 26, 28</td>
</tr>
<tr>
<td>Lobule VIIAt - left</td>
<td>7/31</td>
<td>11, 14, 15, 19, 20, 22, 23</td>
</tr>
<tr>
<td>Lobule VIIB - left</td>
<td>7/31</td>
<td>3, 7, 9, 11, 20, 22, 23</td>
</tr>
<tr>
<td>Lobule VIIB - right</td>
<td>5/31</td>
<td>10, 11, 13, 26, 29</td>
</tr>
</tbody>
</table>

as segmentation failures. Fig. 4.5 is a visualization of Subject #11 and a healthy subject with manual delineation. We observe that Subject #11 has very abnormal cerebellar shape, which makes it distinct from other subjects in many cerebellar lobules. Another observation is that both Lobule VIIAt left and Lobule VIIB left of Subject #20, 22, and 23 were detected as segmentation failures, although each label was analyzed independently. We visualize the two lobules of the three subjects together with a manually delineated subject in Fig. 4.6. From the figure, we notice that the two lobules are touching each other, which means if one lobule were wrongly segmented, the other would probably be a segmentation failure as well.
Figure 4.5: A visual comparison of Subject #11 of Tomacco dataset. (a) A healthy subject with manual delineation. (b) Tomacco Subject #11.

Figure 4.6: A visualization of Lobule VIIAt - left (red arrow) and Lobule VIIB - left (green arrow). (a) Manual delineations of a healthy control (left), and a subject with SCA6 (right). (b) Automatic segmentation results. From left to right: Subject #20, 22, and 23.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we evaluated a segmentation software for human cerebellar lobule parcellation. We then presented a new QA approach using outlier detection for the segmentation software. In the first part of the thesis, we formulated the application domain of our QA task, and introduced several metrics of evaluating a segmentation software. We then evaluated the cerebellar lobule segmentation software in terms of its accuracy and efficiency using the previously mentioned metrics. The work provides a systematic and statistical approach of evaluating a segmentation software in medical image analysis.

In the second part of the thesis, we introduced our outlier detection software using an HMM. The successful combination of the HMM and the Bag-of-Words model
enables the outlier detection software a global assessment on the segmentation results instead of only looking at the final result itself. Experiments were done on real datasets. Quantitative analysis on 15 subjects with manual delineations show that the outlier detection software achieves both high specificity and high sensitivity. The QA results on more data give researchers a clue about when and where the segmentation software might fail in real segmentation scenarios.

5.2 Future work

In this thesis, we proposed an automatic QA method using outlier detection for a cerebellar lobule segmentation software. The proposed method moves one step forward than traditional QA methods which only focus on the final results. However, this work is certainly not an ending point, and it has many improvements that can be done in future work, as described next:

First, in this work, we did QA on each segmentation label independently. However, in real scenario where more than two (foreground and background) non-overlapping labels are segmented, there is correlation between labels, especially between adjacent labels. To be specific, an over-segmented label is likely to make its adjacent labels under-segmented. Therefore, a promising direction of future work is to study the relationship between segmentation labels, which may potentially avoid some false alarms and guarantee a higher sensitivity.
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Second, the feature selection work of the proposed method is not sufficiently generous. Experiments show that an improper selection of features may degrade the performance of a QA. In this work, the SIFT feature was manually and empirically selected and they may not work well in other segmentation scenarios. Therefore, an automatic and generous feature selection procedure is highly desirable. In recent work, several researchers have successfully trained autoencoders using deep neural networks. The autoencoders learn discriminative features that can be used for image reconstruction, denoising, and even shape correction. The successful implementation of autoencoders lights the way for more reliable and discriminative feature selection methods.

Third, the proposed method does not handle intrinsic variations very well. For example, subjects with disease and healthy controls have distinct anatomical structures. Ignoring these variations may cause false alarms (i.e., a successful segmentation but is treated as a failure) and misclassifications (i.e., a segmentation failure but is not detected) in outlier detection. In future work, researchers should consider classifying subcategory before conducting a QA. In addition, it would be also interesting to explore and rank the effects of different variations, such as healthy/disease, young/old, male/female, and success/failures.
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