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Abstract

The spatial dynamics of many diseases are generally studied at the macroscale, including the spread of pathogens between countries and continents. Disease dispersal within communities is less well understood. This gap is partly due to a lack of statistical approaches that can accurately characterize spatial and temporal dependence of disease processes in the presence of underlying spatial heterogeneities that can hide any signal. Here we developed approaches that estimate (a) the mean distance between sequential cases in a transmission chain and (b) spatial dependence between cases over different time-frames (irrespective of who infected whom) from point pattern incidence data. Importantly, our approaches are valid where we only observe a tiny fraction of infections and there exist both multiple overlapping transmission chains and spatial heterogeneities in disease surveillance. We demonstrated the robustness of our approaches using simulation. We then applied them to geocoded dengue case data from Bangkok, Thailand, a disease that has been in endemic circulation in this city for decades. We estimated that the mean transmission distance for dengue in the city was 50m (varying between 44m and 64m between 1994 and 2006). Further, the aggregation of short range individual transmissions led to the presence of larger scale spatial temporal dependence, with clustering of all cases within any month observed at distances up to 1km. We also observed patterns of spatiotemporal...
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dependence consistent with the expected impacts of homotypic immunity, heterotypic immunity and immune enhancement of disease at these distances. Our observations indicate that individual transmissions (which encompass both human and mosquito movements) tend to be not be much further than neighboring households, however, immunological memory of dengue serotypes occurs at the neighborhood level in this large urban setting. Infections between neighboring households driving disease spread was also supported for chikungunya, a pathogen transmitted by the same mosquitoes as dengue: we estimated a mean transmission distance of 60m (95% confidence interval: 50m - 70m) from an outbreak of the virus in a village in Bangladesh. The findings presented here have broad implications for understanding the mechanisms of dengue and chikungunya dispersal, the tailoring of intervention measures and the parametrization of mathematical models of disease spread. In addition, the methods presented have wide-ranging application across disease systems.
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Chapter 1

Introduction

Human disease from mosquito-transmitted viruses remains one of the biggest causes of morbidity and mortality in Southeast Asia, especially among children. By the time they reach adulthood most individuals in the region will have been infected at least twice by dengue, the most common arbovirus in the world [1,2]. In addition, chikungunya, an arbovirus with the same vectors as dengue, has reemerged in areas where it had not been observed for many years [3]. Unlike malaria, the mosquitoes that transmit dengue and chikungunya bite mainly during the day making bed nets largely redundant and no licensed vaccine currently exists [4]. In addition, the vectors have become well adapted to urban communities. They are usually found inside homes and will oviposit in containers as small as bottle caps, making the targeting of immature forms of the mosquito difficult [2,5].

Characterizing the spatial dynamics of infectious disease, whether transmitted by mosquitoes or not, is critical to our understanding of the mechanisms of disease spread. Further, it allows us to effectively tailor and implement control measures and to estimate the future course of pathogen dispersal. For example, spatially explicit models allowed the identification of birds as a major factor in the nationwide spread of West Nile virus in the USA and helped inform culling measures in the 2001 foot
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and mouth outbreak in the United Kingdom [6,7].

1.1 Transmission kernels and global spatial dependence

Two related concepts can help us characterize the spatial signature of infectious diseases: transmission kernels and global spatial dependence. Transmission kernels describe the probability distribution function of the distances between sequential cases in a transmission chain. Characterizing transmission kernels is key to understanding how far a newly infected individual is located from the case that infected him or her. Transmission kernels consider the distance between two sequential human (or occasionally animal) cases. In vector-borne diseases this single measure will encompass both human and vector movements. Global spatial dependence (often referred to as second-order clustering) captures the tendency for infected individuals to be found near each other, irrespective of who infected whom (Figure 1.1). Global spatial dependence therefore captures distally related cases or unrelated transmission chains circulating in the same area. By contrast local spatial clustering (or first order spatial dependence) measures the tendency of cases to occur around a particular point in space. While measures of local clustering have many uses in epidemiology, including the development of risk maps they will not be considered here [8,9].
Figure 1.1: Example transmission chain. Each individual represents the location of an infection. The transmission kernel considers only the distance to the immediate subsequent case from an index case whereas global spatial dependence considers all cases and does not consider the relationship between them. Note that we can consider global spatial dependence ignoring time (i.e., all cases irrespective of when they occur) or within specific time windows (such as within a generation time, as illustrated here).

1.2 Existing estimates of the small-scale spatial dynamics of dengue and chikungunya

Previous work has characterized the large-scale disease patterns of dengue, including between continents, countries and across districts within a country [10, 11]. The small-scale dynamics of dengue within communities, however, has not been well described. Cluster investigations using small numbers of index cases in rural communities in Northern Thailand found infections of genetically similar viruses after a delay of 15 days at distances of under 100m [12]. While these findings supported the presence of transmissions over short distances, it is unclear if the observed subsequent
cases were direct transmissions from the index case or more distally related. In addition, the study could not detect infections over large distances. It is also unclear if these findings are consistent with the spatial dynamics of dengue in urban centers, where population movements may be substantially different. A further attempt to characterize the spatial dynamics of dengue was conducted using a cohort in Iquitos, Peru [13]. The study collected location diaries from infected individuals and found that infection risk was correlated by where individuals spent their day (termed ‘activity space’). These findings suggested that human movement was a key determinant of the spread of the disease.

As with dengue, the spatial dynamics of chikungunya has been described at several continental and national levels [14,15]. As far as we are aware, the small-scale global spatial dependence or transmission kernel for chikungunya has not previously been characterized.

1.3 A note on existing statistics

Global spatial dependence

The statistical analysis of spatial point pattern data is an established field, including in relation to the study of infectious diseases, where points generally refer to the coordinates of infected individuals (usually in the form of home location) [16]. Within this field there exist several global spatial dependence statistics that either use the exact locations of cases or aggregate them into grid cells to describe the tendency for infected individuals to be found together. Aggregate (or quadrant) approaches initially place a grid over the study area and count the number of cases falling within
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each grid cell. Area-level statistics can then be used to determine if cells with many cases tend to occur near each other (e.g Moran’s I or Geary’s c) [17,18]. While simple to implement, these methods are highly sensitive to the width of the grid cells and do not provide information of the distribution of cases within any cell. An alternative approach is to calculate the mean distance between each case and its closest neighbor [19]. While the nearest-neighbor approaches do not initially require the grouping of cases and therefore avoid the loss of information from the aggregation of cases, they cannot characterize spatial dependence over different distances. Another distance-based approach, the K-function, by contrast uses estimates of the expected number of cases over a range of distances.

\[
K(d) = \lambda^{-1}E[N(d)]
\]  

(1.1)

where \( \lambda \) is the spatial intensity of the cases in the study area (usually calculated as the size of the study area divided by the number of cases) and \( E[N(d)] \) is the expected number of cases within distance \( d \) of a case. The value of the K-function in a homogenous Poisson process is \( \pi d^2 \) (i.e., where no spatial dependence between cases exists) [16]. Comparisons between the K-function for an observed point pattern and this theoretical value can be used for the detection of spatial dependence. Where there exists spatial heterogeneity in the underlying population at risk, differences between the K-function of cases and the K-function of controls, representative of the underlying population, can be calculated instead.

An important failing of existing measures of spatial dependence, including the K-function, is in their interpretability. The measures are largely constrained to the
detection of presence or absence of spatial dependence within any single setting and cannot be interpreted using classical epidemiological concepts such as relative risk. Measures of spatial dependence can not normally be compared across settings.

Transmission kernels

Transmission kernels can be estimated directly through active follow-up of infected individuals and characterizing who infected whom [6]. However, contact tracing is rarely undertaken: it is resource intensive and even when previously infected contacts are found, it is often difficult to identify direct transmission. Genetic approaches can help confirm whether the infecting pathogens are related in two individuals, however, in rapidly evolving species such as HIV even this can be difficult [20]. The direct detection of infection pairs is further complicated in many diseases by the high proportion of asymptomatic or mildly symptomatic individuals, which may be easily missed. These factors have meant that virtually no transmission kernels have been estimated for infectious diseases. The major exception is diseases in farm animals, where the historic movement for large numbers of livestock are often available [6, 21, 22].

An alternative approach, developed by Keeling et al., is to indirectly measure transmission kernels by finding the kernel that is most consistent with the observed distribution of cases at a single snapshot in time [23]. The approach was able to estimate the transmission kernel for the foot and mouth outbreak in the UK. However, it remains unclear whether it is robust to large numbers of unobserved cases as well as heterogeneities in the observation process or in the underlying population at risk.
CHAPTER 1. INTRODUCTION

1.4 Overview

This dissertation sets out novel methodologies that allow us to measure both
global spatial dependence and transmission kernels in realistic scenarios where only
passive surveillance data is available and we observe only a tiny fraction of all cases.
These approaches are then applied to case data from Thailand and Bangladesh.

The dissertation is divided into two parts. Part one has three manuscripts that
describe the spatial dependence and transmission kernel estimates of the homes of
hospitalized dengue patients in Bangkok, Thailand and chikungunya cases in Tangail
district, Bangladesh. The first manuscript uses two novel methods to characterize
spatial dependence when there exists information on the infecting pathogen (in this
case serotype). We estimate the short-term spatial dependence between the homes
of dengue patients from a children’s hospital in Bangkok, a city that has observed
endemic dengue transmission for decades. In addition, we explore whether there are
localized long-term effects of dengue transmission on future serotype-specific incidence
patterns.

The second manuscript explores the relationship between spatial dependence and
transmission kernels. The manuscript describes an approach to indirectly estimate
the transmission kernel using the mean separation of case pairs. It then estimates
both the spatial dependence and the transmission kernel os chikungunya using data
from an outbreak investigation from villages in Tangail, Bangladesh in 2013.

The approach described in the second manuscript cannot be used where multi-
ple transmission chains exist and is therefore constrained to outbreak settings. We
therefore extend the method in a third manuscript using only pairs of cases that are
closest to each other in space over short periods of time and will therefore tend to
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come from the same transmission chain. Having demonstrated the robustness of the approach through simulation, we apply it to dengue data from Bangkok between 1994 and 2006.

Part two consists of a single manuscript. We found evidence in chapter 2 that incidence patterns in a location are correlated with future incidence at that location. Immunity patterns within a community could therefore act as a marker of future disease risk at that location. This would require accurate determination of an individual’s immune status. The manuscript explores the variability in the most common assay to describe serotype-specific immunity: the Plaque Reduction Neutralization Assay. By using repeated assays on the same serum, we estimated the variance in titers to specific viruses.
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Part I

Characterizing the spatial dynamics of dengue and chikungunya
Chapter 2

Revealing the microscale spatial signature of dengue transmission and immunity in an urban population


2.1 Abstract

It is well known that the distribution of immunity in a population dictates the future incidence of infectious disease, but this process is generally understood at individual- or macro-scales. For example, herd immunity to multiple pathogens has been observed at national and city levels. However, the effects of population immunity have not previously been demonstrated at scales smaller than the city (e.g., neighborhoods). In particular, to our knowledge no study has demonstrated long-term effects of population immunity at scales consistent with the spatial scale of person-to-person transmission. This gap is partly due to a lack of statistical approaches that can accurately characterize spatial and temporal dependence of disease processes in
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the presence of underlying spatial heterogeneities (including reporting biases and the distribution of the underlying population) that can hide any signal. Here, we develop two novel methods that use information on the infecting pathogen (e.g., serotype) to describe both shorter term and longer-term spatio-temporal dependence between cases over and above any dependence due to non-disease processes. We build individual based models to demonstrate the robustness of our statistics to different population structures, seasonal effects and biased reporting. We then apply our approaches to dengue case data from Thailand: we use the location of dengue patients homes in Bangkok over a five-year period with the serotype of the infecting pathogen to investigate the spatiotemporal distribution of disease risk at small spatial scales. We find evidence for localized transmission at distances of under 1km. We also observe patterns of spatiotemporal dependence consistent with the expected impacts of homotypic immunity, heterotypic immunity and immune enhancement of disease at these distances. Our observations indicate that immunological memory of dengue serotypes occurs at the neighborhood level in this large urban setting. These methods have broad application to studying the spatiotemporal structure of disease risk where pathogen serotype or genetic information is known.
2.2 Introduction

Individual risk to infectious diseases is largely determined by immune status and the rate of contact with infectious agents. Past infection or vaccination in an area can reduce infection risk for susceptible individuals by eliminating potentially infectious neighbors [1–6]. Daily movements of host populations determine the spatial scale at which the immunity of neighbors is relevant for disease risk. Models that assume large-scale mixing will have homogenous levels of population immunity [7]; however, there may be important differences at smaller scales (hundreds of meters) that affect the distribution of disease. Analysis of spatiotemporal locations of cases at fine resolutions may reveal the micro-scale dynamics of transmission and population immunity.

Dengue is a viral disease transmitted by the Aedes mosquito with clinical manifestations ranging from asymptomatic illness to potentially fatal dengue haemorrhagic fever [8]. Dengue is present in over 100 countries, causing an estimated 50 million infections and 19,000 deaths each year (WHO 2007). A wide range of vector, human, viral and environmental factors determine the spatial and temporal patterns of dengue infection [8]. These include the spatial distribution and movement of mosquitos and humans; life span, oviposition and blood feeding tendencies of the mosquito; the infectiveness of both hosts; and the spatial distribution of immunity in humans [8]. There are four serotypes of dengue virus (DENV1-4). All four have circulated in Bangkok, Thailand for decades [9]. After infection, individuals develop lifelong immunity to the infecting serotype (homotypic immunity), and there is evidence that they are temporarily protected from infection with other serotypes (heterotypic immunity) [10]. However, once susceptibility to other serotypes returns, these individuals are at increased risk of severe disease upon infection (heterotypic immune enhance-
Several studies have described the spatial clustering of dengue cases, but did not explore the effect of population immunity [13–15]. To our knowledge, the effect of population immunity on micro-scale disease dynamics has never been systematically characterized using empirical data. This is understandable, as direct observation of the spatial and temporal dynamics of cases and immunity is difficult and resource intensive, requiring longitudinal observation of immune status and case incidence over large spatial and temporal scales. Here, we use a novel approach to characterize the dynamics of population immunity and its effect on future incidence using only the spatiotemporal distribution of clinical dengue cases presenting at a single large hospital.

We use the household location of 1,912 children with laboratory confirmed dengue illness admitted to Queen Sirikit Hospital, Bangkok between 1995 and 2000 to calculate measures of spatiotemporal dependence (Figure 2.1). We use modifications of standard space-time clustering statistics that allow finer resolution of spatiotemporal dependence and control for changes in the underlying spatial and temporal distribution of the population. This approach is built upon an innovative use of the distribution of heterotypic case pairs (those inconsistent with transmission) and homotypic pairs (those consistent with transmission) over a long time-scale to characterize the underlying spatial and temporal heterogeneity in disease risk. We use these methods to investigate whether the spatiotemporal distribution of cases is consistent with localized transmission, the expected effect of long-term homotypic immunity, short-term heterotypic immunity and immune enhancement of disease severity in secondary heterotypic infections.
2.3 Methods

2.3.1 Data collection

Data on clinical cases of dengue between January 1 1995 and December 31 1999 were collected from Queen Sirikit Childrens Hospital in Bangkok, Thailand. There are a total of 2254 cases where address, infecting serotype, and month and year of hospital admission is available. Serotype was determined through reverse transcriptase polymerase chain reaction. Local data managers used base maps for the city to convert addresses to geocoded point locations for each case. One thousand nine hundred and twelve cases were successfully geocoded (85 per cent) (Table 2.1). Original addresses were not available to the analysis team.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>N geocoded</th>
<th>% DENV infections</th>
</tr>
</thead>
<tbody>
<tr>
<td>DENV1</td>
<td>571</td>
<td>486</td>
<td>25%</td>
</tr>
<tr>
<td>DENV2</td>
<td>474</td>
<td>406</td>
<td>21%</td>
</tr>
<tr>
<td>DENV3</td>
<td>1142</td>
<td>964</td>
<td>51%</td>
</tr>
<tr>
<td>DENV4</td>
<td>67</td>
<td>56</td>
<td>3%</td>
</tr>
<tr>
<td>Total</td>
<td>2254</td>
<td>912</td>
<td></td>
</tr>
<tr>
<td>Secondary infections</td>
<td>1740</td>
<td></td>
<td>77%</td>
</tr>
<tr>
<td>DHF</td>
<td>1654</td>
<td></td>
<td>73%</td>
</tr>
<tr>
<td>Mean age</td>
<td></td>
<td></td>
<td>7.5 years</td>
</tr>
</tbody>
</table>

Table 2.1: Characteristics of patients with identified serotype from Queen Sirikit Hospital, 1995-1999.

2.3.2 Short-term spatial dependence

To characterize the short-term spatial dependence of homotypic cases within a one month time timeframe we use $\tau(d_1, d_2)$ to calculate the relative probability of a
case occurring during the same month and within distance range \(d_1\) to \(d_2\) of a given case being homotypic, compared to the probability of any other case in that month being homotypic.

\[
\tau(d_1, d_2) = \frac{Pr(z_{ij} = 1 | j \in \Omega_i(d_1, d_2))}{Pr(z_{ij} = 1 | j \in \Omega_i(\cdot))} \tag{2.1}
\]

where \(z_i\) is the serotype of case \(i\) and \(\Omega_i(d_1, d_2)\) is the set of cases that occur within the same month and within distances \(d_1\) and \(d_2\) of case \(i\).

We estimate \(\tau\) as:

\[
\hat{\tau}(d_1, d_2) = \frac{\sum_{i=1}^{N} \sum_{j \in \Omega_i(d_1, d_2)} z_{ij}}{\sum_{i=1}^{N} |\Omega_i(d_1, d_2)|} \frac{\sum_{i=1}^{N} \sum_{j \in \Omega_i(\cdot)} z_{ij}}{\sum_{i=1}^{N} |\Omega_i(\cdot)|} \tag{2.2}
\]

where \(z_{ij}\) is equal to 1 if the serotype of case \(i\) is equal to the serotype of case \(j\) and 0 otherwise.

### 2.3.3 Long-term spatial dependence

To calculate the spatial dependence over several months or years we use \(\phi(d_1, d_2, t_1, t_2)\) to calculate the relative probability of a homotypic (or heterotypic) case being within a window of space and time from a case versus that expected if the clustering processes in space and time were independent.

\[
\phi_{\text{hom}}(d_1, d_2, t_1, t_2) = \frac{Pr(j \in \Omega_i(d_1, d_2, t_1, t_2) | z_i = z_j)}{Pr(j \in \Omega_i(d_1, d_2) | z_i = z_j) Pr(j \in \Omega_i(\cdot, t_1, t_2) | z_i = z_j)} \tag{2.3}
\]
We estimate $\hat{\phi}_{\text{hom}}(d_1, d_2, t_1, t_2)$ as:

$$\hat{\phi}_{\text{hom}}(d_1, d_2, t_1, t_2) = \frac{\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i(d_1, d_2, t_1, t_2)} z_{ij}\right) \left(\sum_{i=1}^{N} \sum_{j \in \Omega_i(\cdot, \cdot)} z_{ij}\right)}{\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i(d_1, d_2, \cdot)} z_{ij}\right) \left(\sum_{i=1}^{N} \sum_{j \in \Omega_i(\cdot, t_1, t_2)} z_{ij}\right)}$$

(2.4)

The function for heterotypic cases is similarly estimated.

Further descriptions of the spatio-temporal dependence methods used and their relationship with existing methodologies can be found in the supporting information.

2.4 Results

2.4.1 Short-term spatial dependence

We find that spatiotemporal dependence exists when the time and location of a case is affected by where and when other cases occur. We characterize the spatial dependence of homotypic cases within a one month time horizon as: the relative probability of a case occurring during the same month and within distance range to of a given case being homotypic, compared to the probability of any other case in that month being homotypic. Both the numerator and denominator are dependent upon the spatiotemporal distribution of cases appearing within the same month regardless of serotype. This formulation thereby controls for underlying heterogeneities in the population that could create spatial or temporal clustering (e.g., variation in population density, hospital and health care utilisation rates, dengue seasonality). Values above one indicate that any two cases that live within the specified distance range of each other were more likely to be homotypic than any two randomly chosen cases presenting during the same month. Cases coming from the same transmission chain
are necessarily homotypic, hence spatial clustering of homotypic cases over short time periods may indicate transmission related cases.

![Spatial and temporal distribution of clinical cases of dengue disease by month at Queen Sirikit Hospital between 1995 and 2000. The border in each map represents the Bangkok provincial boundary.](image)

We find a 1.82 fold increase in the probability of a case occurring within 200m and the same month of another case being homotypic (95% confidence interval of 1.45, 2.16) (Figure 2.2). This estimate fell to 1.16 (0.97, 1.35) at 1km (250m i.e., the spatial range between 750m and 1.25km). There was an increased probability of cases being homotypic at distances up to 1.8km (250m). However, this was statistically significant only up to 0.7km (250m). Consistent patterns were observed with each of the four serotypes (Figure 2.2). These results suggest that the transmission of dengue in urban Bangkok is focal. Clustering of homotypic cases may be due to local dispersal of host and vector. However, clustering of immune status in the population may contribute to focal case distributions.
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Figure 2.2: Homotypic spatial dependence analysis for cases occurring within the same month. (A) represents the overall homotypic spatial dependence, (B) - (E) represents the homotypic spatial dependence for DENV-1, DENV-2, DENV-3 and DENV-4 cases only, respectfully. The size of the spatial window of analysis ($d_2 - d_1$) was kept at 0.5km when $d_2$ was greater than 0.5km. When $d_2$ was less than 0.5km, $d_1$ was equal to 0. Estimates are plotted at the midpoint of the spatial range. The shaded area represents 95 per cent intervals of a null distribution generated from 1000 simulations where the time point at which a case occurs is randomly reassigned.

2.4.2 Long-term spatial dependence

The immune profile of the population can induce both short- and long-term spatiotemporal dependence in dengue cases. If we assume neighborhood composition remains mostly the same within the study period and that detected cases are representative of serotype-specific incidence in that neighborhood, we would expect clustering of a particular serotype to result in a reduction in future homotypic cases in that vicinity. Likewise, during the period of short-term cross protection we expect to see fewer heterotypic cases occur near previous dengue cases. Conversely, immune
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enhancement may lead to increases in heterotypic cases at longer temporal lags [12].

Spatiotemporally dependent processes are often described using $D_0(d, t)$ which estimates the probability of a point occurring within a spatiotemporal distance of another point, compared to the probability of this occurring due to the independent effects of clustering in space and time [16–19]. $D_0(d, t)$ is a cumulative function, hence can only crudely characterize changing patterns of spatiotemporal dependence. Thus, we derive a related function, $\phi(d_1, d_2, t_1, t_2)$, the relative probability of a homotypic (or heterotypic) case being within a window of space and time from a case versus that expected if the clustering processes in space and time were independent.

Patterns of both homotypic and heterotypic spatiotemporal dependence differ substantially from those seen if we ignored serotype (Figure 2.3). We find that homotypic cases were 1.61 (1.42, 1.82) as likely to occur within 400m and 4 months from an incident case than would be expected if the spatial and temporal clustering processes were independent (Figure 2.3B). The relative proportion of homotypic cases fell to 1.14 (1.05, 1.23) at 1km (500m) over the same time frame. This period is followed by a significant reduction in homotypic cases in subsequent months. Homotypic cases were 0.77 (0.67, 0.86) times as likely to occur at temporal lags of 8 to 24 months within 400m, and 0.90 (0.84, 0.96) times as likely at 1km (500m) over the same temporal lags.
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Figure 2.3: Spatial dependence analysis with temporal lags. The average relative proportion of (A) all cases (irrespective of serotype) (B) homotypic and (C) heterotypic cases is illustrated across spatial and temporal lags in the top row. The spatial range \(d_2 - d_1\) was kept constant at 0.5km when \(d_2\) was greater than 0.5km. When \(d_2\) was less than 0.5km, \(d_1\) was equal to 0. The temporal range \(t_2 - t_1\) was kept constant at 3 months when \(t_2\) was greater than 3 months. When \(t_2\) was less than 3 months, \(t_1\) was equal to 0. Estimates are plotted at the midpoint of the spatial and temporal ranges. \(\phi(d_1, d_2, t_1, t_2)\) estimates under 5% in either direction are colored white. The bottom row sets out the percentage of 1000 bootstrapped simulations that have a \(\phi(d_1, d_2, t_1, t_2)\) value greater than 1.0.

We find that heterotypic cases were 0.88 (0.85, 0.96) as likely to occur at 1km (500m) from an incident case at lags of 3 to 10 months (Figure 2.3C). These heterotypic patterns are consistent with Sabin’s findings of short-lived cross-protective immunity [10]. Furthermore, there was an increase in heterotypic clustering with a temporal lag of 2 years. Heterotypic cases were 1.11 (1.02, 1.20) times as likely to
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occur at temporal lags of 20 to 30 months, 1km (500m) from an incident case. This increase after a period of two years points to elevated risk of disease and supports previous observations of increased disease risk with sequential heterotypic infections [11].

Our analysis includes hospitalized cases only. The spatiotemporal dependence of hospitalized cases is of intrinsic interest. However, the mechanisms that we propose to explain the pattern of dengue cases rely on a correlation between the spatiotemporal distribution of serotypes in hospitalized cases and the spatiotemporal distribution of serotypes in the unobserved cases from which these are drawn. We cannot establish this link with this dataset. However, we use two statistics that give unbiased estimates even in the presence of bias in reporting and heterogeneity in the underlying population density (Appendix A, Figure A.4 and Figure A.5). In addition, we simulated disease transmission processes where there was no spatial dependence between the infected and infecting individuals under conditions of strong seasonal forcing and underlying heterogeneities in the distribution of the population. The phi and tau statistics showed no spatial dependence in these scenarios (Appendix A, Figure A.3). We describe the performance of our statistics in a number of simulated datasets in the supplementary material. We find that our statistics are unbiased under a number of model scenarios. Movement of individuals into or out of the population via birth, death, immigration or emigration may dilute the effect of acquired immunity on future cases. The period of time that a neighborhood remains effectively static will determine, in part, the extent to which we observe spatiotemporal dependence.
2.5 Discussion

These results are from a large georeferenced dataset over several years in an endemic setting where all four serotypes circulate. Such datasets present a rare opportunity to study the dynamics of dengue transmission at a fine spatial resolution. Previous studies that have examined the spatial distribution of dengue have either focused on individual serotypes or have not had fine spatial resolution for large numbers of cases over multiple years [14, 15, 20, 21]. Our study provides further evidence to support the focal nature of DENV, complementing a longitudinal study in Thailand and outbreak investigations in other settings [13, 22, 23]. Our results suggest transmission is spatially local, even in a highly mobile and dense urban population with significant immunity. Our findings that the distribution of cases at one time point, predict the spatial distribution of both homotypic and heterotypic cases at future time points suggests a dispersal mechanism that is partially dictated by the immunity status of the local population. Though the impact of population immunity on pathogen dynamics has been the focus of numerous studies, rarely has the spatiotemporal distribution of cases and importantly, the immunity derived from those cases been shown to predict the future distribution of cases.

Using multiple simulations, we demonstrated that it is unlikely that the observed clustering could be caused by underlying spatial structures, either in the population, or access to the study hospital. In addition, we have shown that our observations could not be generated solely by seasonal dynamics of dengue. Our results provide strong evidence that the clustering process is serotype dependent. We believe that the likeliest and simplest mechanism that would generate serotype specific clustering is the transmission process, which we know to be serotype dependent.
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The methods implemented here use variation in pathogen type to characterize the tendency for cases to be found near each other both in the short-term and across temporal lags. We use a passively collected data set to illustrate how, by focusing on differences between event types, such datasets can be used to understand the underlying generating process. These approaches are relevant whenever there exist points of multiple types (e.g., genotype data) or we are interested in changing patterns of spatiotemporal dependence not captured by a cumulative characterisation, regardless of the domain. Here, these methods have revealed micro-scale interactions between transmission, immunity and the future incidence of dengue.
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Understanding the typical distance between sequential cases in a transmission chain is critical to elucidating mechanisms of disease dispersal as well as tailoring intervention measures. The distribution of distances between sequential cases, however, has rarely been characterized, as epidemiological investigations that link individual cases are resource intensive or even impossible, especially where an intermediary vector exists. Large numbers of asymptomatic or mildly symptomatic individuals that are not detected by surveillance systems also hinder efforts to detect transmission-linked pairs that would allow the direct estimation of transmission distances. Here we present an approach that uses the spatial and temporal location of cases to indirectly estimate the mean distance between transmission-linked cases. We demonstrate
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through simulation that this method recovers the true mean transmission distance even when fewer than five per cent of cases are observed. We apply our approach to an outbreak of chikungunya in Tangail district in Bangladesh where we estimate only 20% of the cases were identified. We estimate that the mean transmission distance between sequential cases is 60 m (95% confidence interval 50 - 70 m). Our approach is applicable across disease systems and can inform intervention and surveillance methods in outbreak settings.

3.2 Introduction

Characterizing the spatial patterns of disease transmission is crucial to understanding the mechanisms of pathogen dispersal as well as to intervention efforts. Despite their usefulness, transmission kernels, the probability distribution of the spatial location of cases (for example home locations as a marker of infection location) in relation to the individuals that infected them, have been difficult to elucidate. We rarely observe infection pairs (i.e., who infected whom) in a transmission network. Where only a minority of cases are observed, analyses tend to be restricted to characterizing the spatial and temporal scales at which cases tend to occur together [1]. The relationship between spatial clustering of cases and a transmission kernel is unclear. Only where we have been able to observe the majority of cases in a transmission network or we have detailed epidemiological data on who infected whom, has estimation of a transmission kernel previously been possible [2]. Here, we present an approach to estimate the transmission kernel using only point locations of cases, times at which individuals become symptomatic and information on the generation time distribution of the pathogen. The method is applicable in situations with full data as well as those
where only a minority of cases is observed. We demonstrate this method using an outbreak of chikungunya in Bangladesh.

Chikungunya is a viral disease transmitted by *Aedes* mosquitoes. Around three quarters of infections appear to result in symptoms, which can range from mild fever or rash to debilitating joint pain that can persist for many months [3]. Over the last decade, outbreaks of Chikungunya have been reported throughout much of Southeast Asia [3]. Bangladesh reported its first cases of Chikungunya in 2008 when 32 infected individuals were identified in Chapainawabganj district, and a number of subsequent outbreaks have been reported throughout the country [3, 4]. Despite its widespread presence, the dispersal of the disease is poorly understood. Risk of infection has been associated with farming, especially of rubber trees, however, infections are frequently found among children and individuals not associated with farming [5–7]. Further, the small-scale movement of the virus is unclear. The *Aedes* mosquito does not appear to travel very far, however, human movements could increase the range of infection risk [3, 8]. Elucidating the transmission kernel of the virus could help us understand how the virus moves around communities and in the design of future risk factor studies.

Surveillance for the disease usually relies on case reports in health facilities or on outbreak investigations that systematically look for additional cases once an outbreak has been detected. If the mean distance between transmission pairs was known, we could improve the efficiency of both case finding and surveillance activities. Intervention efforts would also benefit. There is no licensed vaccine currently available so intervention measures (if they exist at all) are reliant on vector control, including insecticide use and the removal of potential ovipositioning sites. Knowledge of the transmission kernel would help the identification of areas at high-risk for exposure
upon the detection of index cases, helping the efficiency of these resource intensive control programs.

**Transmission linkage (θ)** - The number of transmission events that link two cases (see example in Figure 3.1)

**Transmission kernel** - The probability distribution function of the distance between sequential cases in a transmission chain

**The most recent common ancestor (MRCA)** - The most recent infector that can link a pair of cases

**Mean transmission distance** (\( \mu_k \)) - The mean of the transmission kernel

**Mean distance between θ transmission-linked pairs** (\( \mu_a(\theta, \mu_k, \sigma_k) \)) - The mean distance between cases separated by \( \theta \) transmission events where the transmission kernel has mean \( \mu_k \) and standard deviation \( \sigma_k \)

**Transmission-linkage weights** (\( w(\theta, t_1, t_2) \)) - The proportion of case pairs where one occurs at \( t_1 \) and the other at \( t_2 \) that are separated by \( \theta \) transmission events

**Mean distance between all pairs** (\( \mu(t_1, t_2, \mu_k, \sigma_k) \)) - The mean distance separating all pairs of cases where one occurs at \( t_1 \) and the other at \( t_2 \) and the transmission kernel has mean \( \mu_k \) and standard deviation \( \sigma_k \)

**Observed mean distance between case-pairs** (\( \mu_{obs}(t_1, t_2) \)) - The observed mean distance separating all pairs of cases where one occurs at \( t_1 \) and the other at \( t_2 \)

Table 3.1: Overview of key terms.

### 3.3 Methods

If we know where cases occur at a single time point, we can characterize the distribution of distances separating pairs of cases. Where a single transmission chain exists, all case-pairs can be linked through transmission events. For example a case-pair may have been infected by the same infectious individual. Alternatively, their most recent common ancestor (MRCA, to borrow a term from phylogenetic analyses)
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may be several generations back (Figure 3.1). Where a constant transmission kernel exists, case-pairs separated by only a few transmission events will tend to be closer together than those separated by many transmission events. The proportion of case-pairs that are separated by a particular number of transmission events will depend on the history of the epidemic: cases early in an outbreak can only be separated by a small number of transmission events whereas the MRCA separating a pair of cases at the end of an epidemic may be large. By comparing the distribution of distances separating case-pairs with the distribution of the number of transmission events separating them we can estimate the mean transmission distance that is most consistent with the observed case distribution.

Figure 3.1: (A) Example transmission tree with (B) the cumulative distribution function for pairs of cases separated by different numbers of transmission events assuming a constant exponentially distributed transmission kernel with a mean of 100m.
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3.3.1 Mean transmission distance

Where a single transmission chain exists, a pair of cases where one occurs at time point \( t_1 \) and the other at time point \( t_2 \) can be separated by a number of different possible transmission events (denoted by \( \theta \), the number of infection events required to link a pair of cases) (Figure 3.1). For example, two cases occurring at the same time may have been infected by the same infectious individual (in which case \( \theta = 2 \)) or alternatively, the MRCA is further generations back (\( \theta = 4 \), \( \theta = 6 \) etc.). If we assume a constant transmission kernel, the directions of transmission events are independent of each other and the distance of transmission events are independent of each other, the distance between pairs of cases will depend on the number of transmission events that separate them. However, without detailed genetic information on the infecting pathogen or contact tracing information, we are unlikely to be able to identify the number of transmission events that separate any two cases. We can, however, calculate the expected distance between all pairs of cases that occur at two time points (the mean of the distribution represented by the solid black line in Figure 3.1B). If we could identify (a) the proportion of case-pairs that are separated by \( \theta \) transmission events for all possible \( \theta \), and (b) the expected distance between pairs of cases separated by \( \theta \) transmission events under different transmission kernels, we could identify the transmission kernel most consistent with the observed distribution using the following relationship:

\[
\mu_t(t_1, t_2, \mu_k, \sigma_k) = \sum_i w(\theta = i, t_1, t_2) \cdot \mu_\theta(\theta = i, \mu_k, \sigma_k) \tag{3.1}
\]

where \( \mu_t(t_1, t_2, \mu_k, \sigma_k) \) is the expected distance separating pairs of cases where
one occurs at \( t_1 \) and the other at \( t_2 \) and the transmission kernel has a mean \( \mu_k \) and standard deviation \( \sigma_k \); \( \mu_a(\theta, \mu_k, \sigma_k) \) is the mean distance between pairs of cases that are separated by \( \theta \) transmission events and \( w(\theta, t_1, t_2) \) is the proportion of pairs of cases that are separated by \( \theta \) transmission events (the weights).

### 3.3.2 Estimation of weights

To estimate \( w(\theta, t_1, t_2) \), we can extend a method developed by Wallinga and Teunis that calculates the probability that a case occurring at time \( t_1 \) was infected by a case at time \( t_2 \) for all pairs of cases based on the generation time distribution (\( g \), which is assumed known) and the number of cases occurring at each time point [9]. We can produce an \( n \times n \) matrix, where cell \([i, j]\) represents the probability that a case \( i \) was infected by a case infected at the same time point as case \( j \) (the Wallinga-Teunis matrix) and \( n \) is the total number of cases. For each pair of cases, we can use the Wallinga-Teunis matrix to estimate the probability that they are separated by \( \theta \) transmission events, by multiplying together the cells of each unique chain (see Figure 3.2 for an example). This assumes that the generation time for all infections are independent of each other. We could compute the probability of every possible path linking two cells, however, this quickly becomes computationally intractable. Instead we can sample transmission trees by randomly choosing the infector for each case, weighted by the probabilities from the Wallinga-Teunis matrix. By re-estimating the tree for each simulation, we adjust for the probability of each transmission tree. Once we have a transmission tree we can compute the number of transmission events required to link each pair of cases. Our estimate of \( w(\theta, t_1, t_2) \) is the proportion of simulations in which a case occurring at time \( t_1 \) and a case occurring at \( t_2 \) are
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separated by $\theta$ transmission events:

$$\hat{w}(\theta, t_1, t_2) = \frac{\sum_{k=1}^{N_{sim}} \sum_{i=1}^{n} \sum_{j \neq i} I_1(t_i = t_1, t_j = t_2, \Theta_{ij} = \theta)}{N_{sim} \sum_{i=1}^{n} \sum_{j \neq i} I_2(t_i = t_1, t_j = t_2)}$$  \hspace{1cm} (3.2)

where $N_{sim}$ is the number of resamples; $I_1$ is equal to one when case $i$ occurs at time $t_1$, case $j$ occurs at time $t_2$ and the simulated transmission tree links case $i$ with case $j$ by $\theta$ transmission events (where $\Theta_{ij}$ is the number of transmission events linking $i$ and $j$) and is equal zero otherwise; $I_2$ is equal to one when case $i$ occurs at time $t_1$, case $j$ occurs at time $t_2$ and is equal zero otherwise.
Figure 3.2: Example calculation of the weights from the Wallinga-Teunis matrix. Assume five cases occur over three days as set out in (A) and we know the generation time distribution (B) so that two thirds of sequential infections are a day apart and one third are two days apart. We can build a Wallinga-Teunis matrix (C) that sets out for each case the probability that each other case was its infector. The columns of the matrix have been normalized so that they add to one. (D) Sets out all possible non-zero pathways connecting a case at time 2 with a case at time 3, with the associated number of transmission events ($\theta$) for that chain and the probability of that chain calculated from the Wallinga-Teunis matrix (chains with zero probability such as 4-5-2 have been excluded). (E) sets out the average probability for each $\theta$, which represents the weights used in the calculation of the transmission kernel.

Often only a subset of cases are observed. We can adjust our estimate of $w(\theta, t_1, t_2)$ for partially observed data by randomly sampling with replacement the estimated number of total cases (observed and unobserved) from the observed cases and using...
the resampled cases in the calculation of the Wallinga-Teunis matrix. For example if we observed 100 cases but estimate that only 10% of cases are observed, we would sample 1000 cases from the observed cases (with replacement). As we are only interested in the case times for the calculation of \( w(\theta, t_1, t_2) \), the locations are unimportant.

### 3.3.3 Estimation of distance separating cases of known \( \theta \)

For a transmission kernel with mean \( \mu_k \) and standard deviation \( \sigma_k \), we can approximate the mean distance between pairs of cases that are separated by \( \theta \) transmission events \( (\mu_a(\theta, \mu_k, \sigma_k)) \) by using the central limit theorem to assume that cases separated by \( \theta \) transmission events will be approximately normally distributed with a mean \( (\mu_a) \) and variance \( (\sigma_a^2) \) (Figure 3.1) [10–12].

\[
ER^2(\theta, \mu_k, \sigma_k) \approx \mu_k^2 \cdot \theta \left(1 + \frac{\sigma_k^2}{\mu_k^2}\right) \\
\mu_a(\theta, \mu_k, \sigma_k) \approx 0.5 \cdot \sqrt{\pi \cdot ER^2(\theta, \mu_k, \sigma_k)} \\
\sigma_a^2(\theta, \mu_k, \sigma_k) = ER^2(\theta, \mu_k, \sigma_k) - \mu_a(\theta, \mu_k, \sigma_k)^2 \\
\quad \approx ER^2(\theta, \mu_k, \sigma_k)(1 - 0.25\pi)
\]

where \( ER^2(\theta, \mu_k, \sigma_k) \) is the mean squared dispersal distance, \( \mu_k \) is the mean of the transmission kernel and \( \sigma_k \) is the standard deviation of the transmission kernel.

In situations where the mean and the variance of the kernel are the same, \( \mu_a(\theta, \mu_k, \sigma_k) \)
and \( \sigma_a(\theta, \mu_k, \sigma_k) \) become:
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\[ \mu_a(\theta, \mu_k, \sigma_k = \mu_k) \approx 0.5 \cdot \mu_k \sqrt{2\pi \theta} \]  \hspace{1cm} (3.7)

\[ \sigma_a^2(\theta, \mu_k, \sigma_k = \mu_k) \approx 2\theta \mu_k^2 (1 - 0.25\pi) \]  \hspace{1cm} (3.8)

While this relationship is closest for large \( \theta \), we find that for many distributions, this approximation will only cause minor over-estimates of the true mean and variance with small \( \theta \) (Figure 3.3).
Figure 3.3: Estimates of \( \mu_a \) (solid lines) and \( \sigma_a \) (dashed lines) from Equations 3.7 and 3.8 compared to simulations with different parametric transmission kernels. All transmission kernels had a mean and standard deviation equal to 100m (\( \mu_k = \sigma_k = 100 \)). The location of a sequential case in a simulated transmission chain was identified by randomly drawing a distance from the parametric kernel (using either a log-normal or exponential distribution) and a random angle drawn from a uniform distribution between 0 and \( 2\pi \). The results are the mean and standard deviation of distances between the initial seed (defined as the origin) and the location of the case after \( n \) generations (calculated over 20,000 simulations).

### 3.3.4 Estimation of mean transmission distance where mean and standard deviation of kernel are the same

In situations where the mean and the standard deviation of the transmission kernel are the same, they can be calculated directly for each combinations of \( t_1 \) and \( t_2 \) as:
where $\mu_{t}^{obs}(t_1, t_2)$ is the observed mean distance between cases occurring at the two time points. A weighted average estimate across all combinations of $t_1$ and $t_2$ is then:

$$
\hat{\mu}_k(t_1, t_2) = \frac{2\mu_{t}^{obs}(t_1, t_2)}{\sum_k \hat{w}(\theta = k, t_1, t_2) \cdot \sqrt{2\pi k}} 
$$

(3.9)

$$
\hat{\mu}_k = \hat{\sigma}_k = \frac{1}{\sum_i \sum_j n_{ij}} \sum_i \sum_j \frac{2\mu_{t}^{obs}(t_1 = i, t_2 = j)n_{ij}}{\sum_k \hat{w}(\theta = k, t_1 = i, t_2 = j) \cdot \sqrt{2\pi k}} 
$$

(3.10)

where $n_{ij}$ is the number of case pairs where one case occurs at time $i$ and one at time $j$.

### 3.3.5 Estimation of mean transmission distance where mean and standard deviation of the kernel are different

Where the mean and standard deviation of the transmission differ, we can calculate $\mu_t(t_1, t_2, \mu_k, \sigma_k)$ for different $\mu_k$ and $\sigma_k$ and compare it to $\mu_{t}^{obs}(t_1, t_2)$.

$$
SSE(\mu_k, \sigma_k) = \sum_i \sum_j \left( \mu_t(t_1 = i, t_2 = j, \mu_k, \sigma_k) - \mu_{t}^{obs}(t_1 = i, t_2 = j) \right)^2 \cdot n_{ij} 
$$

(3.11)

where $SSE(\mu_k, \sigma_k)$ represents the weighted sum of squared errors. The $\mu_k$ and $\sigma_k$ with the corresponding lowest sum of squared errors represents the best estimate of the mean and standard deviation of the transmission kernel.
3.3.6 Confidence intervals

We can generate confidence intervals by bootstrapping the point locations: for example we can re-estimate the mean transmission distance over 1000 resamples and calculate the 2.5 and 97.5 percentile of the resulting distribution.

3.3.7 Performance using simulated data

To assess the performance of our approach we simulated transmission chains with known mean transmission distance. Each chain was generated by initially placing a point (the first case) at the origin at time 0. This case generated daughter infections at a time randomly drawn from a log-normal distribution with a mean of 14 days and standard deviation of 2 days, reflecting the generation time distribution. The location of each daughter case was determined by randomly drawing a direction of infection using a uniform distribution between 0 and $2\pi$ and a distance using a transmission kernel with a mean and standard deviation of 100m. The time and the location of each case were recorded. Each daughter case then became a new infector and generated further cases. Each simulation was run for 10 generations.

We ran different scenarios varying (a) the functional form of the transmission kernel (either an exponential distribution or a normal distribution) and (b) the presence of seasonal forcing (either the number of daughter cases per individual was fixed at two or varied seasonally so that the number of cases was drawn from a Poisson distribution with mean $1 + 0.5\sin(\pi/2 + 2\pi t/365)$ where $t$ is the time in days).

We assessed the ability of our scenarios to correctly identify the true mean transmission distance under conditions of partially observed data: for each simulation, we
randomly deleted between 0% and 99% of cases before estimating the transmission distance (500 simulations in all). In addition we explored the sensitivity of our results to large misspecification of the mean generation time: we estimated the mean transmission distance where we assumed a mean time of 7 days between sequential infections and where we assumed a mean time of 28 days between sequential infections. Finally, we explored the impact of not adjusting the Wallinga-Teunis matrix for the proportion of unobserved cases (i.e. assuming that all cases were observed when they were not).

3.3.8 Outbreak of Chikungunya in Tangail district, Bangladesh

We applied our technique to an outbreak of chikungunya in Bangladesh. In August 2012, an outbreak of chikungunya in the villages of Palpara, Uttar Gopalpur and North Golpalpur in Tangail district was reported to the Institute of Epidemiology, Disease Control and Research, the Bangladesh governmental center of disease control for outbreak investigation and response. The three villages are connected with no spatial separation between them. In collaboration with the icddr,b, an outbreak investigation team was sent to the outbreak villages. The team went to every house and identified suspected chikungunya cases. A suspected case consisted of fever with either rash or joint pain. The estimated date of fever onset for suspected cases, ages, occupation and all home locations were recorded. All suspected cases that consented also had blood taken, which was tested for evidence of recent chikungunya infection using IgM ELISA. Those that tested positive were considered confirmed cases. A sample of individuals with no symptoms was also tested for evidence of recent chikungunya infection. Informed consent was obtained from all participating
individuals. In all, the outbreak team interviewed 1,970 individuals. They found that 447 had suffered recent symptoms consistent with chikungunya (Table 1). IgM ELISA testing was performed on 246 individuals with symptoms and 172 without. The probability of being a confirmed case given you had symptoms was 70% and the probability of being negative given you had no symptoms was 69%. Applying these proportions to the total number of individuals with and without symptoms gave a total estimated total number of symptomatic cases in the population of 313 and the total number of asymptomatic cases of 472, indicating an attack rate of 40% and an asymptomatic proportion of 60%. The confirmed symptomatic cases represented 22% of all cases. Females were more likely to have symptoms consistent with chikungunya than males (25% vs 20%). The proportion of people infected was consistent across age groups (Appendix B, Figure B.1).

Characterization of clustering of cases

We characterized the spatial dependence observed between all confirmed cases by estimating $\tau(d_1, d_2)$: the probability of an individual becoming infected if he or she lived between distances $d_1$ and $d_2$ of another case that occurred within a month of another case that got infected within the previous month relative to the probability of any two individuals becoming infected at that time [1]. All locations of individuals were based on the location of their primary residence. Confidence intervals were generated by 500 bootstrap resamples.
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Estimation of mean transmission distance

We estimated the mean transmission distance for chikungunya in this outbreak using the confirmed cases only. As chikungunya is a vector-transmitted disease, the distance represents the mean separation between sequential human cases and will be made up of both human and mosquito movements. We used a lognormal generation time distribution with a mean of 14 days. This estimate is derived from the time from inoculation to peak viremia in *Aedes albopictus* mosquitoes (6 days), the mean time from inoculation to symptom onset in humans (3 days) and the time from symptom onset to peak viremia in humans (5 days) [3, 13–16]. We assumed that the standard deviation of the generation time distribution was 3 days and that the mean and standard deviation of the transmission kernel were the same. To explore the sensitivity of our results to misspecification of the mean generation time, we also estimated the mean transmission distance using a mean generation time of 7 days and a mean generation time of 28 days. In addition, we estimated the mean transmission distance using all suspected cases.

3.4 Results

3.4.1 Performance of approach using simulated data

To assess our ability to estimate the mean transmission distance, we simulated epidemics with a known transmission kernel (exponential distribution with mean and standard deviation of 100m) (Figure 3.4A and Figure 3.4B). We then identified the mean and standard deviation of the transmission kernel that minimized the sum of squared errors (Equation 3.11). We found that a range of values were equally
consistent with the simulated epidemics, including the correct one (red dot in Figure 3.4C). Central limit theorem implies that while the distribution function can look different for cases separated by one generation, they may converge quickly to the same distribution after a handful of generations. For example the following kernels were equally as likely: (1) exponential distribution with mean 100m (red point in Figure 3.4C and red lines in Figures 3.4D), (2) uniform distribution with mean 110m (green), (3) normal distribution with mean 20m and standard deviation 120m (purple) and (4) normal distribution with mean 120m and standard deviation 20m (orange). Whereas a normal distribution with mean 200m and standard deviation 500m (grey) was not supported by the SSE. While the cumulative distribution functions of the four equally likely transmission kernels look slightly different (Figure 3D top), the distributions of pairs of distances separated by only five generations are virtually indistinguishable from each other. However, they are substantially different to the kernel that was not supported by the SSE. Therefore the spatial distribution of cases in epidemics will look similar across spatial kernels as long as the mean and the standard deviation of the kernel lie within the same band in Figure 3.4C.
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Figure 3.4: Estimates of the mean transmission kernel using simulated data. A transmission chain with an exponentially distributed transmission kernel was simulated and then randomly sampled so that only five per cent of the cases were observed. (A) The epidemic curve for the unobserved and observed cases and their spatial locations (B). (C) The sum of squared errors for different mean and standard deviation of the kernel. The red dot represents the true transmission kernel ($\mu_k = 100m$ and $\sigma_k = 100m$). The dotted line represents kernels where the mean and the standard deviation of the kernel are the same (e.g., exponential distribution). The dashed line represents transmission kernels with a uniform distribution. (D) Illustration of how kernels with similar transmission kernels (top panel) converge to appear identical after only a few generations (bottom panel). The colors of the lines correlate to the points in panel (C).

We were able to capture the true mean transmission distance where the transmission kernel was exponentially distributed, irrespective of the proportion of cases
observed (mean of 98m, 95% confidence interval of 75 - 130) (Figure 3.5). The results were virtually identical for a Gaussian transmission kernel (101m, 81 - 129). In addition, seasonally forced models were also able to identify the true mean transmission distance, even when only a small proportion of cases were observed (101m, 81 - 129). Misspecification of the true mean generation time resulted in small errors in the mean transmission distance estimates: a 100% overestimate of the time between infections resulted in a mean estimate of 128 (99 - 173) whereas a 50% underestimate resulted in a mean distance estimate of 82 (64 - 107). Failing to adjust for the proportion of unobserved cases resulted in an over-estimate of the mean transmission distance when a small proportion of cases were observed. Where fewer than 20% of cases were observed, failing to adjust for the proportion of cases observed resulted in mean estimate of 134m (98 - 194) (Figure 3.5, red curve).
Figure 3.5: Estimates of mean transmission distance from simulated transmission chains where only a subset of cases are observed. Unless otherwise stated, all simulations adjusted the Wallinga-Teunis matrix for the proportion of cases observed. The blue dots represent estimates from individual simulations using a single transmission chain with an exponential distributed transmission kernel and no seasonality. The lines represent loess curves from 500 simulations.

3.4.2 Transmission kernel of chikungunya in Tangail district, Bangladesh

Having demonstrated the robustness of our approach with simulated data, we estimated the transmission kernel for chikungunya in an outbreak in Tangail district, Bangladesh in 2012. Only confirmed cases were used in the estimation of the transmission kernel.
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Figure 3.6: (A) Epidemic curve of chikungunya outbreak in Bangladesh. (B) Home locations of confirmed cases, suspected cases (with no confirmed cases) and where no cases were found. (C) Overall clustering of cases using $\tau(d_1, d_2)$ and the estimate of the mean transmission distance with 95% confidence intervals.

The epidemic curve and location of case homes is set out in Figure 3.6. We characterized the spatial dependence between cases occurring within a month of each other. We found that individuals in the study area were 1.5 times more likely to be a case if they lived within 50m of another case occurring within a month relative to the probability of any two individuals being a case at that time (95% confidence interval of 1.4 - 1.7). Spatial dependence between cases occurring within a month of each other was observed at distances up to 300m. We estimated that the mean transmission distance was only 60m (95% confidence intervals of 50m - 70m), demonstrating that small scale transmission distances can give rise to larger scale spatial dependence of cases due to the aggregate correlation of multiple transmission events. If infections were randomly distributed throughout the outbreak villages, the mean transmission distance would have been 380m, reflecting the mean distance between all homes. Our results were robust to substantial differences in the mean generation time: using a mean time of 7 days between sequential infections reduced the mean distance estimate
to 43m (38m - 50m) whereas increasing it to 28 days gave an estimate of 74m (67m - 85m). Using all suspected cases also gave a consistent estimate of 60m (54m - 67m).

### 3.5 Discussion

We have presented a novel approach to estimate the mean distance separating a case of an infectious disease and the cases that she or he infects in settings where only a minority of cases is observed. We’ve demonstrated the utility of this technique for both directly and vector-borne pathogens. Through simulation, we demonstrated the robustness of our approach where fewer than five per cent of cases in an outbreak were observed. We then applied it to an outbreak of chikungunya in Bangladesh, an arbovirus that presents a substantial public health burden throughout much of the tropics. We found that a mean distance of not much farther than neighboring households between sequential cases was most consistent with the observed distribution of cases. This has important consequences for spatially targeted interventions including the focused spraying of insecticides.

Two types of *Aedes* mosquitoes, *Aedes albopictus* and *Aedes aegypti* are known to transmit the virus. It has been suggested that *Aedes albopictus* was responsible for the major chikungunya outbreaks in neighboring West Bengal, India, however, the situation is less clear in Bangladesh, where both mosquito types are abundant [17]. *Aedes aegypti* has a limited flight range with mark, release and recapture experiments finding that the majority of mosquitoes tend to stay either in the home from which they were released or immediately next-door [8]. *Aedes albopictus* may have a slightly larger flight range [18]. Human movements around the biting times of the mosquito may also play a key role in the dispersal of the virus. It has previously been ob-
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served that while people may travel large distances any given day, movements are centered around their home [19]. This may especially be true during mornings and evenings, important biting times of the mosquito [20]. Our estimate represents the mean distance between the homes of sequentially infected individuals. Our findings also indicate that the home itself is likely to be a good marker of infection location. If infections were commonly occurring elsewhere, such as a school, market or local fields, it would require the unlikely scenario that neighboring households regularly visited the same locations but households farther apart than 60m did not. The role of homes as a marker for infection location is further supported by the substantial number of infected women, who tend to stay in and around the home during the day. We also found no clear differences in the probability of reporting symptoms by age.

While the mean distance between infection pairs was little farther than the separation between homes, significant spatial dependence between cases infected within a month of each other was observed at distances up to 300m. Global spatial dependence captures pairs of cases that are separated by several transmission events as well as direct transmissions and therefore represents the wider risk of cases occurring at the around the same time rather than the distance of transmission-linked cases. Both measures are useful. In immediate responses to outbreaks we are usually interested in identifying areas at high risk of exposure upon detection of index cases rather than individuals directly at risk from the index case. In these situations, the overall clustering of cases will provide a better indication of where infections may be happening, especially in poorly observed epidemics. For example, if mosquito control efforts could be deployed in future outbreaks in similar settings, our findings indicate they should focus on areas up to 300m from the households of detected cases. The mean transmission distance, by contrast, can provide insight on mechanisms that can
be driving the epidemic, useful for longer-term control efforts and can also inform mathematic models of how diseases may spread in similar settings.

We are unable to differentiate between different functional forms of the transmission kernel, however, understanding the mean transmission distance provides a useful indicator of disease spread. We have also demonstrated that different forms of the transmission kernel converge after just a few generations. We also estimated a single transmission distance for chikungunya, assuming that the standard deviation of the transmission distance was equal to the mean. Where the transmission distances are more variable, our estimate will represent an over-estimate of the true mean transmission distance, indicating an even narrower transmission kernel for chikungunya in this setting. Chikungunya has a relatively short generation time. It is unclear how this approach would perform with diseases with much longer or highly variable generation times. Finally, our method requires that all cases in an outbreak are transmission related (even if the MRCA is several generations back). Where more than one transmission chain exists and we have no ability to differentiate between the different chains, such as in endemic settings, we would not be able to use this approach.

In conclusion, we present an approach to estimate the mean transmission distance that will be applicable across disease systems where only a minority of cases is observed. Chikungunya dispersal appears to be driven by small scale house to house transmission.
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4.1 Abstract

Dengue is the most widespread arbovirus in the world. Without a licensed vaccine, intervention efforts rely on resource intensive measures, including the spraying of homes upon detection of an index case. Effective deployment of such spatially targeted interventions requires understanding of the typical distances between sequential human cases in a transmission chain. Such information is critical to understanding the mechanisms that can cause the observed spread of the disease. Elucidating mean transmission distances has been hampered by the presence of numerous overlapping transmission chains, frequent in endemic settings, with no ability to discriminate between chains. Further, the presence of many asymptomatic cases and poor surveillance capabilities result in only a tiny minority of all cases being observed. Here we
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present a novel method that is able to accurately estimate the true mean transmis-
sion distance using nearest neighbor distances. We demonstrate the robustness of our
approach using simulation. Even when fewer than five percent of cases are observed
and there exists many overlapping transmission chains, we were able to capture the
true mean transmission distance. We estimated the transmission distance of dengue
using 8,620 geocoded cases of dengue from Bangkok between 1994 and 2006. We
found a remarkably consistent mean transmission distance of 50m (range of 44m to
54m within any one year) over the study period. Our results were robust to broad
model misspecification. These findings indicate that small scale movements, not much
farther than neighboring households, are driving the dispersal of the disease. These
findings will help the tailoring of intervention methods and help inform mathematical
models of disease spread. The presented approach is applicable to multiple disease
systems.

4.2 Introduction

Understanding the distance between sequential cases in a transmission chain is
crucial for infectious disease epidemiology. Both the elucidation of transmission mech-
anisms and the tailoring of spatially targeted interventions require knowledge of the
spatial scales at which transmissions are occurring. In the previous chapter, we pre-
sent a method that was able to accurately identify the mean transmission distance
in outbreak settings even when only a tiny minority of all cases was observed. By
using the mean distance between pairs of cases presenting at two time points and
information on the generation time distribution of the disease, we estimated that
the mean transmission distance of chikungunya in an outbreak in Bangladesh was
60m. This finding supported a significant role for small-scale transmission between neighboring homes in chikungunya outbreaks. Unfortunately, we cannot apply this approach where multiple transmission chains exist without being able to identify individual chains. For example, dengue virus has circulated for decades with many overlapping transmission chains circulating in any one location, with no ability to differentiate between the chains [1].

Dengue is an arbovirus that has been endemic in Southeast Asia for decades [2,3]. All four serotypes of the virus (DENV1, DENV2, DENV3 and DENV4) can cause severe disease or even death [1, 4]. However, the majority of infections tend to be asymptomatic or result in only minor symptoms, so even the most sophisticated passive surveillance systems will only detect a minority of cases. No licensed vaccine currently exists and the recent disappointing results from the most advanced candidate suggest that the rollout of an effective vaccine may still be many years away [5]. Intervention measures therefore center around vector control, including the spraying of insecticides or removal of potential ovipositioning sites [1]. Such measures are resource intensive and tend to be performed upon detection of cases through passive surveillance. Vector control teams in Bangkok are often deployed to spray around the homes of cases that present at one of the city hospitals. There is little evidence that these interventions are effective. One challenge that may limit their effectiveness is the accurate targeting of control to areas where transmission ongoing. Understanding the typical distance between sequential cases in a transmission chain is therefore critical for effective use of these interventions. However, understanding who infected whom is particularly difficult in vector transmitted diseases as the virus may pass between unrelated individuals, hampering the use of traditional contact tracing approaches.
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Here we present a method that uses only the distance to the spatially closest observed case from any index case, which we assume will tend to be from the same transmission chain. We explore the robustness of our approach using simulated data and then apply it to dengue case data from Bangkok.

4.3 Methods

4.3.1 Distribution of distances between cases at two time points

As set out in the previous chapter, the distances between pairs of cases occurring at two time points will depend on the number of transmission events ($\theta$) that separate them. If we know the proportion of case-pairs at two time points that are separated by each possible $\theta$, we can estimate the overall mean distance of all case pairs as a weighted sum.

$$
\mu_t(t_1, t_2, \mu_k, \sigma_k) = \sum_i w(\theta = i, t_1, t_2) \cdot \mu_a(\theta = i, \mu_k, \sigma_k)
$$

where $\mu_t(t_1, t_2, \mu_k, \sigma_k)$ is the mean distance separating all pairs of cases where one occurs at $t_1$ and the other at $t_2$; $\mu_a(\theta, \mu_k, \sigma_k)$ is the mean and $\sigma_a(\theta, \mu_k, \sigma_k)$ is the standard deviation of the distance between cases separated by $\theta$ transmission events where the transmission kernel has mean $\mu_k$ and standard deviation $\sigma_k$ and $w(\theta, t_1, t_2)$ is the proportion of case pairs occurring at $t_1$ and $t_2$, respectively that are separated by $\theta$ transmission events.
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The variance of the distance between all case pairs ($\sigma^2_t$) can be similarly estimated.

$$\sigma^2_t(t_1, t_2, \mu_k, \sigma_k) = \sum_i w(\theta = i, t_1, t_2) \cdot \left( (\mu_a(\theta = i, \mu_k, \sigma_k) - \right. $$
$$\mu_t(t_1, t_2, \mu_k, \sigma_k))^2 + \sigma^2_a(\theta = i, \mu_k, \sigma_k) \right) \quad (4.2)$$

When the mean and the standard deviation of the transmission kernel are the same, the estimates become:

$$\mu_t(t_1, t_2, \mu_k, \sigma_k = \mu_k) \approx \sum_i w(\theta = i, t_1, t_2) \cdot 0.5 \cdot \mu_k \sqrt{2\pi i} \quad (4.3)$$
$$\approx \mu_k \sum_i w(\theta = i, t_1, t_2) \cdot 0.5 \cdot \sqrt{2\pi i} \quad (4.4)$$
$$\approx \mu_k C_1 \quad (4.5)$$

where:

$$C_1 = \sum_i w(\theta = i, t_1, t_2) \cdot 0.5 \cdot \sqrt{2\pi i} \quad (4.6)$$
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\[
\sigma_i^2(t_1, t_2, \mu_k, \sigma_k) = \sum_i w(\theta = i, t_1, t_2) \cdot \left( (0.5 \cdot \mu_k \sqrt{2\pi i} - 0.5 \sum_j w(\theta = j, t_1, t_2) \mu_k \sqrt{2\pi j})^2 + 2i\mu_k^2 (1 - 0.25\pi) \right)
\]

\[
= \mu_k^2 \sum_i w(\theta = i, t_1, t_2) \cdot \left( (0.5 \cdot \sqrt{2\pi i} - 0.5 \sum_j w(\theta = j, t_1, t_2) \sqrt{2\pi j})^2 + 2i(1 - 0.25\pi) \right)
\]

\[
= \mu_k^2 C_2
\]

(4.7)

where:

\[
C_2 = \sum_i w(\theta = i, t_1, t_2) \cdot \left( (0.5 \cdot \sqrt{2\pi i} - 0.5 \sum_j w(\theta = j, t_1, t_2) \sqrt{2\pi j})^2 + 2i(1 - 0.25\pi) \right)
\]

We previously demonstrated how we can use the Wallinga-Teunis matrix to estimate \(w(\theta, t_1, t_2)\) (Equation 3.2) (Figure 3.2).

As pairs of cases separated by a particular \(\theta\) are approximately Gaussian distributed, all pairwise distances between cases at two time points can be approximated as a mixture of Gaussian distributions [6]. However, as distances cannot be negative, instead we can use a Weibull distribution (a related distribution which can only take positive values) with mean \(\mu_t(t_1, t_2, \mu_k, \sigma_k)\) and variance \(\sigma_t^2(t_1, t_2, \mu_k, \sigma_k)\). The performance of the Weibull distribution in describing the distribution of all distances is set out in Figure 4.1.
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Figure 4.1: Distribution of distances between all pairs of cases after six generations from transmission chain simulations using a exponentially distributed transmission kernel with mean of 100m. Each chain was started with one case at the origin. Each case generated further cases, with the number of daughter cases determined using a Poisson distribution with a mean of two (i.e. a constant effective reproductive number of two). The black line is the cumulative distribution function of all distances occurring in the sixth generation ($t_1 = t_2 = 6$). The red line was calculated using a Weibull distribution where the true mean ($\mu_t$) and standard deviation ($\sigma_t$) were assumed known. The green line was calculated using a Weibull distribution where $\mu_t$ and $\sigma_t$ were estimated using the proportion of cases separated by each $\theta$ with the weights for each $\theta$ estimated using the Wallinga-Teunis matrix.
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4.3.2 Minimum expected distance between cases at two time points

If there exists a number of circulating transmission chains at any time point, the distribution of distances between all pairs of points will include case-pairs of unrelated transmission chains, resulting in misleading (and usually over-estimates) of the true transmission distance. If we instead assume that only the closest case to any index case will tend to be from the same transmission chain, we can use the expected minimum distance of the Weibull distribution described above. This will require we approximately know the average proportion of cases that belong to the same chain ($\eta$).

We are therefore interested in the expected distance between a case occurring at $t_1$ and the spatially closest case at $t_2$ (defined here as $M(t_1, t_2, \mu_k, n)$, where $n$ is the number of observed cases at $t_2$ that come from the same chain). A benefit of approximating the distribution of distances via a Weibull distribution is that the expected minimum of a Weibull distribution of $n$ observations can be simply derived.

\[
M(t_1, t_2, \mu_k, n) = \gamma n \Gamma \left(1 + \frac{1}{k}\right) n^{-\left(\frac{1}{1+k}\right)}
\]

(4.8)

where $\Gamma(x)$ represents the gamma function and $k$ is calculated by iteratively solving:

\[
\left(\frac{\sigma_t}{\mu_t}\right)^2 = \left(\frac{\Gamma(1 + 2/k)}{\Gamma(1 + 1/k)}\right)^2 - 1
\]

(4.9)
and $\gamma$ is calculated as:

$$\gamma = \frac{\mu_t}{\Gamma(1 + 1/k)}$$

(4.10)

We can estimate $n$ as the number of cases occurring at $t_2$ multiplied by the proportion of observed cases that come from the same chain ($\eta$). We assessed the performance of the Weibull function in estimating the expected minimum distance using simulated data (Figure 4.2).

![Figure 4.2: The observed (from simulation, black line) and shortest distance of case-pairs when only a subset ($n$) of cases are observed and that expected from a Weibull distribution (as calculated using Equation 4.8) when either $\mu_t$ and $\sigma_t$ are assumed known (red line) or when they are estimated (green line).](image-url)
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4.3.3 Estimating the mean transmission distance

We now have a framework where we can estimate the expected minimum distance between pairs of cases under different mean transmission distances ($\mu_k$) where one occurs at $t_1$ and the other at $t_2$ where we also know (1) the generation time distribution of the pathogen (used in the calculation of the Wallinga-Teunis matrix), (2) the approximate proportion of all cases that are observed (used in the calculation of the Wallinga-Teunis matrix) and (3) the proportion of case-pairs that come from the same transmission chain ($\eta$). We can compare the observed mean shortest case-pair distance ($M_{ob}(t_1,t_2)$, where $t_1$ and $t_2$ are specified to some level of precision, e.g. days) with that expected under different $\mu_k$ for all $t_1$, $t_2$ combinations and identify the one most consistent with the data using the weighted sum of squared differences.

$$SSE(\mu_k) = \sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \frac{n_j (M(t_1 = i, t_2 = j, \mu_k, n = n_j \eta) - M_{ob}(t_1 = i, t_2 = j))^2}{\sum_{i=1}^{n_i} \sum_{j=1}^{n_j} n_j}$$

(4.11)

where $n_j$ is the number of cases at $t_2$ when $i \neq j$ and the number of cases at $t_2$ minus one when $i = j$ (to avoid self comparisons).

4.3.4 Use of truncated distances to help estimation of $\eta$

It is difficult to estimate the proportion of case-pairs that are from the same chain (or its reciprocal, the number of circulating transmission chains) over a wide area, such as over hospital catchment areas. We can instead consider the proportion of case-pairs within a maximum distance $d_{max}$ of any case. In this approach, $n_j$ is the
expected number of cases at \( t_2 \) within \( d_{\text{max}} \) of a case at \( t_1 \). Note that the value of \( d_{\text{max}} \) should remain significantly larger than potential values of the mean transmission distance. The use of truncated areas has the added benefit of reducing the impact of heterogeneous observation. Even if there exists significant variability across a study region in the probability of a case being observed, if the probability of being observed within \( d_{\text{max}} \) is constant, the estimate of \( \mu_k \) will be unchanged.

### 4.3.5 Assessing performance using simulated data

To assess the performance of our approach we simulated transmission chains with a known kernel and then estimated the mean transmission distance for each simulation. The transmission chains were generated by randomly introducing cases (seeds) onto a surface. Each case then generated daughter cases, representing transmission events. The time between the initial seeds and daughter cases was drawn from a log-normal distribution with a mean of 14 days and standard deviation of three days representing the estimated generation time of dengue (the time separating subsequent human cases in a transmission chain, including time in vector) [8]. The number of daughter cases for each individual was either fixed at two or seasonally forced. The distance between infector and daughter cases was determined by an exponential transmission kernel with mean and standard deviation both equal to 100m. The angle of the transmission event was drawn from a uniform distribution between 0 and \( 2\pi \). The process was then repeated with the daughter cases generating new offspring. Altogether there were 10 generations conducted. We simulated either a single transmission chain or 20 different chains. Where several chains were simulated, all chains were seeded at the same time. To simulate different levels of overlap between the chains, we varied the area of the
surface on which the initial seeds were randomly placed so that (on average) either 10%, 25% or 50% of cases within 100m of any case were from the same transmission chain.

We explored the impact of a range of factors on our ability to recover the true mean transmission distance: the functional form of the transmission kernel (exponential or normally distributed), seasonal variability in the effective reproductive number, the number of transmission chains and the extent of overlap between transmission chains (Table 4.1). We also explore the impact of misspecification of the proportion of cases that originate from the same chain ($\eta$). Finally we estimated the impact of a spatially heterogeneous observation process to recreate the impact of cases farther away from a hospital being less likely to be observed. We performed 500 simulations for each scenario.
Table 4.1: Overview of different scenarios of simulated transmission chains. All simulated transmission kernels had a mean and standard deviation of 100m. (1) Effective reproductive number when seasonal forcing applied calculated as $R_t = 1 + 0.5 \sin(\pi/2 + \pi t/365)$. When no seasonal forcing, the reproductive number was fixed at 2. (2) The proportion of case pairs within 100m that are from different chains. (3) When the observation process was homogeneous, between 1% and 100% of cases were randomly chosen to be included in the analysis. When the observation process was heterogeneous, the probability of a case being observed was determined by $e^{-5d_i/D}$, where $d_i$ was the distance from the origin to case $i$ and $D$ is the distance to the farthest case. This represents reduced probability of being observed the farther away from the surveillance site (e.g., hospital).
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4.3.6 Estimation of the mean transmission distance of dengue in Bangkok

Data collection

We estimated the mean transmission distance of dengue using cases of confirmed dengue that presented at Queen Sirikit National Institute of Child Health (QSNICH), a large children’s hospital in the center of Bangkok, Thailand between 1994 and 2006. Approximately one in ten of all hospitalized dengue cases in Bangkok present at this hospital [9]. For each case, the home address of the patient was recorded and subsequently geocoded using detailed base maps of the city. Where possible the infecting serotype was also identified using RT-PCR.

Estimation of number of circulating transmission chains

To use our method to estimate the mean transmission distance of dengue in this setting we need an estimate of the average proportion of cases that come from the same transmission chain ($\eta$). We can use the serotype distribution of cases to approximate $\eta$. Heterotypic cases (cases caused by different serotypes) cannot come from the same transmission chain (e.g. a DENV1 will always have been infected by another DENV1 case). Further, if we consider that homotypic cases (cases caused by the same serotype) more than 5km apart are also caused by different transmission chains we can estimate the underlying probability of a pair of transmission unrelated cases being caused by the same serotype ($\eta$).
where \( I \) is an indicator variable, \( t_{ij} \) is the absolute time difference between cases \( i \) and \( j \); \( d_{ij} \) is the distance between them and \( z_{ij} \) is equal to one when the serotypes of \( i \) and \( j \) are the same and 0 otherwise. For the purposes of this analysis, \( T \) was taken to be equal to one month.

The expected probability of a pair of cases being of the same serotype at a distance \( x \) (\( P_x \)) is then:

\[
P_x = \eta + P_0 (1 - \eta)
\]

Solving for \( \eta \) gives us:

\[
\eta = \frac{P_x - P_0}{1 - P_0}
\]

The number of transmission chains within \( x \) is the reciprocal of \( \eta \). \( P_x \) can be measured in our data as the proportion of pairs of cases at distance \( x \) that are of the same serotype. \( x \) was taken to be 1km, a distance larger than the expected mean transmission distance of dengue.
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Estimation of the mean transmission distance

We calculated the mean transmission distance for dengue for each year between 1994 and 2006 using all cases (whether a serotype was available or not) that lived within 10km of the hospital. We assumed that the probability of a case being observed was 1% (i.e. $\rho = 0.01$). We used a log-normal generation time distribution with a mean of 14 days and standard deviation of three days [8]. To maximize the probability that the closest case-pairs at two points was from the same transmission chain, only case-pairs occurring within a month of each other were used (i.e. the maximum difference between $t_1$ and $t_2$ was one month). Thus new transmission chains moving into an area several months after a previous chain had circulated in the same area would not bias our results.

Sensitivity analyses

To assess the sensitivity of our results to our input conditions we conducted sensitivity analyses varying the mean generation time, maximum distance from the hospital, proportion of cases observed, maximum analysis distance ($d_{max}$) and the proportion of cases that come from the same chain within $d_{max}$. For each input parameter in turn, we changed the baseline parameter value to the minimum value and then the maximum value in the sensitivity range set out in Table 4.2.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Baseline</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean generation time</td>
<td>14 days (10 - 20)</td>
<td>[8, 10, 11]</td>
</tr>
<tr>
<td>Maximum distance from hospital</td>
<td>10km (5 - 100)</td>
<td>Model assumption</td>
</tr>
<tr>
<td>Proportion observed ($\rho$)</td>
<td>0.01 (0.005 - 0.03)</td>
<td>Model assumption</td>
</tr>
<tr>
<td>Maximum analysis distance ($d_{max}$)</td>
<td>1km (0.5 - 2)</td>
<td>Model input</td>
</tr>
<tr>
<td>Proportion of case-pairs from same chain within $d_{max}$ ($\eta$)</td>
<td>0.38 (0.25 - 0.50)</td>
<td>Estimated from serotype data</td>
</tr>
</tbody>
</table>

Table 4.2: Key parameter values and sensitivity ranges.

4.4 Results

4.4.1 Simulated data

To explore the robustness of our approach we simulated transmission chains with a true mean transmission distance of 100m and randomly thinned the cases. We found that where there exists only a single transmission chain, our approach resulted in a mean estimate of 101m (95% confidence interval of 56 - 132) with minimal difference by proportion of cases observed (Figure 4.3). In situations of 20 overlapping transmission chains where 25% of cases within 100m from any index case were part of unrelated transmission chains, the mean transmission distance was estimated at 94m (82 - 108). Where greater overlap between chains exists and 50% of cases came from
different chains, the approach slightly underestimated the true transmission distance with a mean estimate of 68m (56 - 76). If the proportion of case-pairs coming from the same chain was overestimated by 100%, the mean transmission distance was slightly higher than the true value (126m, 114 - 140) whereas if it was underestimated by 50%, it was lower than the true value (mean transmission distance of 70m, 60 - 77). There were no differences in the functional form of the transmission kernel, with the results for the Gaussian kernel the same as the exponential kernel. Finally in situations of spatially heterogeneous observation, where there was no truncation of the analysis distance (i.e. $d_{max} = \infty$), the mean transmission distance was slightly underestimated (mean distance of 79m, 95% confidence interval of 57 - 93), however, limiting the analysis to cases within 1km only resulted in unbiased estimates (mean distance of 99m, 95% confidence interval of 80 - 128). Our approach therefore appears able to estimate the mean transmission distance where there is no ability to differentiate between different chains, even in settings with substantial overlap between chains and where only a minority of cases are observed. Further, even where our estimates was biased, the magnitude of the bias was small and the estimate of the mean transmission distance would still be a useful indicator of the typical transmission distance.
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Figure 4.3: (A) Example map of simulated cases from 20 transmission chains with a mean transmission distance of 100m where all cases are observed (average 25% of cases within 100m are from different chains). Each color represents a different chain. (B) Example of the cases that are actually observed (5% of all cases) - note that in the analysis we cannot differentiate between the different chains. (C) Estimated mean transmission distance from the different scenarios listed in Table 4.1. Each line represents the loess curve from 500 simulations.
CHAPTER 4. KERNEL ESTIMATION IN ENDEMIC SETTINGS

4.4.2 Transmission distance of dengue in Bangkok

Having demonstrated the robustness of our approach using simulated data, we applied it to dengue data from Bangkok. A city that has experienced endemic dengue for decades. We were able to successfully geocode 8620 of the 11612 confirmed dengue patients (74%). Of these cases, 6305 lived within 10km of the hospital (73% of successfully geocoded cases) (Figure 4.4). Serotype data was available for 58% of cases.

Figure 4.4: Spatial and temporal distribution of 8,620 dengue cases that presented at Queen Sirikit Hospital between 1994 and 2006. (A) Number of cases per month per serotype. (B) Location of patient homes. Only cases within the black circle were used in the estimation of the transmission distance.

The proportion of two cases occurring within a month of each other when separated by over 5km ($P_0$) that were homotypic was 0.37. The proportion of two cases
that were homotypic at 1km ($P_x$, the maximum pair-wise distance considered in our analysis) was 0.61 giving an estimate of 0.38 for $\hat{\eta}$ and an estimated number of circulating transmission chains within 1km of 2.6.

Figure 4.5: (A) Estimated mean transmission distance for dengue cases in Bangkok between 1994 and 2006. The grey line represents the overall mean of 50m. (B) Sensitivity of overall mean to different model inputs.

Using this estimate of $\eta$, we calculated the mean transmission distance for each year between 1994 and 2006. We found a remarkably consistent pattern across the entire study period with an overall mean transmission distance of 50m, ranging from 44m to 54m within any year over the 13 year period, with no clear secular trend (Figure 4.5A). These findings indicate that the mean transmission distance is not much farther than the distance between neighboring houses.

Our estimates were robust to substantial difference in the parameter inputs (Fig-
They were most sensitive to the maximum distance at which we performed the analysis, however, doubling the distance (equivalent to quadrupling the area considered for each index case), resulted in only a 25m difference in the estimated mean transmission distance.

4.5 Discussion

Understanding the distance between sequential cases in a transmission chain is paramount to elucidating dispersal mechanisms and designing efficient intervention measures. However, characterizing transmission distances has been hampered by the presence of numerous overlapping transmission chains with no ability to differentiate between the different chains. In addition, we rarely observe all infections due to poor surveillance and the frequency at which individuals only suffer mild symptoms or are even completely unaware they have been infected [1]. To address this gap, we developed an approach to estimate the mean transmission distance between cases in the presence of numerous transmission chains and partially observed data. When fewer than five percent of cases were observed we able to accurately estimate the true transmission distance even in the presence of numerous overlapping transmission chains.

The distance between sequential dengue cases has been especially difficult to understand. The presence of an intermediary vector results in related infections in individuals that may never have been in contact. We applied our novel method to geocoded dengue cases from Bangkok, Thailand, a setting that experiences thousands of hospitalizations from the pathogen each year [2, 3]. We found a mean transmission distance of 50m, with virtually no differences by year, was most consistent with
the observed spatio-temporal pattern of cases. These findings are consistent with
small scale transmission, not much greater than the distance between neighboring
households, driving the spread of the disease. The dengue vector, *Aedes aegypti,*
does not travel very far with mark, release and recapture experiments finding that
the majority of mosquitoes will remain in the same or neighboring household upon
release [12]. Human movement patterns also appear critical. A recent study in Iquitos,
Peru found that previous detection of disease in an individual’s ’Activity Space’
(where people spend their time), was correlated with infection risk [13]. Activity
Space closely related to home location. Individuals’ movements during mosquito bit-
ing times (mornings and evenings) may largely drive the movement of the virus [14].

Using similar data from Bangkok, it has previously been demonstrated that there
exists spatial dependence between cases of dengue occurring within a month of each
other at distances up to 1km [15]. Our findings here indicate that small scale move-
ments can generate a large footprint of spatial dependence. Cases occurring several
hundreds of meters away at the same time may still originate from the same trans-
mision chain but their infector in common may be several generations back.

The presented methods will be applicable across disease symptoms. It will help
understand how diseases move around even where we are only able to observe a tiny
proportion of all cases. This in turn will inform spatially explicit modeling efforts that
attempt to understand the potential impact of interventions, including insecticide
spraying and vaccines.

The requirement to know the number of circulating transmission chains maybe
difficult to estimate, however, we have demonstrated how we can use smaller
areas where estimates may be available. In addition, our estimate were found to be
robust to even significant misspecification of the true number of circulating chains.
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We have assumed that the mean and standard deviation of the transmission kernel are the same, such as is found with the exponential distribution. Furthermore the presented method can clearly be adjusted to identify the combinations of the standard deviation and mean of the transmission kernel that are most consistent with the data (although as demonstrated in Chapter 3, a range of similar combinations will be equally consistent). In settings of extreme overlap between transmission chains where more than half of closest cases come from different transmission chains, our approach will underestimate the true transmission distance. While this appears unlikely, genetic approaches may help our understanding of the number and overlap between different transmission chains within any area. Finally, our approach requires that the central limit theorem applies after a small number of generations. Where the transmission kernel is best approximated by long-tailed distributions (such as the Pareto), the estimates from our approach will represent the truncated form of the distribution so that it will not be able to identify the tail of the distribution, however, it will capture the mean distance of the bulk of the transmissions.

In conclusion, understanding transmission distances is critical to elucidating pathogen dispersal mechanisms and designing interventions. The present approach will help in this regard across disease systems.
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PART II

NEUTRALIZATION TITER CONSIDERATIONS
5.1 Abstract

Accurate determination of neutralization antibody titers supports epidemiological studies of dengue virus transmission and vaccine trials. Neutralization titers measured using the plaque reduction neutralization test (PRNT) is believed to provide a key measure of immunity to dengue viruses, however, the assays variability is poorly understood, making it difficult to understand the significance of any assay reading. In addition there is limited standardization of the PRNT cut-point or statistical model used to estimate titers across laboratories, with little understanding of the optimum approach. We used repeated assays on the same two pools of serum using five different viruses (2,319 assays) to characterize the variability in the technique under identical experimental conditions. We also assessed the performance of multiple
statistical models to interpolate continuous values of neutralization titer from discrete measurements from serial dilutions and identified the optimal PRNT cut-point for the assay. We found that titer estimates varied widely with an average standard deviation of 0.18 (logarithmic scale). We estimate that for a true PRNT\textsubscript{50} titer of 1:300, 95% of measured titers will range from 1:140 to 1:720. Further, we found that a common statistical model, probit regression, consistently overestimated titers whereas the alternative cloglog regression and four-parameter non-linear regression were largely unbiased. Finally, optimum PRNT cut-points ranged from PRNT\textsubscript{65} to PRNT\textsubscript{75}, depending on the statistical model used. Researchers should consider PRNT variability when characterizing an individual's immune status.

5.2 Introduction

Dengue remains a substantial public health problem in tropical and subtropical regions [1]. All four serotypes of the mosquito-borne virus are capable of producing significant morbidity and death [2]. As part of efforts to monitor and control the disease, public health agencies and vaccine developers use serological methods to perform surveillance and assess vaccine trial outcomes. A standard for characterizing serotype-specific neutralizing dengue antibody levels is the Plaque Reduction Neutralization Test (PRNT) [3]. PRNT readouts are known to vary substantially, even on samples from the same individual, however, the extent of the underlying variability in estimates remains unclear [4]. There are many potential sources of variation including within experiment and between experiment sources. In addition, different laboratories use different cell lines, different viral strains with varying viral passage number, and parametric models to calculate PRNT with the impact of the alter-
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/native approaches poorly understood [5–7]. Laboratories also use PRNT cut-points that range between PRNT$_{50}$ to PRNT$_{90}$, and may perform varying numbers of serial dilutions [6, 8–10]. Understanding and characterizing the variability of the assay may greatly increase the accuracy and quantifiability of the assay, important both in epidemiological and vaccine studies.

After infection by one of the four dengue virus serotypes, individuals develop antibodies against the infecting virus [2]. The PRNT assay is used to measure neutralizing antibodies produced in response to this exposure. When an in vitro monolayer of cells is exposed to the virus without the presence of neutralizing antibodies, the viral particles enter and kill the cells. Where viral particles have spread between neighboring cells, a plaque of dead cells is created that can be observed and counted. The presence of neutralizing antibodies from an individual’s serum reduces the number of plaques formed by inhibiting the virus. In most cases, for a given concentration of antibodies, the addition of lower dilutions of serum result in fewer plaques formed than higher serum dilutions. PRNT$_{50}$ is the estimated serum dilution that produces a 50% reduction in the number of plaques formed compared to the number formed on monolayers in the absence of antibody [3]. PRNT$_{50}$ is believed to give an indication of an individual’s ability to neutralize the dengue virus if exposed in vivo and to indicate whether an individual has been exposed in the past.

An individual’s ability to successfully neutralize a strain of dengue may depend on the age of the individual, gender, nutrition, genetic factors as well as the history and time of previous infections by other flaviviruses [2, 11]. In comparing single PRNT estimates between individuals, it is not possible to separate differences due to these host factors from differences due to assay variability. Understanding the variability of the assay instead requires a large number of repeated experiments on the same
serum. This necessitates large pools of serum that are rarely available. However, as part of each experiment, laboratories often use high titer and low titer serum controls to ensure consistency of experimental conditions between assays. Control sera lots can come from pooled human sera that are maintained and remain unchanged for several years. In each experiment, PRNTs are calculated for each control serum (as well as the test serum under investigation). Using the plaque counts from the control sera from a large number of assays, we can estimate the variability in the PRNT within identical experiments.

5.3 Methods

The Armed Forces Research Institute of Medical Sciences (AFRIMS) in Bangkok, Thailand developed the dengue PRNT assay in the 1960s and has been performing it since for surveillance of dengue immunity in the population and supporting vaccine trials and cohort studies [3, 12, 13]. Data for the current study comes from control assays of PRNTs performed at AFRIMS between 2007 and 2013. Briefly, in each assay, a monolayer of Macaca mulatta kidney cells (LLC-MK2) was infected with virus, predetermined to be in the range of 30-50 plaque-forming units in the presence of 4-fold serial dilutions of heat-inactivated serum (range of 1:10 to 1: 163840). For each dilution, the number of viral plaques was counted and compared to the number of plaques in a control where no serum was added. Each dilution and control was performed in duplicate and the plaque count averaged across the two repeats. During the study period there were changes to the number and cell lines used to passage the virus, and the number of passages that the virus went through. In addition, the DENV-4 viral strain was changed in 2009 (Table 5.1). Three technicians conducted
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over 95% of all assays in the study period.

5.3.1 Serum pools

Two serum pools (a high titer and a low titer pool) were collected and created in 2006 and used throughout the study period. The high titer pool was obtained by pooling residual blood samples from multiple Thai individuals that tested positive for dengue virus using IgG ELISA. A portion of the pool was then diluted with human sera from PRNT-negative blood donors to create a low titer pool.

5.3.2 Viruses

Five viruses were used during the study period, one each for DENV-1, DENV-2 and DENV-3 and two for DENV-4 (Table 5.1). Around every two years, viral stocks were generated in batches by passaging virus through C6/36 mosquito cell lines (between one and eight passages) and up to three passages in either suckling mice (SM) or LLC-MK2 cells.
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<table>
<thead>
<tr>
<th>Serotype</th>
<th>Serum pool</th>
<th>Neutralizing strain</th>
<th>N (%)</th>
<th>PRNT&lt;sub&gt;50&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>DENV- 1</td>
<td>High titer</td>
<td>Thailand/16007/1964</td>
<td>288 (12)</td>
<td>1:10700</td>
</tr>
<tr>
<td>DENV- 1</td>
<td>Low titer</td>
<td>Thailand/16007/1964</td>
<td>288 (12)</td>
<td>1:1200</td>
</tr>
<tr>
<td>DENV- 2</td>
<td>High titer</td>
<td>Thailand/16681/1984</td>
<td>279 (12)</td>
<td>1:12900</td>
</tr>
<tr>
<td>DENV- 2</td>
<td>Low titer</td>
<td>Thailand/16681/1984</td>
<td>279 (12)</td>
<td>1:1400</td>
</tr>
<tr>
<td>DENV- 3</td>
<td>High titer</td>
<td>Philippines/16562/1964</td>
<td>285 (12)</td>
<td>1:7500</td>
</tr>
<tr>
<td>DENV- 3</td>
<td>Low titer</td>
<td>Philippines/16562/1964</td>
<td>285 (12)</td>
<td>1:800</td>
</tr>
<tr>
<td>DENV- 4A</td>
<td>High titer</td>
<td>Indonesia/1036/1976</td>
<td>179 (8)</td>
<td>1:500</td>
</tr>
<tr>
<td>DENV- 4A</td>
<td>Low titer</td>
<td>Indonesia/1036/1976</td>
<td>180 (8)</td>
<td>1:50</td>
</tr>
<tr>
<td>DENV- 4B</td>
<td>High titer</td>
<td>Thailand/C0036/2006</td>
<td>128 (5)</td>
<td>1:5600</td>
</tr>
<tr>
<td>DENV- 4B</td>
<td>Low titer</td>
<td>Thailand/C0036/2006</td>
<td>128 (5)</td>
<td>1:600</td>
</tr>
</tbody>
</table>

Table 5.1: Number of experiments by serum pool and viral strain combination. The final column shows the PRNT<sub>50</sub> calculated using a smooth spline from all experiments.

5.3.3 PRNT calculation

Basic regressions were used to interpolate the titer at which defined reductions (PRNT cut-points) occur from the observed reductions (e.g. a 50% reduction for a cut-point of PRNT<sub>50</sub>). We calculated PRNTs over the range PRNT<sub>40</sub> to PRNT<sub>90</sub> using either (a) probit regression, (b) logistic regression, (c) complementary log-log (cloglog) regression or (d) four-parameter non-linear regression [8].

As PRNTs can be resource intensive, laboratories may perform two dilutions that they expect will contain the PRNT cut-point of interest and use straight line interpolation on the log-transformed dilutions [6]. To estimate the variability of this approach, we initially identified the expected PRNT titer using all assays from a viral strain.
and serum pool and identified the two sequential dilutions that contained this value. For each experiment we then only used the values from the two sequential dilutions to calculate PRNT using straight-line interpolation. We did not calculate PRNTs in experiments where the two dilutions did not contain the cut-point of interest.

Finally, some laboratories only perform a single dilution and calculate the neutralization titer at that single dilution (known as a Single Dilution Neutralization Test, SDNT) [14]. To estimate the variability in SDNTs, we calculated the variance in the neutralization proportions for all experiments from each individual dilution for each viral strain and serum pool.

5.3.4 Bias and mean squared error

We assumed that the ability of each of the two serum pools to neutralize a particular viral strain was constant, reflected in a single true PRNT titer for each virus for both the high titer and the lower titer pools (i.e., one for each row in Table 5.1). We considered PRNT estimates from a flexible non-parametric spline, fitted to the plaque reductions from all experiments from a single serum pool as the best, unbiased estimate of the true PRNT for that pool.

We explored whether there existed any systematic differences (bias) in PRNT estimates calculated using the different models. For each experiment, we calculated PRNT titers using each of the models (probit, logit, cloglog regression and non-linear regression). Bias was suggested when there was a systematic difference between the PRNT estimates using the model and the estimate of the true titer. In addition we calculated the mean squared error (MSE) in the estimates. We reported an average MSE, bias and variance for each cut-point and model, weighted by the number of
experiments using each virus and serum pool.

Detailed methods of the PRNT calculation, estimation of bias and variance and the calculation of the confidence intervals can be found in the supplementary materials.

5.3.5 Multilevel model

Heterogeneities in the passaging of the virus may be associated with changing PRNT estimates. To quantify systematic differences in PRNT estimates by the number of passages and the type of cell (C6/36, SM and LLC-MK2 cells) and the age of the virus stock, we constructed a multilevel model with a random intercept for each viral strain and serum pool combination (listed in Table 5.1).

5.3.6 Ethics statement

All experiments were conducted using pooled residual sera from public health service testing and, as per Walter Read Armed Institute of Research (WRAIR) policy, did not require ethics review. WRAIR is the parent organization of AFRIMS.

5.4 Results

Between 2007 and 2013, a total of 2,319 PRNTs were performed using five different viruses on two different control sera (Table 5.1). There existed substantial variability in the plaque reduction proportions (Figure 5.1). On average, the plaque reduction proportions had a standard deviation of 0.10 within each dilution. These findings
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indicate that an estimated SDNT of 70% has a 95% confidence interval of 50% - 90% (Figure 5.2).

Figure 5.1: Plaque reduction estimates for each experiment. Each black dot represents the mean reduction in plaques formed for that dilution from two repeats. The red dots are the overall means across all the experiments. Superimposed are fitted models using a probit transformation, a cloglog transformation and a non-parametric spline.

Figure 5.2: Plaque reduction proportions led to heterogeneity in PRNT titer estimates. PRNT\textsubscript{50} titer estimates using the different models had similar levels of variability: the conventional probit model had a mean standard deviation of 0.20 (log10 scale, range of 0.15 - 0.28 from the ten different serum pool - viral strain combinations listed in Table 5.1), the logit model had a mean standard deviation of

97
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0.20 (0.15 - 0.29), the cloglog model had a mean standard deviation of 0.20 (0.15 - 0.27) and four-parameter non-linear regression had a mean standard deviation of 0.18 (0.15 - 0.28) (Table 5.2).

Figure 5.2: Confidence intervals for PRNT\textsubscript{50} and SDNT. (A) The solid lines represents 95% confidence intervals using the 2.5% and 97.5% quantiles from all experiments from each of the ten serum pools. The dotted lines represent asymptotic 95% confidence intervals using the standard deviation from all experiments using probit regression. (B) The solid lines represents 95% confidence intervals using the 2.5% and 97.5% quantiles from each dilution and serum pool. The dotted lines represent asymptotic 95% confidence intervals using the standard deviation from all dilutions.

We found that the probit and logit models consistently overestimated PRNT\textsubscript{50}, by an average of 0.14 (log10 scale) and 0.12, respectively. The cloglog and four-parameter non-linear regression approaches by contrast were largely unbiased. As an example of what this translates to on a linear scale: an individual with a true PRNT\textsubscript{50} titer of 1:300 would have a mean measured PRNT\textsubscript{50} titer of 1:410 with a 95% confidence interval of 1:170 to 1:1020 when using a probit model, a mean measured PRNT\textsubscript{50} titer of 1:340 with a 95% confidence interval of 1:140 to 1:830 when using a cloglog model and a mean measured PRNT\textsubscript{50} titer of 1:320 with a 95% confidence interval
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of 1:140 to 1:720 when using four-parameter non-linear regression. The extent of the bias using probit models appeared to be constant across titers (log scale, Figure C.1). Ratios of PRNT estimates are used in the detection of seroconversion (for example in the comparison of pre and post infection serum). While individual PRNT estimates may be biased using probit transformations, ratios of PRNTs would not be as both the numerator and the denominator would be similarly biased.

<table>
<thead>
<tr>
<th>Model</th>
<th>Standard deviation [range]</th>
<th>Bias [range]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probit regression</td>
<td>0.20 [0.15 - 0.29]</td>
<td>0.14 [0.07 - 0.19]</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.20 [0.15 - 0.29]</td>
<td>0.12 [0.06 - 0.18]</td>
</tr>
<tr>
<td>Cloglog regression</td>
<td>0.20 [0.15 - 0.27]</td>
<td>0.05 [-0.01 - 0.12]</td>
</tr>
<tr>
<td>Four-parameter non-linear regression</td>
<td>0.18 [0.15 - 0.28]</td>
<td>0.02 [-0.02 - 0.32]</td>
</tr>
</tbody>
</table>

Table 5.2: Standard deviation and bias in PRNT\textsubscript{50} estimates using the different models. Reported values are average from the different viruses and serum pools, weighted by the number of experiments.

Some laboratories use different PRNT cut-points (e.g., PRNT\textsubscript{50} vs. PRNT\textsubscript{90}). The MSE for each model can be used to discriminate the performance of models using different cut-points. The lowest MSE for the probit, logit and cloglog models were at PRNT\textsubscript{75} and at PRNT\textsubscript{65} for four-parameter non-linear regression (Figure 5.3). The MSE for the four-parameter non-linear regression was the lowest among the different models for cut-points below PRNT\textsubscript{65}, whereas the cloglog model was lowest for higher cut-points.
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Figure 5.3: Estimates of (A) bias, (B) variance and (C) mean squared error by PRNT cut-point for the different models. Bias for each experiment was calculated by comparing the model PRNT results with that from a smooth spline from all experiments from that particular virus and serum pool.

Where only two dilutions were used, only 50% of the experiments could be used as the two sequential dilutions did not contain the PRNT cut-point in the remainder and would have required extrapolation. Where it could be estimated, the standard deviation of PRNT$_{50}$ using two dilutions was estimated at 0.13 (range: 0.09 - 0.18), however, this only represents the variability of the subset of the experiments where the two dilutions had reductions in plaques that were closest to the best estimate of
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the unbiased PRNT.

To estimate the effects of experimental conditions on PRNT$_{50}$ titers we built a multilevel model incorporating the number of viral passages, the cell type and the age of the virus stock used in the experiments. We found that passaging the virus in SM increased titers compared to LLC-MK2 cells (effect size of 1.17, 95% confidence interval of 1.11 - 1.25). The total number of passages and the age of the viral stock at the time of the experiment did not affect the PRNT titers. Less than 0.2% of the variability in PRNT$_{50}$ estimates could be explained by the model covariates, leaving over 99% of variability unexplained (Table 5.3).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coefficient [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of virus stock (yrs):</td>
<td>0.98 [0.96 1.00]</td>
</tr>
<tr>
<td>Total # of passages:</td>
<td>1.01 [1.00 1.02]</td>
</tr>
<tr>
<td>Cell passage:</td>
<td></td>
</tr>
<tr>
<td>- C6/36 and LLC-MK2 # experiments:</td>
<td>Ref</td>
</tr>
<tr>
<td>- C6/36 and SM # experiments:</td>
<td>1.17 [1.11 1.25]</td>
</tr>
<tr>
<td>- Only C6/36 # experiments:</td>
<td>1.01 [0.06 19.9]</td>
</tr>
</tbody>
</table>

$R^2$ (1) 0.001

Table 5.3: Results of multilevel model for impact of experimental factors on PRNT$_{50}$ estimates using a probit transformation. The model has a random intercept for the viral strain and serum pool used in the experiment. All coefficients have been transformed by raising 10 to the power of the coefficient. (1) Marginal $R^2$ that indicates the proportion of variance explained by the fixed effects only [15].
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5.5 Discussion

Using repeated assays on the same serum sample with the same viral strain, we estimated the extent to which measured PRNTs vary. We found a consistent level of variability in titer estimates across the viruses and serum pools used during the study period. Our findings indicate that if, for example, a PRNT\textsubscript{50} titer of 1:300 were to be considered a true surrogate of protection, researchers should only consider measured PRNT\textsubscript{50} titers of 1:750 or greater as strong evidence of an individuals titers being sufficiently high. A measure of the variability of PRNT\textsubscript{50} results provides information on the potential misclassification of individuals falling above or below any specified cut-point, information routinely used in calculating sample sizes for a wide range of studies. By characterizing the variability in measured titers, these findings will aid in the determination of an individuals immunity, the design and interpretation of results from immunogenicity trials, epidemiologic studies and allow the benchmarking of assays across laboratories.

Despite efforts to standardize the assay, heterogeneities in approaches between laboratories persist [7, 16, 17]. In particular different PRNT cut-points are common. The WHO recommends using a PRNT\textsubscript{50} titer for vaccinee sera and PRNT\textsubscript{90} titers for epidemiological studies and diagnosis. The stated benefits of the higher cut-point is to decrease both variability in the estimates and to minimize the effects of cross-reaction from other flaviviruses such as other dengue serotypes and Japanese Encephalitis, although the extent to which this occurs remains to be fully understood [17]. Lower cut-points improve the sensitivity of the assay at the expense of increasing the risk of falsely classifying susceptible individuals as protected. Research studies often use cut-points between PRNT\textsubscript{50} and PRNT\textsubscript{90} [6, 10]. We found that the cut-
point that minimized the MSE between the model PRNT estimates and our best estimate of the unbiased PRNTs as between PRNT$_{65}$ and PRNT$_{75}$. Studies should consider cut-points in this range where assay sensitivity and specificity requirements are met. Using four-parameter non-linear regression (e.g. as implemented in Prism software, specifically mentioned in the WHO guidelines) typically requires at least four serum dilutions. A popular alternative method that requires fewer dilutions is probit regression. We found this method produced substantially biased PRNT estimates across all cut-points. Cloglog regression was largely unbiased. Overall the four-parameter non-linear regression performed best for cut-points below PRNT$_{65}$, whereas the cloglog model was best for higher cut-points.

Laboratories may perform only two dilutions and use linear interpolation to obtain PRNT estimates. We found that we could only use 50% of the assays for this analysis, as the remaining experiments would require unwise extrapolation outside the results from the two dilutions. In these situations, laboratories need to repeat the assays at different dilution ranges. The substantial number of experiments that could not be included in the analysis suggests that performing only two dilutions may only have minimal benefits. Single dilution neutralization tests only require a single dilution, however, we found that SDNT estimates had wide confidence intervals: we estimated that a particular dilution of sera that had a true SDNT result of 70%, the typical cut-point used in epidemiological studies, had 95% confidence intervals of between 50% and 90% [14].

The viral strain used in the assay has been suggested to cause systematic differences [7]. The DENV-4 strain used in the assays was changed in 2009 resulting in a 11.4-fold increase in mean PRNT$_{50}$ titers in the high serum pool and a 12.1-fold increase in the low serum pool, confirming previous results [4]. A potential expla-
nation for this substantial difference in titer is the evolution of the virus between 1976 (the date of the original virus) to the newer 2006 virus, resulting in immunologically different responses. Alongside the effect of viral strain, it has been suggested that the number and cell type of viral passages could produce systematic differences in PRNT estimates [4, 7]. We found a small increase in titer in experiments using viruses passaged through SM compared to LLC-MK2 cells supporting similar previous findings [4]. The total number of viral passages did not appear to impact PRNT estimates, however, only small numbers of passages were conducted (maximum of eight). Increasing this substantially may nevertheless impact estimates. Overall, aside from viral strain, experimental factors explained less than one per cent of the variability in PRNT estimates.

Our findings suggest that the assay is inherently variable. There are many potential sources of variability in each experiment: (a) the number of viral particles pipetted into each plate, (b) the extent of viral - antibody interaction (c) the spatial arrangement of cells in the monolayer and (d) the number of non-overlapping plaques successfully generated and counted. While technicians can minimize differences through effective mixing and careful dilutions, there may be a limit to the extent that variability in these factors can be reduced. The use of automated counting methods that allow faster and more accurate particle counting may help [18]. In addition, the use of Reporter Virus Particles in laboratories with access to flow cytometry equipment and microneutralization assays show some encouraging results, although further work is needed to quantify their variability [18–20].

This study demonstrates the utility of raw results. Laboratories should consider reporting plaque counts alongside titer estimates. This will allow investigators to easily compute alternative titers using different cut-points or statistical models, facil-
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...ating comparison across laboratories.

The study had some limitations. The serum pools come from pooled human sera that contain a wide range of antibodies not representative of a single individual's serum. Nevertheless, the ability for the pooled serum to neutralize a single virus should remain constant. Further, serum with neutralization titers outside the range used in this study may perform differently. The range of titers in this study was wide (PRNT\textsubscript{50} range of 1:50 - 1:12900) and we observed a consistent pattern in variability across this range.

In conclusion, laboratories should consider the variability in the PRNT assay when characterizing the immunity of an individual. Where sufficient dilutions are performed, four-parameter non-linear regression should be used for PRNT cut-points less than PRNT\textsubscript{65} otherwise cloglog regression appears optimal.
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Chapter 6

Conclusions

Characterizing the spatial dynamics of endemic diseases is arguably more difficult than describing the spread of newly emergent pathogens despite the volume of available data being far greater for the former. The presence of many overlapping transmission chains circulating in the same area for many years can be a significant hindrance to understanding how a pathogen is moving around a community. There is often no way to identify transmission-related case-pairs, especially when many infections only cause mild symptoms and are therefore not detected. In addition, where an intermediary vector exists, transmission-related individuals may have never come into contact with each other. The spatial analysis of dengue transmission suffers from all of these factors. Dengue has circulated in Southeast Asia for decades and in some urban centers such as Bangkok, endemic circulation of the virus never stops (albeit with some seasonal differences in the force of infection) [1]. There have been few previous attempts to characterize the small-scale spatial dynamics of the virus.

Here we developed novel approaches to characterize the spatial signature of infectious diseases and applied them to dengue and chikungunya. In particular we described approaches to characterize the global spatial dependence of infectious diseases (i.e., the tendency for cases to be found near each other) in scenarios where
there is information on the infecting pathogen (such as serotype). Using case data from Bangkok, we calculated the probability of two cases within a particular distance and found within a short time frame of each other being homotypic (i.e., caused by the same stereotype and therefore consistent with being transmission related) relative to the probability of any two cases being homotypic at that time. We were therefore able to characterize the spatial tendency for cases to be homotypic over various distances and interpret our findings as relative risk ratios. We found a strong spatial signal with case-pairs found within a month of each other being significantly more likely to be homotypic at distances up to 1km. There was a consistent pattern across each of the four serotypes. Further, when we incorporated temporal lags (i.e., looked at the impact of the presence of a case on future case distribution at that location), we found there existed significant spatial memory in case distribution. Clustering of homotypic case-pairs over short time periods of a few months was followed by inhibition over longer time-frames (i.e., fewer cases than expected) at similar spatial scales. By contrast there were fewer than expected heterotypic cases (cases caused by different serotypes) over time-frames of four to ten months. In addition, there was clustering of heterotypic cases at time lags of over 20 months. These patterns of homotypic and heterotypic spatial dependence are consistent with that expected from individual immunity patterns being reflected in the immunity of the local community, i.e., infection by a particular serotype causing (a) future protection from infection by homotypic viruses, (b) short-term protection from infection from heterotypic viruses and (c) increased risk of heterotypic infection over longer time frames [2–4].

The spatial extent at which cases of dengue tend to be found together will depend (to some extent at least) on the transmission kernel - i.e., how far sequential cases in a transmission chain tend to be from each other. We developed two approaches
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to estimate mean transmission distances where we only have the space and time of where cases occur: a simpler form that uses the mean separation between observed cases at two time points that can be used in outbreak scenarios (chapter 3) and a more complex form for use in endemic settings where multiple transmission chains circulate (chapter 4). We demonstrated the robustness of these approaches through simulation and then applied them to case data. We found that despite our observation that cases of dengue tended to be found together at distances up to one km, the mean transmission distance was only 50m. This finding suggests that transmission between neighboring households is driving the spread of the pathogen in Bangkok. The major vector for dengue in Bangkok, Aedes aegypti doesn’t travel very far and tends to reside within homes [5]. Human movements may also contribute to disease spread, especially during morning and evening periods when the mosquitoes are most active [6, 7]. We observed a similar transmission kernel for an outbreak of chikungunya, a disease also transmitted by the Aedes mosquito in Bangladesh, again supporting a major role for small scale transmissions between neighboring homes driving disease spread.

During an outbreak, we are usually most concerned with reducing disease risk across the population rather than identifying individuals directly at risk from a particular case. The home location of infections detected through passive surveillance can act as a marker of where infections are happening without needing to identify transmission related pairs. Our findings that there exists significant spatial dependence between dengue cases at distances up to one km, indicate that short transmission distances can create a much larger footprint of infection risk. Currently, mosquito control teams deployed by the local public health authority will spray 100m around the homes of dengue cases detected in Bangkok hospitals. While such a distance may capture directly transmitted infections, it represents only a small fraction of the total
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number of infections occurring in that area. Our findings will inform mathematical models that look to optimize such intervention efforts.

Finally, it is important to note that our approaches capture global attributes of the disease systems we are investigating: the typical distance between directly transmission-related pairs of cases and the tendency for cases to be found together, irrespective of their transmission relationship. Implicit in our approaches is an assumption of stationarity, so for example the transmission kernel in one part of our study area is approximately the same as another part of the study area. There may, however, been neighborhood effects that impact local disease dynamics. Potential sources of neighborhood effects include population density differences, heterogeneities in housing types, mosquito habitats and differences in immigration and emigration that could affect immunity profiles. Our findings represent global estimates that average across such differences. Future work will consist of incorporating local factors as covariates and exploring spatial dynamics in subsets of the population.

Dengue and chikungunya are responsible for millions of infections each year. The methodological approaches and results presented here help us understand how the viruses are moving around communities and will aid tailor future intervention measures. While applied to two vector-borne pathogens, the methods will be applicable across infectious disease systems.
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Part III

Appendices
A.1 Adapted space-time statistics

A.1.1 The space-time K-function

Spatiotemporal dependence is often characterized using the space-time K-function. The space-time K-function for multitypic point patterns describes spatiotemporal dependence as the expected number of points of type $B$, within a set distance ($d$) and time ($t$) from a point of type $A$ multiplied by the expected space-time area occupied by each case of type $B$ [1] [2] [3]:

$$K_{AB}(d,t) = \lambda_B^{-1} E[\# \text{ points of type } B \text{ within } d \text{ and } t \text{ of a point of type } A] \quad (A.1)$$

where $\lambda_B$ is the spatiotemporal intensity of the points of type $B$.

The space-time K function is typically estimated as:

$$\hat{K}_{AB}(d,t) = \frac{SL \sum_{i=1} I(j \in \Omega_i(d,t) \mid i \in A, j \in B) n_A n_B}{n_A n_B} \quad (A.2)$$
where \( n_A \) is the total number of points of type A and \( \Omega_i(d,t) \) is the set of points within distance, \( d \), and time, \( t \), of \( i \).

The space-time K-function can be used to define \( D_{0AB}(d,t) \), the relative difference in the probability of observing a point of type B within \( d \) and \( t \) from a point of type A to that expected given the separate clustering observed in space and that observed in time [1] [2] [3] [4] [5].

\[
D_{0AB}(d,t) = \frac{K_{AB}(d,t)}{K_{AB}(d,\cdot)K_{AB}(\cdot,t)} - 1 \tag{A.3}
\]

\[
= \frac{Pr(j \in \Omega_i(d,t)|i \in A, j \in B)}{Pr(j \in \Omega_i(d,\cdot)|i \in A, j \in B) Pr(j \in \Omega_i(\cdot,t)|i \in A, j \in B)} - 1 \tag{A.4}
\]

\section*{A.1.2 Extending to space-time windows}

The space-time K-function and \( D_0 \) are calculated cumulatively in respect of space and time. This results in crude characterization and may fail to detect changing patterns of clustering. If, for example, all disease transmission is occurring within the home, the space-time K-function may be unable to accurately characterize spatial dependence beyond the typical dimensions of a home (Figure A.1).
Figure A.1: $D_0(d, t)$ and $\phi(d_1, d_2, t_1, t_2) - 1$ estimates from a basic simulation of household disease transmission. Index cases occur completely spatially at random at a randomly chosen time during a 10 day period. Each index case has one secondary case that occurs within 20m a mean of 2 days later. Both analyses use a temporal range of 2 days ($t = 2$ days for $D_0$ and $t_1 = 0$ and $t_2 = 2$ days for $\phi$). The mean spatial window size for $\phi(d_1, d_2, t_1, t_2)$ is kept at 10m (so $d_2 - d_1 = 10m$). The shaded area represents 95% limits from a null distribution for $D_0$ from 1000 simulations where the spatial location of all cases are randomly reassigned with the time label held fixed (as suggested by [3]).

To appropriately characterize the spatiotemporal scale of dependence and allow for changing patterns of dependence, we introduce a space-time window within which spatiotemporal dependence is calculated.

$$K_{AB}(d_1, d_2, t_1, t_2) = \lambda_B^{-1} E[\# \text{ points of type B within } d_1 \text{ and } d_2 \text{ and } t_1 \text{ and } t_2 \text{ of a point of type A}]$$  \hspace{1cm} (A.5)
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A.1.3 Extending to relationships between points

$K_{AB}(d, t)$ reflects the spatiotemporal dependence between two sets of points, those of type $A$ and those of type $B$. It may also be of interest to understand the dependence between sets of points that are related through a function. An example is points that have the same label (such as serotype for homotypic dependence) or points that have different labels (heterotypic dependence). We create a general form of the space-time K-function:

$$K_f(d_1, d_2, t_1, t_2) = \lambda_j^{-1} E[\# \text{ points } j \text{ within } d_1 \text{ and } d_2$$

and $t_1 \text{ and } t_2 \text{ of any point } i|f(i, j) \text{ is true}] \quad (A.6)$$

A.2 Characterizing short term spatial dependence

A.2.1 the $\tau$ function

To describe spatial dependence of homotypic cases occurring within the same month we calculate the probability that cases occur within the same month and within a defined spatial window are homotypic relative to the probability that any two cases are homotypic within that month, irrespective of spatial location:

$$\tau(d_1, d_2) = \frac{Pr(z_{ij} = 1|j \in \Omega_i(d_1, d_2))}{Pr(z_{ij} = 1|j \in \Omega_i(\cdot))} \quad (A.7)$$

where $z_i$ is the serotype of case $i$ and $\Omega_i(d_1, d_2)$ is the set of cases that occur within the same month and within distances $d_1$ and $d_2$ of case $i$.

As both the numerator and the denominator are calculated with respect to cases
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that occur within the same month, temporal clustering of cases over the timeframe of
the dataset, such as due to seasonal forcing, do not affect the estimates. In addition,
as we are calculating the probability that any two cases are homotypic within a set
distance range, any spatial clustering that occurs to all cases irrespective of serotype
will also not affect our estimates. In such a way underlying factors that could create
spatial clustering themselves, including hospital utilization rates, population density
differences and distances of homes from health facilities, which affects all cases, do
not change our estimates.

We estimate \( \tau \) as:

\[
\hat{\tau}(d_1, d_2) = \frac{\sum_{i=1}^{N} \sum_{j \in \Omega_i(d_1, d_2)} z_{ij}}{\sum_{i=1}^{N} |\Omega_i(d_1, d_2)|} / \frac{\sum_{i=1}^{N} \sum_{j \in \Omega_i(\cdot)} z_{ij}}{\sum_{i=1}^{N} |\Omega_i(\cdot)|}
\]  

(A.8)

\( \Omega_i(\cdot) \) is the set of all points occurring within all distances within the same month
from point \( i \).

A.2.2 \( \tau \) for individual serotypes

We calculate the probability that a case caused by a specified serotype, \( z \), is found
within a defined spatial window and within the same month as another case caused by
\( z \), relative to the probability of them being found within the same month, irrespective
of spatial location.

\[
\tau_z(d_1, d_2) = \frac{Pr(z_{ij} = 1 | j \in \Omega_i(d_1, d_2), z_i = z)}{Pr(z_{ij} = 1 | j \in \Omega_i(\cdot), z_i = z)}
\]  

(A.9)
A.2.3 Null distribution calculation for $\tau$

We use a Monte Carlo procedure to create a null distribution to test for the significance of the label (serotype) attached to each case. The null hypothesis is that the serotype of the case is independent to the spatial location of the cases within any month. Ninety-five percent null distributions are constructed by randomly reassigning the serotype label over 1000 iterations for each $d_1, d_2$ window, keeping the total number for each label the same within any month.

A.2.4 Confidence intervals for $\tau$

Confidence intervals are calculated by bootstrapping. The sampling unit for the bootstrap is the individual point locations. Ninety-five percent confidence intervals are calculated from the 2.5% and 97.5% percentiles of 1000 bootstrap samples of $\hat{\tau}(d_1, d_2)$ for each $d_1, d_2$ window.

A.2.5 Temporal extension of the $\tau$ function

The temporal extension of our $\tau$ function estimates the probability of two cases that occur within $t_1, t_2$ and $d_1, d_2$ of each other being homotypic relative to the probability of any two cases being homotypic within that temporal window ($\tau(d_1, d_2, t_1, t_2)$). As the numerator and the denominator are calculated only within the $t_1, t_2$ window, secular changes across the entire study period do not affect the estimates.

$$
\tau(d_1, d_2, t_1, t_2) = \frac{Pr(z_i = z_j | i \in \Omega_j(d_1, d_2, t_1, t_2))}{Pr(z_i = z_j | i \in \Omega_j(\cdot, t_1, t_2))} \quad (A.10)
$$
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A.2.6 The space-time K-function

\( \tau(d_1, d_2, t_1, t_2) \) is equivalent to the ratio of the windowed space-time K-functions (see equation (3.5)) for homotypic cases and that for all cases, irrespective of serotype (denoted here as \( K_{(\cdot)} \)), divided by the equivalent ratio of the same K-functions across all space.

\[
\tau(d_1, d_2, t_1, t_2) = \frac{Pr(i \in \Omega_j(d_1, d_2, t_1, t_2) | z_i = z_j)}{Pr(i \in \Omega_j(\cdot, t_1, t_2) | z_i = z_j)} \frac{Pr(i \in \Omega_j(\cdot, t_1, t_2))}{Pr(i \in \Omega_j(\cdot, t_1, t_2) | z_i = z_j)} = \frac{K_f(d_1, d_2, t_1, t_2)}{K_{(\cdot)}(d_1, d_2, t_1, t_2)} \frac{K_f(\cdot, t_1, t_2)}{K_{(\cdot)}(\cdot, t_1, t_2)} \tag{A.12}
\]

where \( f() \) describes the points that are the same serotype as each other.

A.3 Characterizing longer term spatiotemporal dependence

A.3.1 The general \( \phi \) function

To describe spatiotemporal dependence over longer time periods we calculate the probability that point \( j \), whose serotype bears relation \( f() \) to point \( i \) is within a set spatiotemporal window from \( i \), relative to that expected if the spatial and the temporal dependence between them were independent.

\[
\phi_{f()}(d_1, d_2, t_1, t_2) = \frac{Pr(j \in \Omega_i(d_1, d_2, t_1, t_2) | f(i, j))}{Pr(j \in \Omega_i(d_1, d_2, \cdot) | f(i, j))Pr(j \in \Omega_i(\cdot, t_1, t_2) | f(i, j))} \tag{A.13}
\]
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The $\phi_f(d_1, d_2, t_1, t_2)$ is related to $D_{0f}(d_1, d_2, t_1, t_2)$ such that:

$$\phi_f(d_1, d_2, t_1, t_2) = D_{0f}(d_1, d_2, t_1, t_2) + 1$$  \hspace{1cm} (A.14)

A.3.2 The $\phi$ function for homotypic and heterotypic spatiotemporal dependence

In the case of characterizing homotypic spatiotemporal dependence ($\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$), $f(i, j) = \text{hom}(i, j)$ and is true when $i$ and $j$ are of the same serotype. In the case of heterotypic spatiotemporal dependence ($\phi_{\text{het}}(d_1, d_2, t_1, t_2)$), $f(i, j) = \text{het}(i, j)$ and is true when $i$ and $j$ are of different serotypes.

We estimate $\hat{\phi}_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\hat{\phi}_{\text{het}}(d_1, d_2, t_1, t_2)$ as:

$$\hat{\phi}_{\text{hom}}(d_1, d_2, t_1, t_2) = \frac{\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, d_1, d_2, t_1, t_2} z_{ij}\right)\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i,:,} z_{ij}\right)}{\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, d_1, d_2,} z_{ij}\right)\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, :, t_1, t_2} z_{ij}\right)}$$  \hspace{1cm} (A.15)

$$\hat{\phi}_{\text{het}}(d_1, d_2, t_1, t_2) = \frac{\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, d_1, d_2, t_1, t_2} (1 - z_{ij})\right)\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, :,} (1 - z_{ij})\right)}{\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, d_1, d_2,} (1 - z_{ij})\right)\left(\sum_{i=1}^{N} \sum_{j \in \Omega_i, :, t_1, t_2} (1 - z_{ij})\right)}$$  \hspace{1cm} (A.16)

where $z_{ij}$ is equal to 1 if the serotypes are the same and 0 otherwise.

Values of $\hat{\phi}_{\text{hom}}(d_1, d_2, t_1, t_2)$ above 1 indicate a greater tendency for cases caused by the same serotype to be found together within the spatial and temporal ranges than would be expected if the clustering observed in space was independent to the clustering observed in time. As well as allowing the detection of changing patterns of spatiotemporal dependence, this approach allows for separate dynamics at the same temporal range in the homotypic and heterotypic analyses.
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A.3.3 Note on underlying spatial and temporal clustering

\( \phi_f(d_1, d_2, t_1, t_2) \) calculates the probability of two related points being found near each other in both space and time relative to that expected if overall spatial and overall temporal dependence were independent. Any clustering processes that occur in space or time, such as from seasonal factors or population density differences, affect both the numerator and the denominator of \( \phi_f(d_1, d_2, t_1, t_2) \) and therefore do not affect our estimates.

A.3.4 Confidence intervals for \( \phi \)

Ninety-five percent confidence intervals are generated through bootstrapping. The sampling unit for the bootstrap is the individual point locations. We perform 1000 bootstrap samples for each combination of \( d_1, d_2, t_1, t_2 \). Confidence plots are generated by calculating the proportion of the bootstrapped simulations that are greater than 1.0. A proportion greater than 97.5% indicates significant positive spatiotemporal dependence between cases whereas a proportion less than 2.5% indicates significant negative spatiotemporal dependence.

A.4 Simulations to illustrate robustness of \( \phi_{hom}(d_1, d_2, t_1, t_2) \) and \( \tau(d_1, d_2) \)

In order to explore the robustness of \( \phi_{hom}(d_1, d_2, t_1, t_2) \) and \( \tau(d_1, d_2) \) to variability in reporting patterns and to different underlying population structures, we simulated disease transmission processes.
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A.4.1 Model structure

We constructed an individual based spatially explicit transmission model of all four serotypes of dengue. The five different model constructions are set out in Table 1. Individuals were either randomly distributed or inhomogeneously distributed (Figure 2).

<table>
<thead>
<tr>
<th>Model</th>
<th>Population density distribution</th>
<th>Seasonal difference in incidence</th>
<th>Spatial dependence between infector and infected</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Homogeneous</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>B</td>
<td>Inhomogeneous</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>C</td>
<td>Homogeneous</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>D</td>
<td>Inhomogeneous</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>E</td>
<td>Homogeneous</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table A.1: Different population and seasonality assumptions for the five simulation models.

The infectious process is modeled by initially infecting 100 randomly chosen individuals (25 each with each of the 4 serotypes). Transmission events are modeled by randomly identifying individuals in a spatially dependent manner for some simulations and without spatial dependence in another (as described below). The time of transmissions are normally distributed with mean of 14 days (representing the time between successive human infections). We assume the system is at equilibrium and therefore has an effective reproductive number of one. The location, time and serotype of infection at each transmission event is recorded.
A.4.2 Effect of population structure and seasonality

We investigate whether underlying differences in the (a) population density or (b) differences in the seasonality of infections could induce the appearance of spatiotemporal dependence between cases in $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ where no true dependence exists.

We simulate a disease simulation process where infections occurred in randomly chosen individuals with no spatial dependence between the infector and the infectee. We run the simulations in homogeneous (models A and C) and inhomogeneous population density structures (models B and D) (Figure A.2). In both population density structure scenarios we also vary the seasonality of cases with either no seasonality in the effective reproductive number (models A and B) or with seasonal variation in transmission present (models C and D), where we use:

$$R_t = 1 + 0.05 \sin \left( \frac{2\pi t}{365} \right)$$

where $R_t$ is the effective reproductive number at time $t$.

We calculate $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ for each simulation.
Figure A.2: Population density distribution for the simulations. Population density distribution in number of individuals per km² of simulation using (A) homogeneous and (B) inhomogeneous population structures. The dotted line represents the region in which the clustering statistics were calculated. This avoids the effects of infections outside the simulation area.

We found that even when there existed strong seasonality or spatial dependence in the structure of the underlying population (but not the infection process), both the $\phi_{hom}(d_1,d_2,t_1,t_2)$ and $\tau(d_1,d_2)$ statistics correctly identified no spatial dependence between cases (Figure A.3).
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Figure A.3: Effect of population structure and seasonal forcing. $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ estimates under different population structures and seasonal forcing assumptions where there exists no true spatiotemporal dependence in the simulated transmission process. For $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$, $t_1 = 0$ and $t_2 = 1$ month. The grey shaded region represents 95% intervals for the null distribution where there exists seasonal forcing in an inhomogeneous population.

A.4.3 Effect of reporting bias

To assess whether reporting biases could effect the estimated spatiotemporal clustering from $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ we simulate a disease transmission process where sequential cases in a transmission chain has a mean spatial separation of 100 m (model E). We compare the results in $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ when all cases are used in the calculations to the following scenarios where only a subset of cases
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are observed:

(a) Completely spatially random reporting (all cases, irrespective of location, has an equal probability of being reported).

(b) Spatially-dependent reporting (the probability of being reported depends on spatial location). E.g. the probability of turning up at a specific hospital may depend on the distance to the hospital. The probability of report is modeled using:

\[ P(\text{case reported}) = \exp(-\bar{d}) \]  
(A.18)

where \( \bar{d} \) is the distance from the centre of the polygon, normalized by the maximum distance of a case from the hospital.

(c) Temporally-dependent reporting (the probability of being reported depends on when the case occurred). This may occur in situations where hospitals are more likely to detect dengue during certain times of the year. The probability of report is modeled using:

\[ P(\text{casereported}) = 0.5 + 0.5 \sin \left( \frac{2\pi t}{365} \right) \]  
(A.19)

(d) Spatially- and temporally- dependent reporting (the probability of being reported depends on where and when the case occurs but the processes that determines the spatial and temporal thinning are independent of each other). The probability of a case being reported is calculated by multiplying the probabilities in (b) and (c) above.
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(e) Spatiotemporal-dependent reporting (as (d) but the processes that determines the spatial and temporal thinning are linked). This may occur if there are health infrastructure changes during the period of the observations that alter the probability that a dengue case attends a particular hospital during the period of analysis. The probability of a case being reported is 0.1 for all cases that occur in the second half of the time series that are over the median distance away from the centre of the area and 0.9 for all other cases.

We found that biased reporting that did not depend on when or where the case occurs did not bias the estimates of $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ (Figure A.4).

Figure A.4: $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ estimates under spatially random reporting. For $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$, $t_1 = 0$ and $t_2 = 1$ month. The shaded regions represent 95% distributions of the estimates when a random subset of all cases is observed.

In addition where there exists, spatially-dependent reporting, temporally-dependent
reporting and spatially- and temporally- dependent reporting, there is also no bias in $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ (Figure A.5). In the event of spatiotemporal-dependent reporting, where the spatial and temporal processes that determine if a case is reported are linked, $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ is biased but only to a small extent. In this scenario $\tau(d_1, d_2)$ is not biased.

Figure A.5: $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ estimates under different types of reporting bias. A disease transmission process was simulated and a random binomial distribution was then used to determine which cases from the parent population were reported. The probability of a particular case being reported depended on its location and when it occurred. This probability differed by the type of reporting bias. The lines represent mean $\phi_{\text{hom}}(d_1, d_2, t_1, t_2)$ and $\tau(d_1, d_2)$ from 500 repeats of the reporting procedure, using the same parent population of cases each time.
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A.5 Sensitivity analyses

We conduct various sensitivity analyses to explore the consistency of our results to differences in spatial location, differences in the spatial window of analysis and aggregation of data.

A.5.1 Geographical differences in the short-term spatial clustering

To understand if there are differences in the clustering observed in different parts of the city, we calculate individual $\tau(d_1, d_2)$ estimates for cases coming from the north, south, east and west of the hospital separately. We find consistent patterns in spatial dependence across the different locations (Figure A.6).
Figure A.6: Homotypic spatial dependence estimates for different areas of the city relative to the hospital. The number of cases that are located in that region and used in the analysis are in parentheses. The grey shaded region is 95% bootstrap confidence interval using all cases.

**A.5.2 Window of analysis**

The main analysis uses 500m as the spatial window of analysis (i.e. the difference between $d_2$ and $d_1$ in $\tau(d_1, d_2)$). To explore the sensitivity of our results to different sized windows we repeat the analyses, varying the window size from 250m to 3km.

We found that increasing the size of the window reduces the variability in the $\tau(d_1, d_2)$ estimates (Figure A.7). This increase in smoothness of the estimates is due to more data points being included in each single estimate as the spatial area of analysis is increased. However, wider windows also reduce the ability to detect small changes in spatial dependence (Figure A.1).
A.5.3 Aggregation of data

It is often difficult to collect exact spatial data. Addresses may only be available at coarser resolutions such as city block or zip code. To assess the consistency of our results to different levels of spatial aggregation we repeat the estimation of the short-term clustering with addresses aggregated to different spatial scales. To assign the new (aggregated) spatial location for each point, we place a fine spatial grid over the city, where the distance between each grid cell is either 100m, 500m, 1km or 5km and identify the closest grid cell for each case. We then re-estimate $\tau(d_1, d_2)$ for each level of spatial aggregation.

We found that aggregating points by even up to 1km produced broadly consistent
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results (Figure A.8).

Figure A.8: Impact of spatial aggregation of data on estimates of $\tau(d_1, d_2)$. Addresses were reassigned to grid cells in the city, where the distance between cells was varied between 0.1km and 5km. The map on the left shows the aggregation of addresses for a resolution of 1km. The plot on the right shows the estimates of $\tau(d_1, d_2)$ for the different levels of aggregation.

A.6 Data analysis software

Data analysis was performed using R 2.12.1.
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Supplementary material to Chapter 4

<table>
<thead>
<tr>
<th></th>
<th>Positive</th>
<th>Negative</th>
<th>Total tested</th>
<th>Not tested</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms</td>
<td>172</td>
<td>74</td>
<td>246</td>
<td>201</td>
<td>447</td>
</tr>
<tr>
<td>No Symptoms</td>
<td>52</td>
<td>119</td>
<td>172</td>
<td>1351</td>
<td>1523</td>
</tr>
<tr>
<td>Total</td>
<td>225</td>
<td>193</td>
<td>418</td>
<td>1544</td>
<td>1970</td>
</tr>
</tbody>
</table>

Table B.1: Number of individuals interviewed and tested from the three villages in the outbreak investigation in 2012.

Figure B.1: Number of participants by age and the proportion that reported symptoms consistent with chikungunya.
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Supplementary material to Chapter 5

C.1 Detailed methods

C.1.1 PRNT calculation

The plaque reduction proportion for each dilution (pd) was calculated as:

\[ p_d = 1 - \frac{n_d}{n_0} \]  \hspace{1cm} (C.1)

where \( n_d \) number of plaques at dilution \( d \) and \( n_0 \) is the number of plaques formed when no sera is added. PRNT\(_{50}\) can be estimated using generalized linear regression using the log-transformed dilutions and either a probit, logit or complementary log-log (cloglog) link function:
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(1) probit:

\[ \text{probit}(p_d) = \phi^{-1}(p_d) \]  

(2) logit:

\[ \text{logit}(p_d) = \log\left(\frac{p_d}{1 - p_d}\right) \]  

(3) complementary loglog:

\[ \text{cloglog}(p_d) = \log(-\log(1 - p_d)) \]  

where \( \phi^{-1} \) is the inverse cumulative distribution function of the standard normal distribution. These regressions are used to interpolate the titer at which defined reductions (PRNT cut-points) occur from the observed reductions (e.g. a 50% reduction for a cut-point of PRNT\(_{50}\)). Variability in plaque counts may result in the number of plaques counted under high dilutions exceeding the number formed when no sera is added. To avoid errors in the transformations, values of \( p_d \) less than 0 were replaced with 0.001. As some laboratories use different cut-points, we also calculated PRNTs over the range PRNT\(_{40}\) to PRNT\(_{90}\).

As an alternative approach, some laboratories use non-linear regression approaches. A popular method is the four-parameter model used by Prism 6 software (La Jolla, CA) for sigmoidal curves, which finds optimum values for the maximum and minimum plaque reductions, the slope of the linear part of the curve and the dilution of the inflexion point. To use this approach researchers need the plaque reductions from
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at least four dilutions.

C.1.2 Bias and Mean Squared Error calculation

For each experiment, we calculated PRNT using each of the models (probit, logit, cloglog regression and non-linear regression). Bias was suggested when there was a systematic difference between the PRNT estimates using the model and PRNTsp:

\[ bias^i(x, v, p, m) = PRNT^i(x, v, p, m) - PRNT^{sp}(x, v, p) \]  \hspace{1cm} (C.5)

where \( PRNT^i(x, v, p, m) \) is the PRNT estimate from experiment \( i \) conducted with viral strain \( v \) (the five virus strains in Table 5.1) in serum pool \( p \) (either the high titer or the lower titer pool) estimated using model \( m \) (probit, logit, cloglog or four-parameter non-linear regression models) at a PRNT cut-point of \( x \) (varied from 40 to 90); \( PRNT^{sp}(x, v, p) \) is the estimate of the true titer, where \( x \) is the PRNT cut-point, \( v \) is the viral strain and \( p \) is the serum pool.

In addition, for each viral strain, for both the high and low titer pools, we calculated the mean squared error (MSE) of each parametric model using the following relationship:

\[ MSE(x, v, p, m) = \text{Variance}(x, v, p, m) + \text{Bias}(x, v, p, m)^2 \]  \hspace{1cm} (C.6)

Where \( \text{Variance}(x, v, p, m) \) is the variance and \( \text{Bias} \) is the mean bias in PRNT estimates using model \( m \) from all experiments conducted with viral strain \( v \) in serum.
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pool $p$. We reported an average MSE, bias ($\hat{B}(x, m)$) and variance ($\hat{V}(x, m)$) for each cut-point and model, weighted by the number of experiments using each virus and serum pool.

C.1.3 Confidence interval calculation

We used the bias and variance estimates to calculate 95% asymptotic confidence intervals for an example true titer of 1:300 using a cut-point of $x$ and model $m$:

$$10^{\log_{10}(300)+\hat{B}(x,m)} \pm 1.96 \sqrt{\hat{V}(x,m)} \quad (C.7)$$

The confidence interval can be interpreted as the range of values that contain 95% of measured titers when the true titer is 1:300.

C.1.4 Multilevel model

We constructed a multilevel model with a random intercept for each viral strain and serum pool combination (listed in Table 1):

$$y_{ij} = \gamma_0 + \mu_j + \beta_1 \text{Pass}_i + \beta_2 \text{Cell}_i + \beta_3 \text{Age}_i \quad (C.8)$$

where $y_{ij}$ is the log-transformed PRNT$_{50}$ estimate (using probit regression) for experiment $i$ using serum pool $j$, $\mu_j$ represents the random intercept for serum pool $j$, Pass is the total number of passages, Cell is a factor that represents either passages
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in C6/36 and LLC-MK2 cells, C6/36 and SM cells or C6/36 cells only. Age is the age of the virus stock at the time of the experiment (in years). We assumed the errors in the model were normally distributed.

C.2 Bias by experiments using probit model

Figure C.1: Bias in PRNT$_{50}$ from all experiments using a conventional probit transformation by titer (log10 scale). The red dots represent the mean bias from each serum pool.
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