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Abstract

The Cosmology Large Angular Scale Surveyor (CLASS) is an experiment designed to constrain the amplitude of primordial gravitational waves generated during inflation. CLASS will do this by measuring the largest angular scales of the sky at 40, 90, 150, and 220 GHz across 70% of the sky to characterize all known sources of polarized microwave emission at these frequencies, the Galactic synchrotron and thermal dust emission, and the cosmic microwave background (CMB). This thesis begins by describing the CMB and how it is generated, as well as enumerating the Galactic foregrounds that must be removed in order to accurately characterize the CMB. I then describe in detail an optimal method for removing foregrounds while constraining the primordial gravitational waves’ amplitude. I then use a power spectrum method to show that CLASS will be able to use its large angular scale data to constrain the reionization optical depth to near its cosmic variance limit, and describe how this will enable a measurement of the effects of massive neutrinos on galaxy clustering.

Primary Reader: Tobias A. Marriage
Secondary Reader: Charles L. Bennett
Acknowledgments

No man is an island, entire of itself; every man is a piece of the continent, a part of the main. If a clod be washed away by the sea, Europe is the less, as well as if a promontory were, as well as if a manor of thy friend’s or of thine own were: any man’s death diminishes me, because I am involved in mankind, and therefore never send to know for whom the bells tolls; it tolls for thee.

- John Donne, Devotions Upon Emergent Occasions (1624)

I would like to first thank Professor Tobias Marriage for his role in guiding me through my doctoral work. His boundless curiosity, his careful attention to detail, his dedication to his craft, and his good nature all inspire me to be a better person every day. I would also like to thank Professor Charles Bennett. His firm, direct, and kind guidance along with his phenomenal gift for clear and complete communication all provide standards for the scientist I strive to be. I have also benefited immensely from the guidance of David Larson, Janet Weiland, and Graeme Addison. Thank you to all of you for your guidance, your patience, and your good nature.

Thank you as well to the CLASS group as a whole. Not only did your labor give me a reason for my work, but the collegial atmosphere cultivated by all of you made my time here enjoyable and productive. Doing my PhD work with any other group
of people would have been a mistake.

Thanks especially to my friends, listed roughly the order in which I met them; Michael Calderone, Caitlin O’Neill, Michael Fountaine, William Ramsey, Andrew Brownjohn, Zhilei Xu, Rachael Alexandroff, Kathleen Harrington, Devin Crichton, Raymond Simons, Kirill Tchernyshyov, Wesley Fuhrman, Alena Fuhrman, Michael Peth, Michael Valentine, David Jones, Schuyler Wolff, Alexandra Greenbaum, Kirsten Hall, Sumit Dahal, Erini Lambrides, Jessica Berman, Carolina Núñez, and Jacob Hamer. I couldn’t have made it without you.

Finally, thank you to my family.
Table of Contents

1 Introduction 1

1.1 The Universe on the Whole . . . . . . . . . . . . . . . . . . . . . 1
1.2 The FLRW Metric and the Homogeneous Universe . . . . . . . . 3
1.3 The Cosmic Microwave Background . . . . . . . . . . . . . . . . 6
1.4 The Characterization of Photons . . . . . . . . . . . . . . . . . . 7
  1.4.1 Observables . . . . . . . . . . . . . . . . . . . . . . . . . . 8
  1.4.2 Perturbation Theory in General Relativity . . . . . . . . . 12
  1.4.3 Scalar and Tensor Power Spectra . . . . . . . . . . . . . . 16
1.5 Galactic Sources of Microwave Emission . . . . . . . . . . . . . 25
  1.5.1 Synchrotron . . . . . . . . . . . . . . . . . . . . . . . . . . 25
  1.5.2 Thermal dust . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.5.3 Spinning dust .................................................. 28
1.5.4 Free-free emission .............................................. 29
1.6 The State of the Field ............................................ 29
1.7 Measuring the Largest Modes with CLASS .................... 30

2 Measuring the Largest Angular Scale CMB B-mode Polarization
with Galactic Foregrounds on a Cut Sky .......................... 40
2.1 Introduction ........................................................... 40
2.2 Multifrequency Simulations ...................................... 42
2.3 Pixelized Likelihood Analysis .................................... 48
2.4 Recovery of \( r \) ......................................................... 52
2.5 Conclusions ............................................................ 57

3 A projected estimate of the reionization optical depth using
the CLASS experiment’s sample-variance limited E-mode measurement 68
3.1 Introduction ........................................................... 68
3.2 Simulated Maps ....................................................... 73
3.3 Analysis Techniques ............................................... 76
3.4 Predicting parameter constraints ................................. 82
3.5 Conclusions ............................................................ 85

4 Discussion and Conclusions ............................................ 97

A Published Appendices .................................................. 98
List of Tables

2.1 Noise Contribution from Rescaled Foreground Templates . . . . . . 44
List of Figures

1.1 Power spectra as a function of cosmological parameters . . . . . . . 24
1.2 Planck foreground spectral energy distributions . . . . . . . . . . 26
1.3 Multipole dependence of polarized foregrounds . . . . . . . . . . 28
1.4 Summary of CMB anisotropy measurements . . . . . . . . . . . 31

2.1 Frequency and sky coverage of ground-based CMB experiments . . 43
2.2 Simulated CLASS multifrequency maps . . . . . . . . . . . . . . 47
2.3 Maps of Galactic dust and synchrotron spectral index variation . . 49
2.4 Maximum likelihood corner plot . . . . . . . . . . . . . . . . . . . 53
2.5 Input versus output tensor-to-scalar ratio . . . . . . . . . . . . . . 56
2.6 Distribution of output given input tensor-to-scalar ratio . . . . . . 58

3.1 Simulated CLASS maps . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Auto power spectra . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3 Parameter fitting in multipole space . . . . . . . . . . . . . . . . . 78
3.4 Combination of CLASS optical depth constraints with Planck MCMC chains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.1 Spectral index variation data ................................. 100

B.1 Transfer functions ............................................. 113
Chapter 1

Introduction

Since the discovery of general relativity, cosmologists’ understanding of the universe has gone through several paradigm shifts, from lacking evidence against a static, infinite-aged universe to constraining its dynamics within fractions of a second of the Big Bang. I will briefly discuss the observational foundations of cosmology, before describing our theoretical understanding of the cosmic microwave background and astronomical impediments to its observation and characterization.

1.1 The Universe on the Whole

The modern cosmological revolution began with two fundamental, unexpected observations. The first was the expansion of the universe, as observed by Vesto Slipher and Edwin Hubble (Slipher, 1917; Hubble, 1926; Hubble, 1929), and the second was the discovery of the cosmic microwave background by Penzias and Wilson (Penzias and Wilson, 1965; Dicke et al., 1965). Both of these observations marked the first time that there was observational evidence that the universe was not infinite in age.

Hubble’s law is the observational fact that there is a linear relation between the
distance between us and other galaxies and the velocity with which it is receding,

\[ v = H_0 d. \]  \quad (1.1)

The proportionality constant, \( H_0 \), is the current expansion rate of the universe and is consistent with the uniform expansion of space. Slipher’s determination of the Doppler redshift \( z = \sqrt{\frac{c+v}{c-v}} - 1 \approx \frac{v}{c} \), and Hubble’s subsequent determination of these galaxies’ immense distance from us, i.e. outside of the Milky Way, confirmed that all galaxies outside of the Local Group are in fact receding, and implied that the Universe was once much denser and hotter than it is today.

Cosmologists work in comoving coordinates that essentially cancel out the known recession velocity. The distance \( d \) between two galaxies, as measured at a single instant in time by a physical yardstick, can be rewritten as \( d = a(t)r \), where \( r \), the comoving separation, is fixed in time. Assuming there is no motion beyond the simple expansion of the universe, the relative velocity between the two galaxies is given by

\[ v = \frac{d}{dr} = \frac{da}{dt} \frac{d}{dr} = \frac{d \ln a}{dt} d = H d, \]

where \( H(t) = \frac{d \ln a}{dt} \) is the time-dependent Hubble parameter, and where \( H_0 \) is this quantity evaluated today, a time \( t_0 \) after the Big Bang. The measurement of this expansion confirmed that the Universe was expanding, but was still consistent with the Universe having infinite age, constantly generating new particles to maintain a steady expanding state.

The discovery of a 3.5 ± 1.0 K blackbody at 4080 MHz was the event that cemented the astronomical community’s belief in a Hot Big Bang model of the universe (Penzias and Wilson, 1965; Dicke et al., 1965). This signal was observed in all directions,
and could not be explained by any known terrestrial or astronomical source. The cleanest explanation has, and remains to be, that this is in fact thermal radiation from the beginning of the universe that permeates all of space, and was generated when the universe was once hotter and much denser. The COBE/FIRAS measurement of the spectral dependence of this Cosmic Microwave Background (CMB) radiation confirmed that this was a true blackbody radiation with temperature $T = 2.726 \pm 0.001$ K (Mather et al., 1994).

1.2 The FLRW Metric and the Homogeneous Universe

In order to accurately describe the dynamics of the universe, it is necessary to develop a mathematical formalism to make sense of concepts such as distance and time. This section uses the framework of general relativity in the form of Einstein’s field equations to describe the universe’s expansion history in terms of the density of its various components.

A four-dimensional spacetime has an invariant interval $ds^2 = g_{\mu\nu} \, dx^\mu \, dx^\nu$, where the geometry is encoded in the metric $g_{\mu\nu}(t, x)$. Note that here and throughout we use Einstein summation notation, such that repeated indices are implicitly summed over. The only possible three-dimensional spacetimes that are rotationally and translationally invariant are Euclidean space, three-dimensional space embedded into a 4-dimensional sphere, and three-dimensional space embedded into a 4-dimensional hyperbola. These three cases can be parametrized by the curvature constant $K = \{+1, -1, 0\}$ for spherical, hyperbolic, and Euclidean coordinates,
respectively, with the invariant interval given by

\[ ds^2 = g_{\mu\nu} \, dx^\mu \, dx^\nu = -c^2 \, dt^2 + \frac{K \,(x \cdot dx)^2}{1 - Kx^2}. \]  

(1.2)

Because the curvature is approximately zero \((\Omega_K = 0.000 \pm 0.005\), Planck Collaboration, 2015b\), we will set \(K = 0\) throughout for brevity. Typically this is written with the expansion factored out of the proper coordinates \(x\),

\[ ds^2 = g_{\mu\nu} \, dx^\mu \, dx^\nu = -c^2 \, dt^2 + a(t)^2 \, dx^2, \]

where \(x\) are now comoving coordinates. This particular solution to Einstein’s field equations is known as the Friedmann-Lemaître-Robertson-Walker (FLRW) metric. Note that the conformal time \(\eta\) is often used, defined such that \(dt = a(t) \, d\eta\).

The functional form of the metric is incredibly important, and depends on the energy content of the universe. Using Einstein’s field equations, it is possible to solve for the metric,

\[ G_{\mu\nu} = 8\pi G T_{\mu\nu}, \]  

(1.3)

where \(T_{\mu\nu}\) is the stress-energy tensor, and \(G_{\mu\nu}\) is the only covariant second derivative of the metric. This is the relativistic upgrade of Poisson’s equation for gravity \(\nabla^2 \phi = 4\pi G \rho\), and in fact the 00 element of this equation does reduce to this in the weak-field limit.

The Einstein tensor is defined as \(G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} G \rho\), where the Ricci tensor is given by \(R_{\mu\nu} = \partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\nu \Gamma^\alpha_{\mu\alpha} + \Gamma^\alpha_{\beta\nu} \Gamma^\beta_{\mu\alpha} - \Gamma^\alpha_{\beta\mu} \Gamma^\beta_{\nu\alpha}\), and the Christoffel symbols are \(\Gamma^\mu_{\alpha\beta} = \frac{1}{2} g^{\mu\nu}(\partial_\beta g_{\alpha\nu} + \partial_\alpha g_{\beta\nu} - \partial_\nu g_{\alpha\beta})\). The Christoffel symbols can be computed for the FLRW metric, giving \(R_{00} = -3 \frac{\ddot{a}}{a}\), \(R_{ij} = \delta_{ij}[2\dot{a}^2 + a\ddot{a}]\), and \(g^{\mu\nu} R_{\mu\nu} = 6 \left[\frac{\ddot{a}}{a} + \left(\frac{\dot{a}}{a}\right)^2\right]\)
so that the time-time component of the Einstein equations becomes

$$H^2 = \frac{8\pi G}{3} \rho.$$  \hspace{1cm} (1.4)

Assuming the universe is described by a perfect fluid, the stress energy tensor is given by $T_{\mu\nu} = pg_{\mu\nu} + (p + \rho)u_\mu u_\nu$, where $u_\mu$ is the velocity 4-vector that satisfies $g_{\mu\nu}u_\mu u_\nu = -1$ and is $u_i = 0$ and $u_0 = -1$ in the rest frame. The stress energy tensor is covariantly conserved, implying that $\nabla_\mu T^\mu_\nu = 0$. The $\nu = 0$ component reduces to

$$\frac{d\rho}{dt} + 3H[\rho + p] = 0.$$  \hspace{1cm} (1.5)

We can parametrize the components of the universe by their equations of state relating pressure to density $p = w\rho$, where the equation of state parameter $w \in \{0, \frac{1}{3}, -1\}$ for matter, radiation, and dark energy respectively. With this parametrization, Equation 1.5 has the solution $\rho_w(a) \propto a^{-3(1+w)}$. Defining $\Omega_{w,0} = \rho_{w,0}/\rho_c$ where the critical density of the universe is given by $\rho_c = \frac{3H_0^2}{8\pi G}$, allows us to write the expansion history of the universe (Equation 1.4), hence implicitly the scale factor $a(t)$, as

$$H^2 = H_0^2 \sum_w \Omega_{w,0} a^{-3(1+w)}.$$  \hspace{1cm} (1.6)

This equation gives the mean expansion history of the universe, and at the low redshifts probed by Type Ia Supernovae, it provides a direct constraint on $H_0$, $\Omega_{m,0}$, and $\Omega_{\Lambda,0}$. Note that deviations from flatness are defined as though there were an additional component $\Omega_{K,0} = 1 - \Omega_{m,0} - \Omega_{\Lambda,0} - \Omega_{r,0}$ with $w = -\frac{1}{3}$. 


1.3 The Cosmic Microwave Background

With the tools of general relativity and an understanding of how photons interact with fluids of various forms (baryonic matter, dark matter, and dark energy), it is possible to take the conceptually simple idea of sound waves in an expanding universe and predict the distribution of matter after a certain amount of time has elapsed. To understand our observations of the universe, we must develop a framework that can be used to characterize the photons we can see, as well as a framework that can explain how these data are related to the underlying distribution of energy in the observable universe.

Our observations are a single realization of a random process, so to make sense of the maps we must analyze them statistically, using power spectra. The brightness of the CMB can be described by maps of the intensity, linear polarization, and circular polarization, parametrized by the Stokes parameter vector $\mathbf{m}(\hat{n}) = (I, Q, U, V)$. The maps can be described by spherical harmonics $\mathbf{a}_{\ell m} = (a^T_{\ell m}, a^E_{\ell m}, a^B_{\ell m}, a^V_{\ell m})$ and have an azimuthal average

$$\hat{C}_\ell = \frac{1}{2\ell + 1} \sum_m \mathbf{a}^\dagger_{\ell m} \mathbf{a}_{\ell m}. \quad (1.7)$$

Standard cosmological models assume that the $\mathbf{a}_{\ell m}$ are Gaussian distributed, so the variables $(2\ell + 1)\hat{C}_\ell$ are drawn from a Wishart distribution with scale matrix $C_\ell$ and $2\ell + 1$ degrees of freedom.1 In the temperature-only case $\hat{C}_\ell / C_\ell$ is distributed as the more familiar $\chi^2$ distribution with $2\ell + 1$ degrees of freedom.

The source of these brightness fluctuations are variations in density in the early

---

1Given $n$ draws from a $p$-dimensional Gaussian distribution $x_i \sim \mathcal{N}(0, V)$, the $p \times p$ matrix $\mathbf{S} = \sum_{i=1}^n x_i^T x_i$ is a draw from a Wishart distribution with $n$ degrees of freedom and $p \times p$ scale matrix $V$, denoted $\mathbf{S} \sim \mathcal{W}_p(n, V)$. Therefore, $(2\ell + 1)\hat{C}_\ell \sim \mathcal{W}_{2\ell + 1}(4, C_\ell)$. 

---
universe, described in Fourier space with scalar power spectrum \( \Delta^{(S)}(k) \propto A_s k^{n_s-1} \), and potentially gravitational wave fluctuations with their tensor power spectrum \( \Delta^{(T)}(k) \propto A_t k^{n_t} \).

Using the Boltzmann equation for the time evolution of a particle’s distribution function in phase space, it is possible to evolve an initial set of perturbations from the radiation-dominated epoch of the universe to today. A set of fluctuations in Fourier space \( \Delta_X(k,t) \) can be related to the on-sky power spectrum

\[
C_{XY}^{\ell} = \pi T_0^2 \int k^2 \Delta_X^{\ell}(k,t_0) \Delta_Y^{\ell}(k,t_0)
\]

where \( X \in \{T, E, B\} \). There are no predictions for circular polarization \( V \) in standard cosmological models, so we will not focus on it in this introduction, although it is addressed in more detail in King and Lubin (2016), Montero-Camacho and Hirata (2018), and others. The evolution of \( \Delta \) depends on factors like the amplitude and shape of the fluctuations that set the initial conditions \( (A_s, A_t, n_s, n_t) \), the content of the universe \( (\Omega_b, \Omega_c, \Omega_\Lambda) \), and the optical depth as a function of time, \( \tau(t) = \int t_0^n n_e(t') \sigma_T c dt' \), typically reported evaluated at the last scattering surface shortly after recombination, \( \tau(t_{\text{ls}}) \).

1.4 The Characterization of Photons

The measured intensity at a position in the universe \( x \), looking at a direction \( \hat{n} \), at a time \( t \), with a frequency \( \nu \), and detector orientation \( \gamma \), is denoted \( I(x, \hat{n}, t, \nu, \gamma) \), where the quantity measured is fundamentally the measured power per unit frequency per solid angle. In this framework, the discovery of the Cosmic Microwave Background by Penzias and Wilson (1965) amounted to measuring \( \iint d\gamma d\hat{n} I(0, \hat{n}, t_0, 4.08 \text{ MHz}, \gamma) \)
and attributing the measured intensity to a blackbody with temperature 3.5 K. The COBE/FIRAS experiment sampled this function from frequencies $\nu = 30 \text{GHz}$ to $2190 \text{GHz}$, detecting no deviations from a pure blackbody radiation with $T = 2.72548 \pm 0.00057 \text{K}$ (Mather et al., 1994; Fixsen, 2009).

1.4.1 Observables

An electromagnetic wave that propagates in the $z$ direction is described by the electric field vector, which is the real part of

$$E_x(t) = a_x(t)e^{i[\omega t - \theta_x(t)]}, \quad E_y(t) = a_y(t)e^{i[\omega t - \theta_y(t)]}$$

(1.8)

where $\omega$ is the frequency of the wave, $a_x$ are the real amplitudes, and $\theta_{x,y}$ are the phase differences. Correlation between these components implies a level of polarization that comes from a coherent phase difference between the $x$ and $y$ components. The Stokes parameters are given by the time averages

$$I \propto \langle E_x E_x^* \rangle + \langle E_y E_y^* \rangle = \langle a_x^2 \rangle + \langle a_y^2 \rangle$$

(1.9)

$$Q \propto \langle E_x E_y^* \rangle - \langle E_y E_x^* \rangle = \langle a_x^2 \rangle - \langle a_y^2 \rangle$$

(1.10)

$$U \propto \langle E_x E_y^* \rangle + \langle E_y E_x^* \rangle = \langle 2a_xa_y \cos(\theta_x - \theta_y) \rangle$$

(1.11)

$$V \propto \frac{1}{i} \langle (E_x E_y^*) - (E_y E_x^*) \rangle = \langle 2a_xa_y \sin(\theta_x - \theta_y) \rangle$$

(1.12)

where the proportionality constant is given by $c^2\epsilon_0$, where $\epsilon_0$ is the permittivity of free space. $Q$ and $U$ describe the linear polarization, and are coordinate-dependent spin-2 quantities. The total intensity is given by $I$, proportional to the total energy flux of an electromagnetic wave. The circular polarization $V$ corresponds to the degree to
which there is a coherent phase difference between the $E_x$ and $E_y$ components of the electric field vector.

Both $I$ and $V$ are coordinate-independent and spin-0. We can see this by rotating to a new observer coordinate frame rotated by an angle $\alpha$ such that $E'_x = E_x \cos \alpha + E_y \sin \alpha$ and $E'_y = E_y \cos \alpha - E_x \sin \alpha$, giving transformed quantities

\[ I' = I \quad (1.13) \]
\[ Q' = Q \cos 2\alpha + U \sin 2\alpha \quad (1.14) \]
\[ U' = U \cos 2\alpha - Q \sin 2\alpha \quad (1.15) \]
\[ V' = V. \quad (1.16) \]

Now that we have our definitions of $Q$ and $U$, and know that they are coordinate-dependent, we introduce the scalar counterparts, the E- and B-modes. The combinations $Q \pm iU$ are spin-2 quantities, i.e. under a rotation $\alpha$ about the $z$-axis, the linear polarization transforms as

\[ (Q \pm iU)' = e^{\pm 2i\alpha}(Q \pm iU). \quad (1.17) \]

Therefore, a full-sky map of the Stokes parameters $I, Q, U, V$ can be decomposed as

\[ T(\hat{n}) = \sum_{\ell,m} a_{T,\ell m} Y_{\ell m}(\hat{n}) \quad (1.18) \]
\[ (Q \pm iU)(\hat{n}) = \sum_{\ell m} a_{\pm 2,\ell m \pm 2} Y_{\ell m}(\hat{n}) \quad (1.19) \]
\[ V(\hat{n}) = \sum_{\ell,m} a_{V,\ell m} Y_{\ell m}(\hat{n}). \quad (1.20) \]
The $Y_{\ell m}$ are the usual spherical harmonics, and $\pm 2 Y_{\ell m}$ are the spin-2 weighted spherical harmonics, both of which are orthonormal functions that are a complete basis on the surface of a sphere. The $a_{\pm 2,\ell m}$ can be combined to create a spin-0 combination,

$$a_{E,\ell m} = \frac{1}{2} (a_{2,\ell m} + a_{-2,\ell m}) \quad \text{and} \quad a_{B,\ell m} = \frac{i}{2} (a_{2,\ell m} - a_{-2,\ell m})$$

so that we can make maps of so-called E-modes and B-modes,

$$E(\hat{n}) = \sum_{\ell m} a_{E,\ell m} Y_{\ell m}(\hat{n}), \quad B(\hat{n}) = \sum_{\ell m} a_{B,\ell m} Y_{\ell m}(\hat{n}).$$

The names “E-modes” and “B-modes” are given because the linear polarization vector in a pure E-mode is locally radially symmetric and is curl-free like a static electric field, while in a pure B-mode the polarization vector field is gradient free, like a static magnetic field.

The intensity and polarization maps are realizations of a Gaussian random field, so it makes sense to take a power spectrum so that we can compare with theoretical predictions. Given a full-sky measurement, one may construct vectors $a_{\ell m} = (a_{T,\ell m}, a_{E,\ell m}, a_{B,\ell m}, a_{V,\ell m})$ and take the azimuthal average of their outer product;

$$\hat{C}_\ell = \frac{1}{2\ell + 1} \sum_m a_{\ell m}^* a_{\ell m} = \begin{pmatrix} \hat{C}_\ell^{TT} & \hat{C}_\ell^{TE} & \hat{C}_\ell^{TB} & \hat{C}_\ell^{TV} \\ \hat{C}_\ell^{ET} & \hat{C}_\ell^{EE} & \hat{C}_\ell^{EB} & \hat{C}_\ell^{EV} \\ \hat{C}_\ell^{BT} & \hat{C}_\ell^{EB} & \hat{C}_\ell^{BB} & \hat{C}_\ell^{BV} \\ \hat{C}_\ell^{VT} & \hat{C}_\ell^{EV} & \hat{C}_\ell^{BV} & \hat{C}_\ell^{VV} \end{pmatrix}. \quad (1.21)$$

Standard cosmological models treat the individual $a_{\ell m}$ as Gaussian random variables, uncorrelated between different $\ell$ and $m$. Each $\hat{C}_\ell^{XY}$ has mean $C_\ell^{XY}$ and variance $\frac{1}{2\ell + 1} [(C_\ell^{XY})^2 + C_\ell^{XX} C_\ell^{YY}]$, and the matrix $\hat{C}_\ell$ on the whole is described by the inverse-Wishart distribution.

In order to construct a useful framework to account for polarization, it is helpful to
decompose the intensity into the form $\mathcal{I}(\hat{n}, \gamma) = e^j I_{ij} e_i$, where $I_{ij}$ is the intensity matrix and $e(\gamma)$ are the polarization vectors that characterize the detector’s polarization orientation. The dimensionless intensity matrix $J_{ij}$ is given by

$$a^4(t)\tilde{\rho}_\gamma(t)J_{ij}(\mathbf{x}, -\hat{n}, t) \equiv I_{ij}(\mathbf{x}, \hat{n}, t) - \bar{I}_{ij}(t).$$  \hspace{1cm} (1.22)$$

For a photon moving in the $\hat{p} = -\hat{z}$ direction, $J_{ij}$ can be written in the form

$$J_{ij}(0, -\hat{z}, t_0) = \frac{2}{T_0}\begin{pmatrix} \Delta T(\hat{z}) + Q(\hat{z}) & U(\hat{z}) - iV(\hat{z}) & 0 \\ U(\hat{z}) + iV(\hat{z}) & \Delta T(\hat{z}) - Q(\hat{z}) & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$ 

In general, the Stokes parameters are related to the intensity matrix

$$\Delta T(\hat{n}) = \frac{T_0}{4}J_{ij}(0, -\hat{n}, t_0)$$  \hspace{1cm} (1.23)$$

$$Q(\hat{n}) + iU(\hat{n}) = \frac{T_0}{2} e_{\pm i}(\hat{n})e_{\pm j}(\hat{n})J_{ij}(0, -\hat{n}, t_0)$$  \hspace{1cm} (1.24)$$

$$V(\hat{n}) = \frac{T_0}{4} e_{-i}(\hat{n})e_{+j}(\hat{n})\left(J_{ij}(0, -\hat{n}, t_0) - J_{ji}(0, -\hat{n}, t_0)\right)$$  \hspace{1cm} (1.25)$$

where the basis vector for polarization are given by

$$e_{\pm}(\hat{n}) = \frac{1}{\sqrt{2}}(\hat{\theta} \pm i\hat{\phi})$$  \hspace{1cm} (1.26)$$

which can be verified straightforwardly by comparing to the $\hat{z}$ case.

A polarization-sensitive detector will detect polarization projected in the direction $e(\gamma) = \hat{x} \cos \gamma + \hat{y} \sin \gamma$. The intensity we observe in the direction $\hat{z}$ can be obtained using the differential fluctuations $\mathcal{I}(0, \hat{z}, \gamma) - \bar{I}$. The total detector power is given by

$$d \propto \frac{T_0}{2} e_i J_{ij} e_j = \Delta T + Q \cos 2\gamma + U \sin 2\gamma.$$
In general, a single detector is sensitive to only linear polarization states. The CLASS experiment is sensitive to circular polarization by transforming local $V$ into local $Q/U$ using its Variable-delay Polarization Modulator (VPM, Krejny et al., 2006; Chuss et al., 2012). The total power deposited on the detector is maximized when $\gamma = \frac{1}{2} \arctan \frac{U}{Q}$, which we refer to as polarization angle.

### 1.4.2 Perturbation Theory in General Relativity

The discussion in section 1.2 solved Einstein’s equation $G_{\mu\nu} = 8\pi G T_{\mu\nu}$ assuming the universe is perfectly homogeneous in space as it evolved in time. Here we relax this assumption and consider first-order perturbations, corresponding to the more complicated equation

$$\delta G_{\mu\nu} = 8\pi G \delta T_{\mu\nu}. \quad (1.27)$$

Following the full details of this derivation will only distract from the main purpose of this introduction, so what follows will mostly be an outline of essential results interconnected by physical arguments. Much of this section is an abridged version of §2 of Flauger (2009), which goes over much of this in more detail and with more thorough background.

In Cartesian coordinates, the metric is given by

$$g_{\mu\nu}(t, x) = \bar{g}_{\mu\nu}(t) + \delta g_{\mu\nu}(t, x).$$

For a flat universe,

$$\bar{g}_{00} = -c^2, \quad \bar{g}_{0i} = \bar{g}_{i0} = 0, \quad \bar{g}_{ij} = \delta_{ij} a(t)^2.$$
The metric fluctuations can be parametrized as

\[ \delta g_{00} = -E \]
\[ \delta g_{0i} = a[\partial_i F + G_i] \]
\[ \delta g_{ij} = a^2[A \delta_{ij} + \partial_i \partial_j B + \partial_i C_j + \partial_j C_i + D_{ij}] . \]  

(1.28)

The stress energy tensor for a fluid is given by

\[ T_{\mu \nu} = p g_{\mu \nu} + (p + \rho) u_\mu u_\nu + \pi_{\mu \nu} , \]

where \( u_\mu \) is the velocity 4-vector, \( p \) pressure, \( \rho \) energy density, and \( \pi_{\mu \nu} \) the anisotropic inertia that represents deviations from a perfect fluid. The first-order perturbation to the stress energy tensor is given by

\[ \delta T_{00} = -\bar{\rho} \delta g_{00} + \delta \rho \]
\[ \delta T_{0i} = \bar{p} \delta g_{0i} - (\bar{\rho} + \bar{p}) \delta u_i \]
\[ \delta T_{ij} = \bar{p} \delta g_{ij} + a^2 \delta_{ij}(\delta p + \pi_{ij}) . \]  

(1.29)

It is occasionally convenient to decompose these quantities into trace (“scalar”), divergenceless (“vector”) and traceless (“tensor”) components, i.e. \( \delta u_i = \partial_i \delta u^S + \delta u^V_i \) and \( \pi_{ij} = \partial_i \partial_j \pi^S + \partial_i \pi^V_j + \partial_j \pi^V_i + \pi^T_{ij} \), and whose tensor and vector components satisfy

\[ \partial_i \pi^V_i = \partial_i \delta u^V_i = 0, \quad \partial_i \pi^T_{ij} = \pi^T_{ii} = 0 , \]  

(1.30)

respectively, where \( S \), \( V \), and \( T \) label “scalar”, “vector”, and “tensor”, respectively. Here all quantities follow the usual rules for covariant tensors under a coordinate
transformation $x^\mu \to x'^\mu$,

$$\pi^V_p(x') = \pi_\mu(x)^V \frac{\partial x^\mu}{\partial x'^p}, \quad \pi^T_{p\rho}(x') = \pi^T_{\mu\nu}(x) \frac{\partial x^\mu}{\partial x'^p} \frac{\partial x^\nu}{\partial x'^\rho}. \quad (1.31)$$

With these definitions in hand, the dynamics of the universe’s perturbations can be computed by calculating the Christoffel symbols, Ricci tensor, and Riemann curvature. The results of this are as follows;

$$-\frac{\nabla^2}{a^2} A + 3H \dot{A} + H \nabla^2 \dot{B} = 8\pi G \delta \rho \quad (1.32)$$

$$\dot{A} = 8\pi G (\bar{\rho} + \bar{p}) \delta u \quad (1.33)$$

$$\frac{1}{2} \frac{\nabla^2}{a^2} A - \ddot{A} - 3H \dot{A} - \frac{1}{2} \nabla^2 \ddot{B} - \frac{3}{2} H \nabla^2 \dot{B} = 8\pi G \delta p \quad (1.34)$$

$$-A + a^2 \ddot{B} + 3a \dot{a} \dot{B} = 16\pi G a^2 \pi^S \quad (1.35)$$

$$\nabla^2 \dot{C}_i = -16\pi G (\bar{\rho} + \bar{p}) \delta u^V_i \quad (1.36)$$

$$\ddot{C}_i + 3H \dot{C}_i = 16\pi G \pi^V_i \quad (1.37)$$

$$\ddot{D}_{ij} + 3H \dot{D}_{ij} - \frac{\nabla^2}{a^2} D_{ij} = 16\pi G \pi^T_{ij}. \quad (1.38)$$

The analogous equations for the smooth universe are all zero, except for Equation 1.32 and Equation 1.34, which correspond to the Friedmann equations $H^2 = \frac{8\pi G}{3} \rho$ and $\ddot{a} + 4\pi G \frac{1}{3} (\rho + 3p) = 0$. Equation 1.32 through Equation 1.35 are the standard equations used to compute the evolution of scalar perturbations through cosmic time, and are used to predict the standard power spectra. Equation 1.38 encodes the evolution of tensor fluctuations in the metric. We write these equations using the synchronous gauge, for which $\delta g_{00} = \delta g_{0i} = 0$, i.e. $E = F = 0$. This is in contrast with the
Newtonian gauge, with \( E = 2\Phi \) and \( A = -2\Psi \), where \( \Phi(x,t) \approx -\Psi(x,t) \) is the Newtonian gravitational potential. The synchronous gauge is more computationally tractable and is used in the common numerical codes (\textsc{Camb}, Lewis, Challinor, and Lasenby 2000, \textsc{Class}, Blas, Lesgourgues, and Tram 2011), so we use it here for comparison with these works.

Perturbations to the covariant conservation of the stress-energy tensor \( \nabla_\mu T^\mu_\nu = 0 \) gives two equations for the scalar modes, energy conservation, the \( \nu = 0 \) component

\[
\dot{\delta \rho} + 3H(\delta \rho + \delta p) + \frac{\nabla^2}{a^2}[(\bar{\rho} + \bar{p})\delta u + a\dot{a}\pi^S] + \frac{1}{2}(\bar{\rho} + \bar{p})(3\dot{A} + \nabla^2 B) = 0 \quad (1.39)
\]

and momentum conservation, where the spatial component of \( \nabla_\mu T^\mu_\nu = 0 \) can be split into scalar modes

\[
\dot{\delta p} + \nabla^2 \pi^S + \frac{1}{a^3} \frac{\partial}{\partial t}[a^3(\bar{\rho} + \bar{p})\delta u] = 0, \quad (1.40)
\]

and vector modes

\[
\nabla^2 \pi^V_i + \frac{1}{a^3} \frac{\partial}{\partial t}[a^3(\bar{\rho} + \bar{p})\delta u^V_i] = 0. \quad (1.41)
\]

Equation 1.37 and Equation 1.41 demonstrate that vector modes decay rapidly in time if there is no anisotropic stress, and vector modes only come into play if they are continuously generated, which is not a feature of standard cosmological models. The only analogous nonzero component in the homogeneous universe is \( \dot{\rho} + 3H(\rho + p) = 0 \).

Denoting all scalar quantities \( X(t, x) \in \{ \delta \rho(t, x), \delta p(t, x), \ldots \} \), we can write their general solution as a sum of Fourier modes

\[
X(t, x) = \int d^3k \, \alpha(k)X_k(t)e^{ik \cdot x} \quad (1.42)
\]

where the \( \alpha(k) \) are random parameters corresponding to the universe’s initial conditions, and satisfy \( \langle \alpha(k)^* \alpha(k') \rangle = \delta(k - k') \), by construction.
The solution to the tensorial perturbations to the metric, $D_{ij}(t, x)$, can be written in terms of the Fourier decomposition

$$D_{ij}(t, x) = \sum_{N, \lambda} \int d^3 k \beta_N(k, \lambda) e_{ij}(\hat{k}, \lambda) D_{Nk}(t)e^{ik\cdot x}. \quad (1.43)$$

There are only two independent modes, labeled $N$, and two gravitational wave helicities, $\lambda = \pm 2$. The modes $\beta_N(k, \pm 2)$ are normalized such that

$$\langle \beta_N(k, \lambda)\beta^*_N(k', \lambda') \rangle = \delta_{NN'}\delta_{\lambda\lambda'}\delta^3(k - k') \quad (1.44)$$

and the polarization tensor $e_{ij}(\hat{q}, \pm 2)$, is such that if $\hat{k} = \hat{z}$

$$e_{11}(\hat{z}, \pm 2) = -e_{22}(\hat{z}, \pm 2) = \frac{1}{\sqrt{2}}, \quad e_{12}(\hat{z}, \pm 2) = e_{21}(\hat{z}, \pm 2) = \pm \frac{i}{\sqrt{2}}.$$

If we decompose $\pi^T_{ij}$ analogously, the tensor mode equation becomes

$$\ddot{D}_{Nk} + 3\frac{\dot{a}}{a} \dot{D}_{Nk} + \frac{k^2}{a^2} D_{Nk} = 16\pi G \pi^T_{Nk}. \quad (1.45)$$

At large scales and in the case of no anisotropic inertia, this equation has two solutions, $D^0_k$ constant and $D^1_k \propto \int dt a(t)^{-3}$. This second solution is negligible, so we write the solution to the tensor perturbations as

$$D_{ij}(t, x) = \sum_{\lambda} \int d^3 k b(k, \lambda) e_{ij}(\hat{k}, \lambda) D^0_k(t)e^{ik\cdot x}. \quad (1.46)$$

### 1.4.3 Scalar and Tensor Power Spectra

In this section, we will discuss the solution to the first-order perturbations of the collisional Boltzmann equation,

$$\frac{dn^{ij}}{dt} = C[n^{ij}]. \quad (1.47)$$
The derivation of these results is extensive and is deferred to section B.3. This section goes over the evolution of the phase space density for photons with ellipticity vectors in the $i$ and $j$ directions, $n^{ij}$, which is related to the dimensionless intensity matrix by

$$a^2 \hat{\rho}_y J_{ij}(x, \hat{p}, t) = a^2 \int p \, d^3 p \, \delta n^{ij}(x, p, t). \quad (1.48)$$

Note that throughout this section, we define $\tau(t) = \int^{t_0}_t n_e(t') \sigma_T \, dt'$ so that $\dot{\tau} = -n_e(t) \sigma_T$ as opposed to the standard notation for reionization optical depth, $\tau = \tau(t_{\text{iss}})$.

**Scalar modes**

We may decompose the intensity matrix into an unpolarized and a polarized component labeled $\Delta_{\tau}^{(S)}$ and $\Delta_p^{(S)}$ such that

$$J_{ij} = \alpha(k) \left\{ \frac{1}{2} \left( \Delta_{\tau}^{(S)} - \Delta_p^{(S)} \right) (\delta_{ij} - \hat{p}_i \hat{p}_j) + \Delta_p^{(S)} \left[ \frac{(\hat{k}_i - (\hat{k} \cdot \hat{p}) \hat{p}_i)(\hat{k}_j - (\hat{k} \cdot \hat{p}) \hat{p}_j)}{1 - (\hat{p} \cdot \hat{k})^2} \right] \right\}. \quad (1.49)$$

When this decomposition is used in the Boltzmann equation, we obtain these coupled differential equations for the scalar fluctuations

$$\dot{\Delta}_{\tau}^{(S)} + \frac{k \mu}{a} \Delta_{\tau}^{(S)} = \dot{\tau} \left[ \Delta_{\tau}^{(S)} - \frac{3}{4} (1 - \mu^2) \Pi - \frac{4ik \mu}{a} \delta u_{Bk} \right] - 2 \dot{A}_k + 2k^2 \mu^2 \dot{B}_k \quad (1.50)$$

$$\dot{\Delta}_p^{(S)} + \frac{k \mu}{a} \Delta_p^{(S)} = \dot{\tau} \left[ \Delta_p^{(S)} - \frac{3}{4} (1 - \mu^2) \Pi \right] \quad (1.51)$$

where the directional dependence is encoded in the term $\mu = \hat{k} \cdot \hat{p}$. We have slipped in definitions of source functions such that

$$\int \frac{d^2 \hat{p}}{4\pi} J_{ij}(k, \hat{p}, t) = \alpha(k) \left[ \delta_{ij} \Phi + \frac{1}{2} \hat{k}_i \hat{k}_j \Pi \right]$$
which can be written in terms of the Legendre coefficients

\[ \Phi = \frac{1}{6} \left[ 2\Delta^{(S)}_{T,0} - \Delta^{(S)}_{T,2} - \Delta^{(S)}_{P,0} - \Delta^{(S)}_{P,2} \right] \quad (1.52) \]

\[ \Pi = \Delta^{(S)}_{P,0} + \Delta^{(S)}_{T,2} + \Delta^{(S)}_{P,2} \quad (1.53) \]

where the Legendre decomposition is in general

\[ f(k, \mu) = \sum_{\ell=0}^{\infty} (-i)^{\ell}(2\ell + 1)P_{\ell}(\mu)f_{\ell}(k). \quad (1.54) \]

The solution of these differential equations is outside of the scope of this work, but there are a few notable features that can be pulled out. First, the equations are of an oscillatory form, with a friction term corresponding to the expansion of the universe. The forcing term is proportional to the changing optical depth \( \dot{\tau} = -n_e(t)\sigma_T \), and is hence dependent on the free electron density over cosmic time. This essentially creates a new source term during the epoch of reionization, and boosts the polarization signal at small \( k \) Fourier modes, hence low multipole values \( \ell \). This is known as the reionization peak, and is an important target for CMB polarization experiments. The initial conditions of the fluctuations come in when considering the temperature’s monopole and quadrupole terms \( \Delta^{(S)}_{T,0} \) and \( \Delta^{(S)}_{T,2} \), which at early times dominate over the rest of the Legendre coefficients. The initial amplitude of these fluctuations is proportional to the quantity \( A_s \) in standard \( \Lambda \)CDM cosmology.

Tensor modes

The intensity matrix is decomposed as

\[ J_{ij} = \frac{1}{2} (\delta_{ij} - \hat{p}_i \hat{p}_j) \hat{p}_k \hat{p}_l e_{kl} \left( \Delta^{(T)}_T + \Delta^{(T)}_P \right) + (e_{ij} - \hat{p}_i \hat{p}_k e_{kj} - \hat{p}_j \hat{p}_k e_{ik} + \hat{p}_i \hat{p}_j \hat{p}_k \hat{p}_l e_{kl}) \Delta^{(T)}_P \quad (1.55) \]
With this in hand, we can write down the coupled Boltzmann equations for temperature and polarization fluctuations due to tensor modes,

\[
\dot{\Delta}_T^{(T)} + i \frac{k \mu}{a} \Delta_T^{(T)} = \dot{\tau}[\Delta_T^{(T)} - \Psi] - 2 \dot{D}_k \\
\dot{\Delta}_P^{(T)} + i \frac{k \mu}{a} \Delta_P^{(T)} = \dot{\tau}[\Delta_P^{(T)} + \Psi].
\]

(1.56)

(1.57)

Here the source function we have slipped in is defined by

\[
\int \frac{d^2 \hat{p}}{4\pi} J_{ij}(\hat{p}, \hat{r}, \lambda) = \frac{-2}{3} \epsilon_{ij} \Psi
\]

which in a Legendre decomposition is given by

\[
\Psi = \frac{1}{10} \Delta_T^{(T)} + \frac{1}{7} \Delta_T^{(T)} + \frac{3}{70} \Delta_P^{(T)} - \frac{3}{5} \Delta_P^{(T)} + \frac{6}{7} \Delta_P^{(T)} - \frac{3}{70} \Delta_P^{(T)}.
\]

(1.58)

This is qualitatively very similar to, and in fact simpler than, the equations for scalar fluctuations. From the perturbed Einstein field equation Equation 1.45, we know that the gravitational wave signal \(D_k\) is roughly constant, and its initial condition is usually given as proportional to \(A_t\).

An often-used parameterization of \(\Lambda\)CDM fits for an amplitude of curvature fluctuations \(R_0^0\) at a pivot scale \(k_*\),

\[
\Delta^2_R(k) = 4\pi |R_0^0|^2 k^3 = A_s \left( \frac{k}{k_*} \right)^{n_s-1}.
\]

(1.59)

For tensor modes, we can approximate the tensor fluctuations by the dominant constant solution. We parametrize the shape of the tensor power law spectrum as

\[
\Delta^2_D(k) = 16\pi |D_0^0|^2 k^3 = A_t \left( \frac{k}{k_*} \right)^{n_t}.
\]
The relative amplitude of tensor fluctuations is parametrized by the tensor-to-scalar ratio \( r \),

\[
r(k) \equiv \frac{\Delta_T^2(k)}{\Delta_R^2(k)} \approx \frac{A_t}{A_s}.
\]

The tensor-to-scalar ratio is roughly scale-independent, and is usually set to the pivot scale \( k_* = 0.05 \) Mpc\(^{-1}\), as we do throughout this work.

We can compute the multipole coefficients \( C_{XY}^{\ell} \equiv \langle a_{X,\ell m}^* a_{Y,\ell m} \rangle \) using the dimensionless intensity matrix, so that

\[
a_{T,\ell m} = \frac{T_0}{4} \int d^2 \hat{n} Y_{\ell m}^*(\hat{n}) J_{ii}(0, -\hat{n}, t_0)
\]

(1.60)

\[
a_{\pm 2,\ell m} = \frac{T_0}{2} \int d^2 \hat{n} Y_{\ell m}^*(\hat{n}) e_{\pm i}(\hat{n}) e_{\pm j}(\hat{n}) J_{ij}(0, -\hat{n}, t_0).
\]

(1.61)

We first focus on the scalar modes, then the tensor modes. The dimensionless intensity matrix for scalar fluctuations is

\[
J_{ij}(k, \hat{p}, t) = \alpha(k) \left\{ \frac{1}{2} (\Delta_T^{(S)} - \Delta_P^{(S)}) (\delta_{ij} - \hat{p}_i \hat{p}_j) + \Delta_P^{(S)} \left[ \frac{(\hat{k}_i - (\hat{k} \cdot \hat{p}) \hat{p}_i)(\hat{k}_j - (\hat{k} \cdot \hat{p}) \hat{p}_j)}{1 - (\hat{p} \cdot \hat{k})^2} \right] \right\}
\]

where the arguments of each \( \Delta \) are \((k, \hat{k} \cdot \hat{p}, t)\). The trace of this function is \( J_{ii}(k, \hat{p}, t) = \alpha(k) \Delta_T^{(S)} \), by construction. The polarization components, \( e_{\pm i} e_{\pm j} J_{ij} \), can be simplified to the quantity

\[
e_{\pm i} e_{\pm j} J_{ij} = \alpha(k) \frac{(e_{\pm} \cdot \hat{k})^2}{1 - (\hat{p} \cdot \hat{k})^2}.
\]
These expressions allow us to write down the expressions for the spherical harmonic transforms given the Fourier components \( \Delta^{(S)} \);

\[
a^{(S)}_{T,\ell m} = \frac{T_0}{4} \int d^3 k \alpha(k) \int d^2 \hat{n} Y_{\ell m}^* \Delta^{(S)}_T(k, -\hat{k} \cdot \hat{n}, t_0) \tag{1.62}
\]

\[
a^{(S)}_{\pm 2,\ell m} = \frac{T_0}{2} \int d^3 k \alpha(k) \int d^2 \hat{n} \pm_2 Y_{\ell m}^* \frac{(e_\pm \cdot \hat{k})^2}{1 - (\hat{k} \cdot \hat{n})^2} \Delta^{(S)}_p(k, -\hat{k} \cdot \hat{n}, t_0). \tag{1.63}
\]

It is possible to obtain analytical expressions for the coefficients,

\[
a^{(S)}_{T,\ell m} = \pi T_0 \tau^\ell \int d^3 k \alpha(k) Y_{\ell m}^*(\hat{k}) \Delta^{(S)}_{T,\ell}(k, t_0) \tag{1.64}
\]

\[
a^{(S)}_{\pm 2,\ell m} = -\pi T_0 \tau^\ell \int d^3 k \alpha(k) Y_{\ell m}^*(\hat{k}) \Delta^{(S)}_{E,\ell}(k, t_0) \tag{1.65}
\]

where we wrote the solutions in terms of the transfer functions,

\[
\Delta^{(S)}_{T,\ell}(k) = -\int_0^{t_0} dt \tau e^{-\tau} \left\{ 3 \Phi - 2a \frac{d}{dt} (a\hat{B}_k) + \frac{3}{4} \Pi \right\} j_\ell(kr) - 4k \left[ \delta u_k/a + a\hat{B}_k/2 \right] j'_\ell(kr) + \frac{3}{4} \Pi j''_\ell(kr) \tag{1.66}
\]

\[
\Delta^{(S)}_{E,\ell}(k) = -\frac{3}{4} \frac{\sqrt{(\ell + 2)!}}{4} \frac{\sqrt{(\ell - 2)!}}{\int_0^{t_0} dt \tau e^{-\tau} \Pi} \frac{2A_k + 2a \frac{d}{dt} (a\hat{B}_k)}{k^2r^2} j_\ell(kr) \tag{1.67}
\]

where \( j_\ell \) is the spherical Bessel function.

For tensor fluctuations, the formulae are analogous, with

\[
a^{(T)}_{T,\ell m} = \frac{T_0}{4} \sum_{\lambda = \pm 2} \int d^3 k \beta(k, \lambda) \int d^2 \hat{n} Y_{\ell m}^*(\hat{n}) \hat{n}_i \hat{n}_j e_{ij}(\hat{k}, \lambda) \Delta^{(T)}_T(k, -\hat{k} \cdot \hat{n}, t_0) \tag{1.68}
\]

\[
a^{(T)}_{\pm 2,\ell m} = \frac{T_0}{2} \sum_{\lambda = \pm 2} \int d^3 k \beta(k, \lambda) \int d^2 \hat{n} \pm_2 Y_{\ell m}^*(\hat{n}) e_{\pm i}(\hat{n}) e_{\pm j}(\hat{n}) e_{ij}(\hat{k}, \lambda) \Delta^{(T)}_p(k, -\hat{k} \cdot \hat{n}, t_0) \tag{1.69}
\]
It is again possible to analytically marginalize over the directional dependence to obtain

\[ a_{\pm 2, \ell m}^{(T)} = -\pi T_0 \ell \frac{1}{\sqrt{2}} \sum_{\pm} \int d^3 k \beta(k, \pm 2) Y_{\ell m}^*(\hat{k}) \Delta_{\pm 2, \ell m}^{(T)}(k, t_0) \]  

The transfer functions for tensors are given by

\[ \Delta_{T, \ell}^{(T)}(k, t_0) = \frac{\ell + 2}{(\ell - 2)!} \int_{t_0}^{t} dt e^{-r(2D - r\Psi)} j_{\ell}(kr) \]  

\[ \Delta_{E, \ell}^{(T)}(k, t_0) = \int_{t_0}^{t} dt e^{-r(2D - r\Psi)} \left( 12 + 8\rho \frac{\partial}{\partial \rho} - \rho^2 + \rho^2 \frac{\partial^2}{\partial \rho^2} \right) j_{\ell}(\rho) \bigg|_{\rho = kr} \]  

\[ \Delta_{B, \ell}^{(T)}(k, t_0) = -\int_{t_0}^{t} dt e^{-r(2D - r\Psi)} \left( 8\rho + 2\rho^2 \frac{\partial}{\partial \rho} \right) j_{\ell}(\rho) \bigg|_{\rho = kr} \]  

It is worth pausing for a moment to note the differences between scalar and tensor modes, and why only tensor modes contribute to the B-mode transfer function. For both the tensor and scalar modes, the temperature fluctuations are given by the trace of the dimensionless intensity matrix \( J_{ii} \), while the polarization components are given by \( e_{\pm i} e_{\pm j} J_{ij} \). When we perform the analytical simplification, the polarization terms drop out of the scalar component, essentially because the source terms in the intensity matrix do not have any intrinsic directionality. The B-modes are generated by tensor perturbations because the polarization matrix \( e_{ij} \) from the metric includes contributions from every direction. When the equations and simplifications are performed, there are extra spin-weighted spherical harmonics that just do not simplify; these terms are there precisely because there is an off-diagonal contribution from the...
metric fluctuations in the tensor fluctuations source terms.

The spherical harmonic decomposition in terms of Fourier modes is in general given by

\[ C_{XY,\ell} = \pi^2 T_0^2 \int k^2 \, dk \, \Delta X_{\ell}(k, t_0) \Delta Y_{\ell}(k, t_0). \]  

(1.75)

For tensor modes, the EB and TB spectra vanish because the positive and negative helicity gravitons are equal and opposite and cancel. They will only be non-zero in a parity violating theory.

Given very few input parameters, the expected scalar power spectra can be computed. The Fourier space power spectrum of the scalar fluctuations is given by an amplitude \((A_s)\) and its power law index in Fourier space \((n_s - 1)\). Assuming a spatially flat universe, the subsequent expansion depends on the interactions and hence the relative densities of radiation \((\Omega_r)\), baryonic matter \((\Omega_b)\), and dark matter \((\Omega_c)\), and the rate at which their densities are increasing \((H_0)\). The presence of free electrons since the CMB photons were emitted at last scattering reduces the amplitude of the fluctuation by the reionization optical depth \(\tau\). The amplitude of the power spectrum therefore makes the observed temperature power spectrum \(A_s e^{-2\tau}\), a parameter combination that is very tightly constrained by high-\(\ell\) \(C^{TT}_\ell\) data. The onset of reionization induces polarization at large angular scales, and the epoch at which reionization occurs affects both the brightness and the apparent size of large angular scale fluctuations. This shifting of the amplitude and location of the reionization peak is demonstrated by the middle panel of Figure 1.1.

The tensor power spectrum is governed again by a power law power spectrum in Fourier space with amplitude \(A_t\) and spectral index \(n_t\). The tensor fluctuations have non-zero power spectra, but all except the B-mode power spectra are dwarfed
Figure 1.1: Theoretical power spectra with varying input cosmological parameters. Each of these plots displays $C_{\ell}^{TT}$, $C_{\ell}^{TE}$, $C_{\ell}^{EE}$, and $C_{\ell}^{BB}$, ordered by decreasing total power. In polarization-based power spectra, much of the variation comes from uncertainty in $\tau$ and $r$. The bottom panel shows theoretical power spectra drawn from the combined BICEP/Planck Monte Carlo Markov Chain analysis (BICEP2/Keck Collaboration et al., 2015), with $\tau = 0.08 \pm 0.02$ and $r = 0.02^{+0.03}_{-0.02}$. 
by the scalar power spectrum. The B-mode amplitude at the reionization peak is also
dependent on the reionization history, and from the B-mode reionization peak alone
there is a degeneracy between \( r \) and \( \tau \).

While there are still uncertainties in all cosmological parameters that can be con-
strained by the CMB, the theoretical uncertainty in \( r \) and \( \tau \) induce the most variation
in the \( C_\ell \). I demonstrate this by plotting on the bottom panel of Figure 1.1 random
draws from the best-fit parameters allowed by the joint BICEP2/Keck Collaboration
et al. (2015) analysis. Most of the variation in these curves comes from the uncertainty
in \( \tau \) and \( r \).

1.5 Galactic Sources of Microwave Emission

In order to make accurate maps of the Cosmic Microwave Background, it is necessary
to remove intervening sources of microwave emission. Because extragalactic sources
of microwave emission do not currently affect the determination of parameters related
to inflation and reionization, they will not be discussed further. The remainder of
the emission that concerns us is from inside of the Milky Way. In both intensity and
polarization, the minimum contribution from Galactic foregrounds is between 60 and
100 GHz, depending on angular scale and sky fraction (Figure 1.2). This is a primary
consideration in the design of CMB experiments.

1.5.1 Synchrotron

Synchrotron emission is generated by relativistic electrons being accelerated by the
Galactic magnetic field (Rybicki and Lightman, 1979). Because of the inherent
directionality of the underlying physics, synchrotron emission can be highly polarized,
Figure 1.2: Summary of all measured Galactic foregrounds. This figure is reproduced from Planck Collaboration (2015a). This figure shows the root mean square brightness of each of the components, with the upper and lower lines using $f_{\text{sky}} = 93\%$ and 81\% respectively for intensity, and 93\% and 71\% for polarization. The temperature (polarization) map was smoothed using a FWHM of 1° (40′).
and in fact can reach a polarization fraction of 70% in a perfectly regular magnetic field (Pacholczyk, 1970). Above 20 GHz, the synchrotron emission can be approximated by a power law with a spectral index $\beta_S \approx -3$, although synchrotron self-absorption causes flattening at lower frequencies (Strong, Orlando, and Jaffe, 2011; Orlando and Strong, 2013, GALPROP). The power law index of the synchrotron spectral index is known to vary spatially, with $-3 \lesssim \beta_S \lesssim -2.5$ (Fuskeland et al., 2014). The global constraints on synchrotron intensity and polarization are plotted as green curves in the top and bottom panels of Figure 1.2. In multipole space, the polarized power spectra roughly scale as $C_\ell \propto \ell^{-2.6}$ (Thorne et al., 2017). The measured power spectra and their best-fit model are displayed in the left panel of Figure 1.3.

### 1.5.2 Thermal dust

The majority of dust in the Milky Way is in equilibrium at a temperature of 20 K. This cold neutral medium radiates as a modified blackbody with emissivity index $\beta_D$ (Planck Collaboration, 2015a). Magnetic fields can align the major axes of aspherical dust grains, causing emission to be preferentially generated perpendicular to the local magnetic field, yielding a net polarization ranging from $1\% \lesssim p \lesssim 20\%$ (Planck Collaboration et al., 2015a; Planck Collaboration et al., 2015b). Polarized thermal dust has been measured by *Planck* using 100, 143, 217, and 353 GHz maps, and their angular scale dependence is consistent with a power law, $C_\ell^{EE/BB} \propto \ell^{\alpha}$ with $\alpha_{EE} = -2.42 \pm 0.02$ and $\alpha_{BB} = -2.54 \pm 0.02$, while the frequency dependence $\beta_D = 1.53 \pm 0.02$ is consistent with a constant spectral energy distribution across the sky (Planck Collaboration et al., 2018). The global constraints on thermal dust intensity and polarization are plotted as red curves in the top and bottom panels.
Figure 1.3: Multipole dependence of polarized foregrounds. This figure is reproduced from Thorne et al. (2017). On the left panel the power spectrum of the best-fit synchrotron model using the WMAP polarization analysis mask is displayed, for which the best-fit slopes of $\ell(\ell+1)C_\ell = A\ell^\gamma + N\ell(\ell+1)$ (where $A$ and $N$ are amplitude and noise terms) are $\gamma^{S,EE} = -0.66$ and $\gamma^{S,BB} = -0.62$. The right panel displays the power spectrum of the best-fit dust model using the Planck Gal 80 Galactic plane mask, and has $\gamma^{D,EE} = -0.31$ and $\gamma^{D,BB} = -0.15$.

of Figure 1.2. In multipole space, the polarized power spectra roughly scale as $C_\ell \propto \ell^{-2.3}$ (Thorne et al., 2017). The measured power spectra and their best-fit model are displayed in the right panel of Figure 1.3.

1.5.3 Spinning dust

If a dust grain has an intrinsic electric dipole, the changing local electric field will emit microwave radiation (Erickson, 1957; Draine and Lazarian, 1998). The precise spectral emission depends on dust grain properties. Although spinning dust does align with magnetic fields, energy dissipation causes the level of grain alignment to decrease, lowering the theoretical polarization fraction to be below 3%, with current measurements limiting $p \lesssim 1\%$ (Hoang, 2015). The frequency dependence is displayed in Figure 1.2, and its peak at $\sim 40$ GHz and steep dropoff could complicate estimates of polarized synchrotron emission, but the low limits on polarization fraction imply this will not be a factor for the current generation of CMB experiments’
sensitivity levels.

1.5.4 Free-free emission

Free-free radiation comes from the collision of electrons and ions, and is physically very well understood (Rybicki and Lightman, 1979). This emission is brightest in hot ionized regions with high emission measure, \( EM \propto \int n_e^2 \, d\ell \). The process itself is intrinsically direction independent, although in \( \text{H}\text{ii} \) regions the gradient in \( n_e \) at the edges of the regions can theoretically induce polarization, but there is currently no evidence for polarized free-free emission (Macellari et al., 2011).

1.6 The State of the Field

Since the discovery of the Cosmic Microwave Background, there has been enormous progress in the characterization of this radiation field. With the COBE/FIRAS experiment, the CMB has been determined to be the most pure blackbody found in nature, with deviations in Compton-\( y \) parameter and chemical potential \( \mu \) constrained to be \( |y| \lesssim 10^{-5} \) and \( |\mu| \lesssim 10^{-4} \) (Mather et al., 1994), although there are expected deviations from this that can be detected, and could yield a window into new physics (Chluba and Sunyaev, 2012). The CMB’s temperature anisotropies on the full sky have been characterized exquisitely by the WMAP (Bennett et al., 2013) and Planck (Planck Collaboration et al., 2016) experiments up to \( \ell \lesssim 2000 \), while ACT and SPT have made small-scale temperature measurements up to \( \ell \lesssim 10,000 \) (Louis et al., 2017; George et al., 2015). E-mode measurements have also been made at all scales, although the constraints at greater than degree scales are still quite noisy (Bennett et al., 2013; Planck Collaboration, 2015b). B-mode measurements at degree scales
and smaller have been made, but as of writing they are all consistent with scalar E-modes that have been reshuffled into B-modes by gravitational lensing (BICEP2 Collaboration et al., 2016).

The anisotropies of the CMB have been well characterized by a number of experiments. Angular power spectra from a subset of these experiments are displayed in Figure 1.4. Other than the remarkable agreement between the theoretical curves and the amassed data, there are two obvious concerns. First, the effect of the primordial gravitational waves in the B-mode power spectrum is almost entirely obscured by gravitational lensing of E-modes, with only an upper limit on the primordial tensor contribution of $r < 0.07$ (BICEP2 Collaboration et al., 2016). Second, there are very few polarized measurements at large angular scales, $\ell \lesssim 50$ ($\theta \gtrsim 5.2^\circ$). This technically and observationally difficult measurement has considerable discovery space. The poorly constrained large-scale E-modes and unmeasured large-scale B-modes are the most tantalizing data that promise to place meaningful constraints on the reionization and inflation epochs.

1.7 Measuring the Largest Modes with CLASS

The Cosmology Large Angular Scale Surveyor (CLASS) was designed to characterize the polarization of the CMB at the largest angular scales with high enough sensitivity to measure tensor-to-scalar fluctuations at the level of $r = 0.01$ (Essinger-Hileman et al., 2014; Harrington et al., 2016). The CLASS experiment surveys 70% of the microwave sky from the Atacama Desert in Chile. CLASS has two 93 GHz telescopes that target the frequency range where the combination of thermal dust and synchrotron are smallest, a 38 GHz telescope that characterizes the polarized
Figure 1.4: This figure shows a summary of all collected CMB anisotropy data at the time of this dissertation’s publication. The temperature anisotropy has been measured to the extent that instrumental noise is no longer a factor. The E-mode polarization at smaller than $\sim 5^\circ$ scales has also been measured to this level of precision, as has the cross-correlation between temperature and E-modes. The observed B-mode signal at smaller than degree scales, induced by gravitational lensing of E-modes signal, has also been measured with high statistical significance. Polarization in general is still affected by instrumental noise at large scales; measurements at the reionization peak have been made by the WMAP and Planck experiments, but the true amplitude of the signal for E-modes is still quite uncertain. Characterization of the largest angular scale polarization is paramount to constraining the amplitude of gravitational waves and the onset of reionization.
synchrotron emission, and a 145/217 GHz dichroic receiver that maps the polarized dust emission. These bandpasses were chosen both to effectively characterize and remove Galactic emission and avoid atmospheric emission lines. The telescopes all have a VPM operating at 10 Hz as their first optical element to put the signal band at 10 Hz, above the $1/f$ noise that comes from instrumental and atmospheric fluctuations (Miller et al., 2016). CLASS’s unique combination of large sky coverage, frequency range, front-end modulation, and high sensitivity detectors, make CLASS well poised to characterize the reionization and recombination peaks of the CMB E- and B-mode power spectra.

In this thesis, I present two of my publications that discuss CLASS’s observational strategy, its strategy for removing Galactic foreground contamination, and projections for its constraints on the tensor-to-scalar ratio $r$ and the reionization optical depth $\tau$. In chapter 2, we reproduce Watts et al. (2015). We consider the effectiveness of foreground cleaning in the recovery of Cosmic Microwave Background (CMB) polarization sourced by gravitational waves for tensor-to-scalar ratios in the range $0 < r < 0.1$. Using the planned survey area, frequency bands, and sensitivity of CLASS, we simulate maps of Stokes $Q$ and $U$ parameters at 40, 90, 150, and 220 GHz, including realistic models of the CMB, diffuse Galactic thermal dust and synchrotron foregrounds, and Gaussian white noise. We use linear combinations (LCs) of the simulated multifrequency data and a correlation-function pixel-space based likelihood formalism to obtain maximum likelihood estimates of $r$, the relative scalar amplitude $s$, and LC coefficients. We find that for 10,000 simulations of a CLASS-like experiment using only measurements of the reionization peak ($\ell \leq 23$), there is a 95% C.L. upper limit of $r < 0.017$ in the case of no primordial gravitational
waves. For simulations with $r = 0.01$, we recover at 68% C.L. $r = 0.012^{+0.011}_{-0.006}$.

The reionization peak corresponds to a fraction of the multipole moments probed by CLASS, and simulations including $30 \leq \ell \leq 100$ further improve our upper limits to $r < 0.008$ at 95% C.L. ($r = 0.01^{+0.004}_{-0.004}$ for primordial gravitational waves with $r = 0.01$).

We reproduce Watts et al. (2018) in chapter 3. We analyze simulated maps of CLASS experiment and recover a nearly cosmic-variance limited estimate of the reionization optical depth $\tau$. We use a power spectrum-based likelihood to simultaneously clean foregrounds and estimate cosmological parameters in multipole space. Using software specifically designed to constrain $\tau$, $A_s$, $r$, we demonstrate that the CLASS experiment will be able to estimate $\tau$ within a factor of two of the full-sky cosmic variance limit allowed by cosmic microwave background polarization measurements. Additionally, we discuss the role of CLASS’s $\tau$ constraint in conjunction with gravitational lensing of the CMB on obtaining a $\gtrsim 4\sigma$ measurement of the sum of the neutrino masses.

Some useful tangential results are included in Appendix A, including appendices first published in Watts et al. (2015) and Watts et al. (2018), as well as explanations of the real-space spherical harmonic decomposition we implemented for these works and the code used to create a pixel-space covariance matrix from underlying theoretical power spectra.
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Chapter 2

Measuring the Largest Angular Scale
CMB B-mode Polarization
with Galactic Foregrounds on a Cut Sky

2.1 Introduction

All astronomical data on cosmological scales conform to a six-parameter model of
the Universe ($\Lambda$CDM) with dark matter and a cosmological constant as the dominant
components (Hinshaw et al., 2013; Planck Collaboration, 2015c). The inflationary
paradigm, which postulates a short period of exponential expansion in the early Uni-
verse, accounts for features in $\Lambda$CDM, including the high degree of homogeneity and
flatness and the scalar spectral index $n_s \lesssim 1$ (e.g. Guth, 1981; Starobinsky, 1980;
Kazanas, 1980; Mukhanov and Chibisov, 1981; Einhorn and Sato, 1981; Linde,
1982; Albrecht and Steinhardt, 1982; Hinshaw et al., 2013; Bennett et al., 2013).
One of inflation’s predictions is a super-horizon stochastic gravitational wave back-
ground that induces polarization in the CMB (Polnarev, 1985). We can decompose
the CMB’s polarization field into E-modes with $(-1)^\ell$ parity, and B-modes with $(-1)^{\ell+1}$ parity (Seljak and Zaldarriaga, 1997; Kamionkowski, Kosowsky, and Stebbins, 1997; Hu and White, 1997). An inflationary B-mode signal can only come from primordial gravitational waves (tensor fluctuations of the metric), so a measurement of such a signal would be strong evidence for an inflationary epoch. We quantify constraints on B-modes in terms of the ratio of tensor fluctuations to scalar (density) fluctuations, $r$, evaluated at $k = 0.05 \text{ Mpc}^{-1}$. The current upper limit on tensor fluctuations ($r < 0.09$) using polarization only comes from a combination of Planck and BICEP2 measurements (BICEP2/Keck Collaboration et al., 2015; Planck Collaboration, 2015e).

The Cosmology Large Angular Scale Surveyor (CLASS) is a ground-based experiment that will observe 70% of the sky from Cerro Toco in the Atacama Desert at frequencies of 40, 90, 150, and 220 GHz (Eimer et al., 2012; Essinger-Hileman et al., 2014; Rostem et al., 2014; Appel et al., 2014). CLASS’s 90 GHz band has a projected sensitivity of 10 $\mu$K arcmin, an improvement over the Planck 100 GHz map (118 $\mu$K arcmin at high-$\ell$, Planck Collaboration, 2015a), and will achieve the measurement stability required to reach low multipoles using front end modulation by a variable-delay polarization modulator (VPM) (Chuss et al., 2012). CLASS is currently the only planned sub-orbital mission exploring the combination of frequency and multipole ranges described above. CLASS will probe the reionization peak in the BB power spectrum ($\theta \gtrsim 2^\circ$) along with other missions including PIPER (Lazear et al., 2014), QUIJOTE (López-Caniego et al., 2014), LSPE (Aiola et al., 2012), and GroundBird (Tajima et al., 2012). CLASS will also probe the recombination peak explored by BICEP2 (Ogburn et al., 2010), SPTpol (Austermann et al., 2012),
ABS (Essinger-Hileman et al., 2010), ACTPol (Niemack et al., 2010), Polarbear (Kermish et al., 2012), EBEX (Oxley et al., 2004), and SPIDER (Filippini et al., 2010). In contrast with other surveys that focus on higher multipoles or have different frequency ranges, CLASS probes a unique combination of frequency and multipole space, as illustrated in Figure 2.1. In addition to constraining inflation at all of the angular scales where B-modes are predominantly inflationary, we show that a noise-dominated BB spectrum $C_\ell \propto \ell^{-2}$ has signal-to-noise that scales as $\ell^{-3/2}$, as opposed to the well-known result $\ell^{1/2}$ found in the cosmic variance limit. In this era of initial measurements of B-mode polarization, we gain more information from large angular scale measurements than conventional wisdom would suggest, as we show in §A.1.

In this paper we explore the recovery of B-modes in the presence of foregrounds, instrument noise, and a cut sky. This analysis will focus on a subset of the simulated CLASS data using only the multipoles $\ell \leq 23$, to distill the information available from measurements of the reionization peak alone. In §2.2 we describe simulations of the CMB with $0 < r < 0.1$ and foreground components in 40, 90, 150, and 220 GHz frequency bands using the CLASS sensitivity and sky coverage. In §2.3 we describe the maximum likelihood method for recovering the primordial B-mode signal in the presence of foregrounds. We forecast constraints on $r$ from this method applied to the simulations in §2.4.

2.2 Multifrequency Simulations

We use publicly available data to simulate the polarized Galactic synchrotron and dust foregrounds. Our synchrotron map templates are based on the WMAP9 $K$-band (23 GHz) polarization data (Bennett et al., 2013). Synchrotron polarization
Figure 2.1: We display schematically the regions of purview corresponding to balloon-borne and ground-based CMB polarization experiments. CLASS is unique in measuring both the reionization and recombination peaks while straddling the foreground minimum. As upper limits on $r$ decrease, inflationary B-modes will dominate over lensing at increasing larger scales. The foreground model shown comes from Planck Collaboration (2015b) using measurements of 73% of the sky. We plot the frequency dependence of foregrounds in thermodynamic temperature units.
Table 2.1: Noise Contribution from Rescaled Foreground Templates

<table>
<thead>
<tr>
<th>Frequency ν (GHz)</th>
<th>$w_\nu^{-1/2}$ (μK arcmin)</th>
<th>$\alpha_S^\nu$</th>
<th>$\alpha_S^\nu w_{40}^{-1/2}$ (μK arcmin)</th>
<th>$\alpha_D^\nu$</th>
<th>$\alpha_D^\nu w_{220}^{-1/2}$ (μK arcmin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>39</td>
<td>1</td>
<td>39</td>
<td>0.022</td>
<td>0.95</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>0.103</td>
<td>4.02</td>
<td>0.095</td>
<td>4.09</td>
</tr>
<tr>
<td>150</td>
<td>15</td>
<td>0.032</td>
<td>1.25</td>
<td>0.306</td>
<td>13.2</td>
</tr>
<tr>
<td>220</td>
<td>43</td>
<td>0.018</td>
<td>0.70</td>
<td>1</td>
<td>43</td>
</tr>
</tbody>
</table>

Note – For each band we list the expected 5-year polarized noise at each frequency ($w_\nu^{-1/2}$). The columns for $\alpha_i^\nu w_{\nu_i}^{-1/2}$ show the expected noise contribution in each band when we rescale the 40 and 220 GHz channels according to the synchrotron and dust template scalings used in simulations (Equation 2.2). The values of $w_\nu^{-1/2}$ are estimated in Essinger-Hileman et al., 2014.

† Values for the amplitude of synchrotron and dust templates at frequency $\nu$, $\alpha_i^\nu$, come from Equation 2.2 and assume $\beta_S = -3$ and $\beta_D = 1.6$.

dominates the data in this band with negligible contribution from CMB polarization.

Our dust polarization templates are based on the Planck 353 GHz maps (Planck Collaboration, 2015a). In units of antenna temperature $T_A(\nu) \equiv c^2I_\nu/2k_B\nu^2$, with $I_\nu$ the specific intensity, we approximate the modified blackbody emission of dust as a power law with index $\beta_D = 1.6$ (Planck Collaboration, 2015f) and the synchrotron emission as a power law with $\beta_S = -3.0$ (Bennett et al., 2013; Fuskeland et al., 2014). Using these power law indices we rescale the WMAP and Planck data to create templates for synchrotron and dust at 40 and 220 GHz, respectively. The minimum contamination from foregrounds is around 70 GHz (Bennett et al., 2013; Planck Collaboration, 2015b), which, along with the location of atmospheric water and oxygen lines, informs the CLASS experiment’s choice of band center frequencies (Eimer et al., 2012).

We estimate CLASS’s sensitivity to tensor modes using random realizations of
Gaussian CMB fluctuations with white Gaussian detector noise, all with the same model of foreground contamination. We use the fiducial ΛCDM parameters from WMAP9 (Hinshaw et al., 2013) to simulate the scalar perturbation field, with a tensor contribution added in via $C_\ell = rC_{\ell}^{\text{tensor}} + sC_{\ell}^{\text{scalar}}$. The contribution from gravitational lensing is included in the $C_{\ell}^{\text{scalar}}$ term. We generate the theoretical spectra $C_\ell$ using CAMB, smoothed in multipole space using a Gaussian window function with $\theta_{\text{FWHM}} = 15^\circ$ to reduce aliasing from pixelization. We derive random $Q$ and $U$ maps from the theoretical $C_\ell$ values using the Healpix package synfast (Górski et al., 2005) with pixels at resolution $\theta_{\text{pix}} \sim 7^\circ$ ($N_{\text{side}} = 8$), including multipoles $2 \leq \ell \leq 23$. We then add dust and synchrotron polarization to each band, along with white Gaussian noise corresponding to the experiment sensitivity, given here in units of $\mu$K arcmin (see Table 2.1).

Given CLASS’s wide scan strategy from its site in the Atacama Desert at latitude $-23^\circ$ (Essinger-Hileman et al., 2014), we include data with declination $-73^\circ < \delta < 27^\circ$ so that $f_{\text{sky}} \approx 0.7$. We mask out the Galactic equator based on the WMAP P06 mask, defined in Page et al., 2007, resulting in a final $f_{\text{sky}} \approx 0.5$.

We define the polarization maps $P$ as a vector with the $Q$ and $U$ Stokes parameters as components. We use $P^S$ and $P^D$ as the synchrotron and dust templates at 40 GHz and 220 GHz respectively, and $P^{\text{CMB}}$ the simulated CMB. This allows us to generate the simulated multifrequency CLASS polarization data,

$$P^\nu = \alpha^\nu_S P^S + \alpha^\nu_D P^D + P^\text{CMB} + N^\nu$$

---

1. [http://camb.info](http://camb.info)
2. Healpix maps have resolutions denoted $r = 0, 1, 2, \ldots$. Each of the 12 lowest resolution pixels that characterize $N_{\text{side}} = 1$ divides into $N_{\text{side}} \times N_{\text{side}}$ regions where $N_{\text{side}} = 2^r$, and the total number of pixels is $N_{\text{pix}} = 12N_{\text{side}}^2$ with characteristic pixel size $\theta_{\text{pix}} \sim 58.6^\circ/N_{\text{side}}$. The full documentation is at [http://healpix.sf.net](http://healpix.sf.net).
where $N^\nu$ contains the Gaussian white noise maps for $Q$ and $U$, with the amplitude of the noise determined by the survey sensitivity given in Table 2.1 (Essinger-Hileman et al., 2014). Because we define the power law spectral indices $\beta_i$ in terms of antenna temperature and our data are in units of thermodynamic temperature, we scale the foreground channels using the factor

$$\alpha_i^\nu(\hat{n}) \equiv \left( \frac{\nu}{\nu_i} \right)^{\beta_i(\hat{n})} \frac{g(\nu)}{g(\nu_i)}$$

(2.2)

with $g(\nu) \equiv \partial T / \partial T_A = (e^x - 1)^2 / (x^2 e^x)$ the conversion factor from thermodynamic to antenna temperatures with $x \equiv h\nu/kT_{\text{CMB}} = \nu/56.78$ GHz. These $\alpha_i^\nu$ give the relative strength of each foreground component $i$ normalized by its strength at template frequencies $\nu_i$. As described above these templates are based on the WMAP $K$-band for synchrotron and Planck 353 GHz band for dust scaled to $\nu_S = 40$ GHz and $\nu_D = 220$ GHz, respectively. For these chosen frequencies and spectral indices, these strengths are $\alpha_S^{90} = 0.103$ and $\alpha_D^{90} = 0.095$ at 90 GHz while for 150 GHz, we have $\alpha_S^{150} = 0.032$ and $\alpha_D^{150} = 0.305$, as shown in Table 2.1. We display sample maps of our simulated CLASS data in Figure 2.2, along with the best-fit cleaned data and the residuals, to be described in §2.3.

The spatial dependence of the spectral indices is based on the pre-flight Planck Sky Model (PSM) (Delabrouille et al., 2013), which we display in Figure 2.3. As we demonstrate below, the PSM is consistent with current data. The $\beta_i$ from this model come from intensity measurements of foreground components, and are not expected to be the same as the polarized power law indices. For this work, we rescale the PSM spectral indices to have mean values $\langle \beta_S \rangle = -3.0$ and $\langle \beta_D \rangle = 1.6$. The amplitude of synchrotron spectral index fluctuations in the WMAP estimate derived from the $K$
Figure 2.2: The top four plots show simulated CLASS observations of $Q$ polarization assuming spatially varying spectral indices (as defined in Equation 2.2). The bottom two plots show (left) the output maximum likelihood CMB map with the simulation’s best-fit LC parameters as described in §2.3 and (right) the difference between the input CMB and the output maximum likelihood estimate. The difference map shows the effectiveness of our method for reconstructing the CMB, and the temperature range is representative of the noise in our map. Note that each of these maps uses a different color scale. We present the maps in Galactic coordinates (Mollweide projection) with gray pixels representing regions of the sky outside of the CLASS survey boundary or inside the Galactic mask. The black dashed lines on the 40 GHz map denote the declination limits of $-73^\circ$ and $27^\circ$ in celestial coordinates.
and $K\alpha$ band data (Bennett et al., 2013; Fuskeland et al., 2014) is broadly consistent with the variation in the PSM’s $\beta_SMiville-Deschênes et al., 2008$, model 4. The variation in the dust spectral index has variation $\Delta\beta_D$ (Planck Collaboration, 2015f) that is consistent with a constant spectral index (see §A.2) and hence with the small variation in the PSM (Finkbeiner, Davis, and Schlegel, 1999, model 8). Note that we only use the pre-flight PSM for spectral variation, while we derive the 40 and 220 GHz polarization templates from WMAP and Planck data respectively, as described above. However, the CLASS dataset itself will improve on this and be used in our final analysis.

In this study we focus on the effects of foregrounds and a cut sky on the recoverability of primordial B-modes. To isolate these effects we do not include potential instrumental systematics. For measurements that use a VPM to suppress $1/f$ noise, Miller et al. (2015) find that B-mode power from systematic effects can be suppressed to levels below the primordial level for $r = 0.01$, which suggests such effects are negligible in the context of this work.

### 2.3 Pixelized Likelihood Analysis

We base our analysis on methods developed in Efstathiou, 2006 and Katayama and Komatsu, 2011, and extend the Gaussian likelihood formalism to an arbitrary number of frequency channels, each with its own linear fit coefficient. We define the likelihood

$$L \propto \frac{\exp[-\frac{1}{2}x(a_\nu)^T C_p^{-1}(r, s, a_\nu)x(a_\nu)]}{\sqrt{\det[C_p(r, s, a_\nu)]}}.$$ (2.3)
Figure 2.3: The top row of foreground spectral indices from the PSM (Delabrouille et al., 2013) are used in our simulations. We model the variation in spectral index by breaking the sky into 14 regions (middle row, labelled “Mean”) with distinct LC fit coefficients. The $\beta_i$ in the middle row are the means of the PSM spectral indices within each region. This modelling trades off accuracy at small scales for computational efficiency.
where

\[ x = \sum_{\nu} a_{\nu} P^\nu, \quad \sum_{\nu} a_{\nu} = 1 \]  

(2.4)

is the CMB map cleaned using \( n \) frequency channels, with \( \sum_{\nu} a_{\nu} = 1 \) preserving the CMB’s frequency spectrum. We achieve this constraint defining \( a_{90} \) as \( 1 - a_{40} - a_{150} - a_{220} \). We define the pixel-space covariance matrix,

\[ C_p = r C_p^{\text{tensor}} + s C_p^{\text{scalar}} + I_p \sigma^2. \]  

(2.5)

Here \( I_p \) is the identity matrix in pixel space, and \( \sigma^2 = \sum_{\nu} (a_{\nu} \sigma_{\nu})^2 \) is the survey noise. The \( C_p \)’s are the theoretical signal covariance matrices, which themselves come from the power spectra, \( C_{\ell}^{BB} \) and \( C_{\ell}^{EE} \), assuming uncorrelated E- and B-modes, as detailed in Appendix A of Katayama and Komatsu, 2011. We vary \( s \), the amplitude of scalar fluctuations normalized by a fiducial value, to mitigate spurious correlations between the CMB and foregrounds in the maximum likelihood fitting as in §5.1 of Katayama and Komatsu, 2011. We use uniform unbounded priors on all parameters except for the tensor-to-scalar ratio and the 40 GHz and 220 GHz coefficients. We impose the prior \( r \geq 0 \) to avoid singular covariance matrices in Equation 2.5, and we impose the prior that the 40 and 220 GHz coefficients are negative to avoid numerical errors (which does not affect our overall results, as seen in Figure 2.4). The product of our likelihood and priors is proportional to the Bayesian posterior probability distribution for our parameters. We emphasize that this method differs from the internal linear combination method described in Efstathiou, Gratton, and Paci, 2009 due to our simultaneous variation of cosmological and foreground LC parameters and also due to the presence of the \( C_p^{-1} \) weighting for the solution of LC coefficients. When we maximize the likelihood (Equation 2.3) using the covariance
matrix (Equation 2.5), the maximum likelihood LC coefficients, \( \{a_\nu\} \), we create a map, \( x \), that best approximates a realization of the CMB with Gaussian noise. The modified foreground removal method is effective because the pixel-pixel correlations, \( C_p \), drive the fit so that the mean of the map, \( \langle x \rangle \), is zero, with variance corresponding to CMB fluctuations and instrumental white noise.

We obtain an estimate of the CMB, \( x \), by finding the parameters \( r, s, a_{40}, a_{90}, a_{150}, \) and \( a_{220} \) that maximize the likelihood \( L \) with the priors \( r \geq 0 \) and \( a_{40}, a_{220} \leq 0 \). We find that although a Monte Carlo Markov Chain (MCMC) estimation gives posterior distributions and suitable estimators for these parameters, using the scipy minimization routine \texttt{fmin_l_bfgs_b}, an implementation of the limited-memory Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm (Byrd et al., 1995), gives estimates of the maximum likelihood values for parameters \( \{r_{\text{ML}}, s_{\text{ML}}, a_{\nu,\text{ML}}\} \) at a fraction of the time required to compute the full MCMC posterior distributions. We plan to use MCMC methods for the analysis of the actual multi-frequency CLASS observed maps, but cosmic variance can cause different posterior distributions for the same underlying value of \( r \). For our \( \sim 10^4 \) simulations with random realizations of CMB and noise, the distribution of maximum likelihood values for \( r \) is comparable to the width of the posterior distribution of a single Monte Carlo chain. For forecasting purposes, we therefore run large numbers of simulations and study the posterior distribution of maximum likelihood values of the model parameters.

We also model spatially varying spectral behavior in the foregrounds. In practice, we split the map into fourteen separate foreground regions defined by the intersection of unmasked dust and synchrotron regions shown in Figure 2.3, which results in a 44-parameter fit (four \( a_\nu \) coefficients with one constraint \( \times 14 \) regions, \( s \), and \( r \)) for
varying spectral behavior. We define the regions in the middle row of Figure 2.3 using the PSM components in the top row. To construct these regions, we smooth the PSM $\beta_i$ maps, find all local minima and maxima, and choose contiguous pixels with roughly constant spectral index values. We choose thresholds such that the regions are small enough to make a constant index a good approximation, and large enough that we maintain computational efficiency that follows from the smaller number of parameters. Defining these regions according to existing measurements of spectral variation is the only part of our analysis that requires data external to CLASS. When the CLASS data are available, they will be the best probe of this large-scale position dependence of the foreground spectral indices.

We discuss the distribution of maximum likelihood $r$ values in the following section. For typical simulations with input $r = 0.01$, the other parameters for a single representative region have sample mean and standard deviation $s = 0.97 \pm 0.13$, $a_{40} = -0.1 \pm 0.01$, $a_{90} = 0.9 \pm 0.1$, $a_{150} = 0.3 \pm 0.1$, and $a_{220} = -0.16 \pm 0.03$. Both $a_{40}$ and $a_{220}$ are negative because data at these frequencies serve to remove foregrounds, while the 90 and 150 GHz coefficients contribute positively, with most of the weight coming from $a_{90}$. We display the distribution of ML values for these parameters and $r$ in Figure 2.4.

### 2.4 Recovery of $r$

If the uncertainty were only dependent on instrument noise and not a function of the cosmological value of $r$, we would choose a threshold based on this uncertainty, such as $3\sigma_r$, and claim this as a detection limit. However, the prediction problem is more complicated, as $\sigma_r$ depends on $r$ as well as dust and synchrotron emission in the
Figure 2.4: Distribution of the output maximum likelihood parameters for $10^4$ simulations using the sensitivities from Table 2.1 with an input $r = 0.01$. The simulation features spatially varying spectral indices and the distribution of LC coefficients $a_\nu$ are displayed for one of the fourteen regions in Figure 2.3. This demonstrates that the maximum likelihood solutions for $r_{ML}$ and $s_{ML}$ are uncorrelated with each other and the LC coefficients.
Galaxy through chance cross-correlations. We focus on the effect of varying $r$ on the detection limit, which we will not know until real measurements are made. We find the distribution of recovered maximum likelihood values $r_{\text{ML}}$ for a given input $r$.

Using the simulations described in §2.2 and the maximum likelihood method described in §2.3, we generate realizations of CLASS-like data and infer best-fit parameters from them. The maps all have scalar fluctuations with a fixed normalization ($s = 1$) and the same foreground simulation from §2.2, while the tensor modes have varying strength $0 < r < 0.1$ uniformly sampled with one $r$ every $\delta r = 5 \times 10^{-6}$. We display a subset of these simulations in Figure 2.5, marginalized over $s$ and the LC coefficients.

Actual CLASS data will provide a maximum likelihood estimate $r_{\text{ML}}$. Using simulated data similar to those from Figure 2.5, we will estimate the distribution of $r$ using the slice $p(r|r_{\text{ML}})$. Without knowledge of $r_{\text{ML}}$, however, we need to marginalize over the possible values of $r_{\text{ML}}$ that result from cosmic variance given a “true” $r$.

We estimate the constraining power of CLASS prior to a specific measurement $r_{\text{ML}}$. Our goal is to calculate a probability distribution $p(r|r_{\text{true}})$ that indicates our best estimate of $r$ given some true value, $r_{\text{true}}$. From simulations, we calculate the probability of a specific value of $r$ given a measured $r_{\text{ML}}$, $p(r|r_{\text{ML}})$, and the probability of obtaining a given maximum likelihood result $r_{\text{ML}}$ given the true value of $r$, $p(r_{\text{ML}}|r_{\text{true}})$. Using this information, we can marginalize over the nuisance parameter, $r_{\text{ML}}$, i.e.

$$p(r|r_{\text{true}}) = \int p(r|r_{\text{ML}})p(r_{\text{ML}}|r_{\text{true}}) \, dr_{\text{ML}}. \quad (2.6)$$

The quantity $p(r|r_{\text{true}})$ represents the average of a CLASS-like experiment’s posterior
distribution for \( r \) over many realizations, given that the true amplitude of tensor fluctuations is \( r_{\text{true}} \). This statistic is motivated by noting a single CLASS-like experiment will produce a probability distribution \( p(r|r_{\text{ML}}) \). The random variable \( r_{\text{ML}} \) is a draw from the distribution \( p(r_{\text{ML}}|r_{\text{true}}) \), and is not of inherent interest to this discussion. The \( p(r_{\text{ML}}|r_{\text{true}}) \) function acts as a kernel for a weighted average, and is used here to create a weighted average of each \( p(r|r_{\text{ML}}) \), which results in the distribution \( p(r|r_{\text{true}}) \).

We illustrate this process in Figure 2.5 in which the histogram across the top gives a single realization of \( p(r|r_{\text{ML}}) \) and the histogram on the right shows \( p(r_{\text{ML}}|r_{\text{true}}) \) for a specific value \( r = r_{\text{true}} \) for the input model. In this formalism, we can obtain a distribution of expected estimates of \( r \) given \( r_{\text{true}} \).

We also estimate the constraining power of CLASS’s high-multipole data, with \( \theta_{\text{pix}} \sim 27.5' \) \((N_{\text{side}} = 64, \ell \lesssim 100)\). The model used here has a fixed scalar fluctuation amplitude \( s = 1 \) and spatially constant spectral indices. These simplifications are justified because foreground power spectra decay approximately as \( C_\ell \propto \ell^{-2.5} \), and spurious correlations between the CMB and foregrounds are negligible at these scales (Page et al., 2007; Planck Collaboration, 2014). We use an internal linear combination (ILC) method similar to that used in the WMAP analysis (Hinshaw et al., 2007) to clean foregrounds, and then use PolSpice (Chon et al., 2004) to extract the B-mode power spectrum for multipoles \( 30 \leq \ell \leq 100 \). By simulating maps with varying \( r \) as in the low-\( \ell \) simulations, we find that we can describe the likelihood of \( r \) from the high-\( \ell \) distribution with a Gaussian probability distribution \( p(r|r_{\text{true}}) \propto e^{-(r-r_{\text{true}})^2/2\sigma^2} \) with \( \sigma = 0.005 \).

This analysis omits multipoles \( 24 \leq \ell \leq 29 \), due to constraints from both the low-\( \ell \) and high-\( \ell \) software. For the pixel-based approach at low-\( \ell \), the Healpix
Figure 2.5: Each point in the bottom-left plot represents a unique realization of the simulations described in §2.2. Given an input tensor-to-scalar ratio $r$ we compute the distribution of recovered maximum likelihood values $r_{ML}$. We also display sample distributions of $r_{ML}$ given an $r_{true} = 0.01 \pm 0.0005$ (green histogram) in the right plot, and of $r$ given an $r_{ML} = 0.01 \pm 0.0005$ (red histogram) in the top plot. To obtain our posterior distribution of $r$ given a value $r_{true}$, we integrate the product of these distributions over $r_{ML}$ (Equation 2.6).
documentation recommends using $\ell_{\text{max}} = 3N_{\text{side}} - 1 = 23$ to avoid oversampling each pixel, while PolSpice introduces mode-coupling effects in the power spectrum for $\ell \lesssim 30$.

With the distribution for $r_{\text{true}} = 0$, we obtain the range of potential false positive results, which suggests a definition of our upper limit as the value of $r$ that contains 95% of the area under the curve from $r = 0$, yielding $r < 0.017$ for low-$\ell$ data alone, and $r < 0.008$ using the high-$\ell$ simulations as well. Similarly, we estimate the expected range of recovered $r$ for $r_{\text{true}} = 0.01$, and find that the 68% confidence interval, defined as the percentiles $(0.16, 0.5, 0.84)$, gives $r = 0.011^{+0.011}_{-0.007}$ ($r = 0.010^{+0.004}_{-0.004}$ including high-$\ell$). These distributions are displayed in Figure 2.6. Using a simple likelihood ratio test based on these curves with $\mathcal{L}(r) \equiv p(r|r_{\text{true}} = 0.01)$, we find a likelihood ratio for the low-$\ell$ data with $\mathcal{L}(0)/\mathcal{L}(0.01) = 0.52$, corresponding to a PTE of 0.13, or a significance of $1.2\sigma$. Including high-$\ell$ data gives a projected $\mathcal{L}(0)/\mathcal{L}(0.01) = 0.07$, corresponding to a PTE of 0.01, or a significance of $2.3\sigma$.

### 2.5 Conclusions

In this work, we have simulated CMB polarization maps on a cut sky contaminated by diffuse foreground emission and Gaussian white noise. We recovered the input CMB by solving for maximum-likelihood maps using a pixel-based maximum likelihood method tailored to measure the reionization peak ($\ell \lesssim 23$). We have found the following.

- We found unbiased estimates of the amplitudes of scalar and tensor fluctuations with a four-frequency maximum likelihood analysis accounting for CLASS-like noise, a cut sky, and foregrounds with spatially varying spectral indices.
Figure 2.6: We estimate the distributions for $r$ from Equation 2.6, and use a Gaussian kernel density estimator to obtain a continuous curve, which returns a normalized probability density by default. The dashed lines are the distributions given only the low-$\ell$ data ($2 \leq \ell \leq 23$), while the solid curves are a product of the low-$\ell$ distributions and a Gaussian estimate of the high-$\ell$ ($30 \leq \ell \leq 100$) distribution with mean $\mu = r_{\text{true}}$ and standard deviation $\sigma = 0.005$. The solid curve for $r_{\text{true}} = 0$ gives a 95% C.L. upper limit $r < 0.008$, while for the other solid curves the 95% C.L. limits are $0.006 < r < 0.014$ and $0.015 < r < 0.024$. 
• We have found that, by using only polarization the reionization peak (2 \leq \ell \leq 23), data from a five-year CLASS-like experiment would produce a 95% upper limit of \( r < 0.017 \), which improves to \( r < 0.008 \) when we include high-\( \ell \) data (30 \leq \ell \leq 100).

• Our pixel-based low-multipole maximum likelihood solution is straightforward to run and implement, and is stable to foreground complications, i.e. variable spectral indices and polarization fractions.

Although CLASS’s primary purpose is constraining the amplitude of tensor fluctuations, a foreground-cleaned measurement of CMB polarization on the largest scales can help constrain several other cosmological parameters. Our cosmic variance-limited measurement of the large-scale E-mode power spectrum will improve on the current WMAP and Planck measurements of the optical depth \( \tau \) to reionization by a factor of four. Not only can optical depth measurements constrain cosmic reionization scenarios, but it can also further constrain the amplitude of primordial density fluctuations \( A_s \), whose precision is limited by its degeneracy with \( \tau \). With a tightly constrained \( A_s \) measurement, comparisons with the amplitude of large scale structure of the Universe, \( \sigma_8 \), can be used to infer the sum of neutrino masses to 0.015 eV (Allison et al., 2015). Finally, the observed anomalies in the temperature fluctuations on large angular scales require polarization measurements on the same scales to probe physics beyond standard \( \Lambda \)CDM (Bennett et al., 2011; Planck Collaboration, 2015d).
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Chapter 3

A projected estimate of the reionization optical depth using the CLASS experiment’s sample-variance limited E-mode measurement

3.1 Introduction

Measurements of the cosmic microwave background (CMB) have tightly constrained the properties of the large-scale observable universe, with the reionization optical depth $\tau$ left as the worst-determined fundamental $\Lambda$CDM parameter (Bennett et al., 2013; Planck Collaboration XIII, 2016). The importance of polarization measurements has become more critical as the Planck experiment has measured the unpolarized temperature anisotropy over the full sky to its sample variance limit up to a resolution of $\theta \gtrsim 7'$ ($\ell \lesssim 1600$) (§3.8 of Planck Collaboration XI 2016, albeit with potential complications, see Addison et al. 2016). At sub-degree angular scales ($\ell \gtrsim 200$), polarization power is sourced by primordial scalar fluctuations with extra
correlations induced by gravitational lensing (e.g. Hu and Okamoto, 2004; Galli et al., 2014; Louis et al., 2017; Henning et al., 2017). At larger angular scales, gradient-like E-mode polarization measurements can tightly constrain the reionization optical depth $\tau$ via the rough scaling $C_{2 \leq \ell \leq 20}^{EE} \propto \tau^2$ (Page et al., 2007), while we can use the curl-like B-mode polarization measurements to constrain the amplitude of stochastic gravitational waves that the inflationary paradigm predicts, whose amplitude is parameterized by the ratio $r$ of tensor-to-scalar fluctuations in the metric (Guth, 1981; Starobinsky, 1980; Kazanas, 1980; Mukhanov and Chibisov, 1981; Einhorn and Sato, 1981; Linde, 1982; Albrecht and Steinhardt, 1982; Kamionkowski, Kosowsky, and Stebbins, 1997; Seljak and Zaldarriaga, 1997). The CLASS experiment is uniquely and specially designed to constrain $r$ and $\tau$ by recovering the largest scale fluctuations of the polarized cosmic microwave background across 70% of the sky (Eimer et al., 2012; Essinger-Hileman et al., 2014; Harrington et al., 2016).

The reionization optical depth $\tau$ is the total free electron opacity to the surface of last scattering,

$$\tau = \int_{t_{\text{ls}}^0}^{t_0} n_e(t) \sigma_T c \, dt,$$

where $n_e(t)$ is the average number density of free electrons from the time of last scattering $t_{\text{ls}}$ to today $t_0$ and $\sigma_T$ is the Thomson scattering cross section. For $\tau \ll 1$, the reionization optical depth is the probability that a CMB photon was scattered by free electrons from reionization. The redshift of reionization can be defined if one assumes that $n_e(t)$ is nearly a step function, but it is likely that reionization was an extended process, with evidence of significant contributions to $\tau$ up to $z \sim 16$ (Heinrich, Miranda, and Hu, 2017).

From measurements of QSO absorption lines via the Gunn-Peterson effect (Gunn
and Peterson, 1965), we know that the universe was ionized by redshift $z = 6$, corresponding to a lower limit of $\tau \gtrsim 0.038$ if we assume instantaneous reionization (Fan et al., 2006; Planck Collaboration Int. XLVII, 2016). The quantity $\tau$ can be constrained using measurements of the temperature-E-mode cross-correlation and the E-mode auto-correlation $C_{\ell}^{\text{TE}}$ and $C_{\ell}^{\text{EE}}$ at the largest angular scales. The *Planck* and *WMAP* measurements are limited in precision by sample variance in the $C_{\ell}^{\text{TE}}$ case, and by instrumental noise and systematic effects in the $C_{\ell}^{\text{EE}}$ case, with the latest limits from *Planck* giving $\tau \sim 0.06 \pm 0.01$ (Planck Collaboration et al., 2016; Planck Collaboration Int. XLVII, 2016), although the amplitude of unexplained large-scale signals in the *Planck* maps create extra uncertainty and potential biases in this measurement (Weiland et al., 2018). It is possible to obtain this constraint using only temperature anisotropy, CMB lensing, and baryon acoustic oscillation (BAO) data as an independent check. In particular, PlanckTT+lensing+BAO data constrain $\tau = 0.067 \pm 0.016$ (Planck Collaboration XIII, 2016, §3.4) and WMAPTT+lensing+BAO data imply $\tau = 0.066 \pm 0.02$ (Weiland et al., 2018, §5). These constraints are independent of CMB polarization data.

Free streaming of massive neutrinos reduces the amplitude of matter fluctuations at small scales. For testing extensions to ΛCDM, a measurement of $\tau$ is necessary to reduce degeneracies between the clustering amplitude at $8\,h^{-1}\,\text{Mpc}$, the physical cold dark matter density, and the sum of the neutrino masses ($\sigma_8$, $\Omega_c h^2$, and $\sum m_\nu$, respectively) (Allison et al., 2015; Liu et al., 2016). The measurement of neutrino masses is especially tantalizing since current upper limits are only a few standard deviations away from the lower limit implied by solar neutrino oscillation measurements (Abazajian et al., 2016).
The relevant polarized foregrounds, thermal dust and synchrotron emission, dominate at large scales with their angular power spectra approximated by power laws $C_{\ell}^{dust} \propto \ell^{-2.53}$ and $C_{\ell}^{sync} \propto \ell^{-2.44}$ (Planck Collaboration X, 2016, Table 11, $f_{\text{sky}}^{\text{eff}} = 0.73$) and are highly anisotropic at large scales, with their minimum in frequency space falling around 70–90 GHz (Krachmalnicoff et al., 2016; Planck Collaboration X, 2016, Fig. 51). This contamination can be mitigated by making high signal-to-noise measurements of the CMB at degree scales and cleaning foregrounds in multipole space, which is the strategy of the ACTPol (Niemack et al., 2010), BICEP (Ade et al., 2015), POLARBEAR (Kermish et al., 2012), and SPTPol (Austermann et al., 2012) experiments. Another approach is to focus on large scale ($\theta \gtrsim 10^\circ$) fluctuations where it is computationally simpler to remove spatially varying foregrounds in map space, an approach that has been employed using maps smoothed to $\theta \sim 15^\circ$ (Bennett et al., 2013; Planck Collaboration XI, 2016). For power spectrum-based analyses, the incomplete sky causes issues both due to E $\rightarrow$ B mixing (caused by spherical harmonics no longer forming a complete orthonormal basis) and the related issue that estimates of the CMB power spectrum $\hat{C}_\ell$ are not drawn from a well-understood statistical distribution. These issues have been addressed by using $C_\ell$ estimators that can reduce or specifically forbid E $\rightarrow$ B mixing (Chon et al., 2004; Smith and Zaldarriaga, 2007, respectively), and the development of approximate likelihoods that include any potential mixing effects explicitly (Hamimeche and Lewis, 2008; Mangilli, Plaszczyński, and Tristram, 2015).

Watts et al. (2015) demonstrated that the CLASS experiment, and other experiments with multifrequency data and large observing area (e.g. LSPE, Aiola et al. 2012, GroundBird, Tajima et al. 2012 and PIPER, Gandilo et al. 2016), will be able
to overcome partial-sky $E \rightarrow B$-mode mixing and known sources of foreground contamination by using an exact pixel-based likelihood for low-resolution measurements and a pseudo-$C_\ell$ likelihood for higher-resolution measurements. In this paper we address mode mixing by fitting the model to the data using a pseudo-$C_\ell$ estimate from PolSpice (Chon et al., 2004) and fitting the data to theory using the approximate Wishart distribution described in Hamimeche and Lewis (2008).

Another major obstacle to characterizing large angular scales is mitigating systematic effects due to observations made on long timescales due to instrumental variations. To reach the necessary instrumental stability, a front-end modulator in the form of a variable-delay polarization modulator (VPM, Chuss et al., 2012) is used as the first optical element of each CLASS telescope (Eimer et al., 2012). This reduces instrumental effects well below the amplitude of an $r = 0.01$ signal (Miller et al., 2016).

This paper expands on Watts et al. (2015) by characterizing the estimated power spectrum across the entire angular range ($2 \leq \ell \leq 100$) while simultaneously constraining $\tau$, $A_s$, $r$, and foreground emission, assuming $1/f$ noise reduction to $r \ll 0.01$ levels using a Variable-delay Polarization Modulator (Miller et al., 2016).

In addition to quantifying the expected cosmological parameter constraints from the full CLASS dataset, we also discuss constraints using combinations from external datasets. CLASS will make a sample-variance limited measurement of E-modes on the largest angular scales. With this precise measurement of $\tau$ ($\sigma_\tau \sim 0.003$), the CLASS experiment’s measurements will break the $A_s e^{-2\tau}$ partial degeneracy found in temperature anisotropy measurements. The resulting improved constraint on $A_s$ enables tighter bounds on the sum of neutrino masses $\sum m_\nu$. 
Figure 3.1: The simulated CLASS maps include a realization of the CMB, polarized synchrotron and thermal dust emission, and Gaussian white noise. The top panels show the individual Stokes $Q$ components of the simulation, while the bottom show the simulated multifrequency Stokes $Q$ CLASS maps, with the Galactic plane masked and parts of the celestial Northern Hemisphere and celestial Southern Hemisphere excluded by the survey boundary. All maps are displayed in Galactic coordinates with units of $\mu$K.

In section 3.2 we will discuss our simulated data and the assumptions that go into our modeling. section 3.3 introduces our implementation of the Hamimeche and Lewis (2008) pseudo-$C_\ell$ likelihood and its efficacy at providing constraints given the simulated data. section 3.4 discusses the implications of a CLASS $\tau$ measurement in the context of external cosmological parameter constraints. Unless noted otherwise, all cosmological parameters are those listed in Planck Collaboration Int. XLVII (2016), specifically PlanckTTTEEE+SIMlow.

3.2 Simulated Maps

We use the CLASS instrument and survey specifications for our simulated data as enumerated in Essinger-Hileman et al. (2014). The CLASS experiment is located in the Atacama Desert in Chile, at a latitude of $-23^\circ$, scanning 70% of the sky.
every day at 45° elevation. We combine a mask due to the survey geometry with the WMAP P06 Galactic foreground mask, which cuts out the brightest 25% of the sky (Page et al., 2007). This leaves CLASS with an observed sky fraction of \( f_{\text{sky}} = 0.47 \). The CLASS frequency bands are chosen to minimize atmospheric emission while straddling the Galactic foreground minimum. Assuming a 5-year survey with 40, 90, 150, and 220 GHz channels, the maps are assigned weights per pixel \( w_{p,\nu} \), corresponding to white noise levels \( w_{p,\nu}^{-1/2} = [39, 10, 15, 43] \mu K \text{arcmin} \).

We use this to simulate maps of white noise as draws of a Gaussian random variable \( n_\nu \sim N(0, \sigma_\nu^2 \mathbf{I}) \) with \( \sigma_\nu = w_{p,\nu}^{-1/2} / \sqrt{\Omega_{\text{pix}}} \), where \( \Omega_{\text{pix}} \) is the area of a HEALPix pixel at the simulated resolution, here \( N_{\text{side}} = 128 \).

We simulate foreground emission using PySM (Thorne et al., 2017), which takes into account polarized foreground measurements from Planck and WMAP (polarized dust from Planck Collaboration X 2016, polarized synchrotron from Bennett et al. 2013). While it is known that the emission laws of these foregrounds vary across the sky, with antenna temperature emission parametrized as

\[
\begin{align*}
\mathbf{m}_{\text{sync}}^\nu &= \mathbf{m}_{\text{sync}} \left( \frac{\nu}{\nu_S} \right)^{\beta_S(\mathbf{\hat{n}})} \\
\mathbf{m}_{\text{dust}}^\nu &= \mathbf{m}_{\text{dust}} \left( \frac{\nu}{\nu_D} \right)^{\beta_D(\mathbf{\hat{n}})-2} B_{\nu} \left[ T_D(\mathbf{\hat{n}}) \right] / B_{\nu_D} \left[ T_D(\mathbf{\hat{n}}) \right],
\end{align*}
\]

(3.2)

current data do not yet meaningfully constrain the spatial variation of spectral indices within our sky cut (Watts et al. 2015 Appendix B, Sheehy and Slosar 2017, Planck Collaboration et al. 2018). Therefore we model foreground emission with fixed (i.e., isotropic) synchrotron spectral index \( \beta_S \), dust spectral index \( \beta_D \), and blackbody

---

\(^{1}\)HEALPix (Górski et al., 2005) maps are divided into \( 12N_{\text{side}}^2 \) pixels, with each pixel width \( \theta_{\text{pix}} \sim 58.6^\circ / N_{\text{side}} \). The full documentation can be found at [http://healpix.sourceforge.net](http://healpix.sourceforge.net).

\(^{2}\)https://github.com/bthorne93/PySM_public
emission $B_\nu[T_D]$ with dust temperature $T_D$. Here we use $\nu_S = 40\,\text{GHz}$ and $\nu_D = 220\,\text{GHz}$ as the reference frequencies, with $m_{\text{sync}}$ and $m_{\text{dust}}$ the synchrotron and dust emission at these respective frequencies. The typical levels for these parameters are $\beta_S \sim -3.0 \pm 0.1$ (Fuskeland et al., 2014, WMAP intensity measurements), $\beta_D \sim 1.6 \pm 0.1$ (Planck Collaboration Int. L, 2017, Planck polarization measurements), and $T_D \sim 22 \pm 8\,\text{K}$ (Planck Collaboration X, 2016, Planck intensity measurements).

While varying foreground emission laws are a significant source of bias for B-mode measurements, E-modes are much brighter and are largely unaffected by this source of uncertainty. Additionally, we addressed this complication in Watts et al. (2015) by splitting the sky up into sub-regions with constant emission parameters and showed that a 95\% C.L. measurement of $r = 0.01$ was still possible. We have performed several simulations using the levels of spectral index variation in Thorne et al. (2017) ($\Delta\beta_D < 0.1, \Delta\beta_S \sim 0.1$) and found shifts in the recovery of $\tau$ on the order of $\lesssim 0.5\sigma_{\tau}$. These simulations used a single set of foreground maps that assumed instrumental white noise. For this work we use $\beta_D = 1.6$ and $\beta_S = -3$ fixed across the sky.

For the CMB signal, we use the CAMB package (Lewis, Challinor, and Lasenby, 2000)\(^3\) to generate theoretical $C_\ell^{EE}$ and $C_\ell^{BB}$, keeping all parameters fixed to the PlanckTTTTEEE+SIMlow Planck Collaboration Int. XLVII (2016) parameters, namely $\tau = 0.0596$ and $\ln(10^{10}A_s) = 3.056$, with the addition of tensor B-modes of amplitude $r = 0.05$. With these theoretical power spectra in hand, we simulate maps using HEALPix’s synfast function, from which we take the output $Q$ and $U$ Stokes parameters, denoted by the vector $m_{\text{CMB}}$.

The CLASS 40, 90, 150, and 220 GHz bands have beam full width half maxima.

\(^3\)http://camb.info
(FWHMs) of 90, 40, 24, and 18 arcmin respectively, but for the purposes of this study we simulate the maps with a common resolution of 1.5°. We bring all of the foregrounds and CMB to this common resolution \( \theta_{\text{FWHM}} = 1.5^\circ \), and model the Gaussian noise as uncorrelated between pixels.

The data are from our multifrequency simulations

\[
m^\nu = g(\nu)m^\nu_{\text{sync}} + g(\nu)m^\nu_{\text{dust}} + m_{\text{CMB}} + n^\nu,
\]

where \( g(\nu) \equiv \partial T / \partial T_A = (e^x - 1)^2 / (x^2 e^x) \) is the conversion factor from antenna to thermodynamic temperature referenced to the CMB radiation, with \( x \equiv h \nu / kT_{\text{CMB}} = \nu / (56.78 \text{ GHz}) \), and \( m^\nu_{\text{sync/dust}} \) as defined in Equation 3.2. A single realization of the CLASS Stokes \( Q \) maps using this prescription is shown in Figure 3.1.

### 3.3 Analysis Techniques

For the CLASS experiment, E-modes are far into the signal-dominated regime, with the main impediment to CMB characterization being the Galactic foreground emission (assuming all systematic measurement errors are under control). To estimate the linearly polarized Stokes parameters of the CMB maps and their polarized power spectra \( C_\ell^{EE} \) and \( C_\ell^{BB} \), we take linear combinations of the multifrequency maps constrained to keep the CMB amplitude consistent with blackbody emission,

\[
\hat{m}_{\text{CMB}} \equiv \sum_\nu c_\nu m^\nu, \quad \sum_\nu c_\nu = 1.
\]
Figure 3.2: Left: The points labeled $D_{\ell}^{\nu} \equiv \ell(\ell + 1)\hat{C}_\ell^{\nu}/2\pi$ are the autospectra associated with each CLASS band. The amplitudes of these spectra depend both on the foreground amplitudes and the inherent noise bias in auto-spectra. In our likelihood we include these auto-spectra and the cross-spectra (not plotted) and recover the input model (solid lines) by taking linear combinations of these sixteen spectra. Note that the theoretical curves have been smoothed with a $1.5^\circ$ Gaussian window function. The B-mode spectrum includes contributions from primordial gravitational waves and gravitational lensing, the latter of which is sub-dominant for our fiducial value of $r = 0.05$, but is dominant at the recombination peak when $r \lesssim 0.01$. Right: This is a representation of the constraining power of CLASS in pseudo-$C_\ell$ space with each point and line an independent draw from the MCMC chain. The transparent overlapping gray dots ($\hat{C}_\ell$) represent estimates of the best-fit foreground-cleaned power spectrum $\sum_{\nu_1,\nu_2} c_{\nu_1} c_{\nu_2} \hat{C}_{\ell}^{\nu_1\nu_2}$ (with darker dots being many overlapping gray dots), the thin lines ($C_{\ell}^{th}$) represent theory curves that were drawn from the chain, and the thick solid lines (Input) the input theory power spectra. The white noise level (Noise) is plotted as an orange dashed line, and the best-fit Theory + Noise power spectrum is plotted as the black dotted line. The expected error is represented by the transparent red and blue swaths, and is given in terms of the input theory spectrum and the best-fit noise, $\sigma_\ell = \sqrt{2(\ell+1)\hat{f}_{sky}}[C_\ell + N_\ell(c_\nu)]$. The input $r = 0.05$, log $10^{10} A_s = 3.046$, and $\tau = 0.0596$, are all recovered within $95\%$ confidence levels.
Figure 3.3: Monte Carlo Chain for a single simulation. All parameter fluctuations are representative of the spread found in our suite of simulations. The \( \sim 1\sigma \) offset in \( \tau \) is not unexpected for this single realization. An accurate and unbiased \( \tau \) results from many simulations. The medians and their asymmetric 68\% confidence levels are quoted above each one-dimensional histogram. The cosmological parameters are uncorrelated with the linear combination coefficients \( c_\nu \), implying that any residual foregrounds do not affect parameter constraints.
We ensure that the coefficients \( c_\nu \) reduce foregrounds by imposing Gaussian priors

\[
\sum_\nu c_\nu g(\nu) \left( \frac{\nu}{\nu_S} \right)^{\beta_S} = 0 \pm 0.01
\]

(3.5)

\[
\sum_\nu c_\nu g(\nu) \left( \frac{\nu}{\nu_D} \right)^{\beta_D-2} \frac{B_\nu[T_D]}{B_{\nu_D}[T_D]} = 0 \pm 0.01,
\]

(3.6)

corresponding to priors on \( \Delta \beta_{S/D} < 0.1 \). This prior downweights unphysical solutions corresponding to values of \( \beta_{S/D} \) that are ruled out by existing data. This prior is relatively weak compared to the constraining power of the experiment, which returns constraints corresponding to \( \Delta \beta_S = 0.02 \) and \( \Delta \beta_D = 0.005 \). If the \( c_\nu \) are chosen such that there are no foreground residuals while the instrumental noise contribution is minimized, the resulting power spectrum estimate will be given by

\[
\hat{C}^{\text{EE/BB}}_\ell = C^{\text{EE/BB}}_\ell + \sum_\nu c^2_\nu N^\nu_\ell.
\]

(3.7)

where \( N^\nu_\ell = w^{-1}_{\nu,\nu} \), in units of \( \mu K^2 \text{ sr} \).

For our purposes, the foreground coefficients \( c_\nu \) are nuisance parameters that are marginalized over, while the true parameters of interest are \( r, \tau, \) and \( A_s \). To account for any spurious correlations between foregrounds and CMB fluctuations, we simultaneously fit for the foreground coefficients and the cosmological parameters. Given the power spectrum estimate \( \hat{C}_\ell(c_\nu) \), the noise power spectrum \( N_\ell = \sum_\nu c^2_\nu N^\nu_\ell \), and the theoretical power spectrum \( C_\ell(r, A_s, \tau) \), the cut-sky likelihood for the power
spectra $C^{\text{EE/BB}}_\ell$ is given by minimizing

$$-2 \ln \mathcal{L} \simeq \sum_{\ell \ell'} \left[ G \left( \frac{\hat{C}_\ell}{C_\ell + N_\ell} \right) C_{f\ell} \right] \left[ M_f^{-1} \right]_{\ell \ell'} \left[ C_{f\ell'} G \left( \frac{\hat{C}_{\ell'}}{C_{\ell'} + N_{\ell'}} \right) \right] + 2 \sum_{\ell} \ln |\hat{C}_\ell|$$

(3.8)

where $G(x) \equiv \sqrt{2(x - \ln x - 1)}$. The subscript $f$ refers to some fiducial model, and $M_f$ is the covariance of $\hat{C}_\ell$ evaluated for the fiducial model $C_{f\ell}$ (Equation 50 of Hamimeche and Lewis, 2008, see section A.3 for explanation of final term). We split the covariance matrix into two terms, one with CMB and white noise, and another with foreground residuals, $M_f \equiv M_f^{\text{C+N}} + M_f^{\text{fore}}$. We estimate $M_f^{\text{C+N}}$ using simulated data on a cut sky with only CMB and Gaussian white noise contributions, using $r = 0.05$, $\ln(10^{10} A_s) = 3.056$, $\tau = 0.0596$, and $w_p^{-1/2} = 14 \mu$K arcmin as the fiducial model parameters. The estimated covariance matrix has $M_{f,\ell,\ell+1}^{\text{C+N}} / M_{f,\ell,\ell}^{\text{C+N}} \lesssim 0.1$, with most values $< 0.03$ at the 68% C.L. The diagonal elements $M_{f,\ell,\ell}^{\text{C+N}}$ agree with the analytical prediction from Chon et al. (2004) at the 5% level,

$$M_{f,\ell,\ell}^{\text{C+N}} = \frac{2}{(2\ell + 1) f_{\text{sky}} w_2^2 / w_4} C_{\ell}^2,$$

(3.9)

where $w_n = \int w(\hat{n})^n \, d\Omega$, $w(\hat{n})$ is the apodized mask, and $f_{\text{sky}} = w_1$ is the observed sky fraction.

The addition of a term $M_f^{\text{fore}}$ accounts for any foreground residuals encountered during the fits. In principle, the best-fit solution does not have any foreground contribution, but any variation around this point in parameter space will affect the best-fit value and will potentially induce spurious correlations. To estimate the effect of foreground residuals, we took the $c_v$ of a successful MCMC chain without any
foreground covariance accounted for and computed \( \hat{C}_\ell \) of foreground residuals taken from multifrequency maps without noise or CMB. This gave a sample covariance matrix \( M_\text{fore} \). Using this, we re-computed the Monte Carlo chain using this extra covariance, and found that the recovered cosmological parameters were accurately reconstructed, with an increase in their uncertainty, e.g. for the chain used in Figure 3.2, \( \sigma_r = 0.0048 \rightarrow 0.0064 \) and \( \sigma_\tau = 0.0022 \rightarrow 0.0029 \).

We estimate the pseudo-\( C_\ell \) power spectrum using PolSpice (Chon et al., 2004), which corrects for the effects of masking and inter-bin correlations induced by the incomplete sky. We represent the estimation of the power spectrum using a bilinear operator \( \mathcal{P} \) such that \( \hat{C}_\ell = m^T \mathcal{P} m \). In practice, we use the bilinear property of this operator to take sums of all multifrequency cross spectra and subtract foregrounds in multipole space, i.e.

\[
\hat{C}_\ell = \left( \sum_{\nu_1} c_{\nu_1} m^{\nu_1} \right)^T \mathcal{P} \left( \sum_{\nu_2} c_{\nu_2} m^{\nu_2} \right) = \sum_{\nu_1, \nu_2} c_{\nu_1} c_{\nu_2} c^{\nu_1 \times \nu_2}_{\ell} \quad (3.10)
\]

where we have defined \( \hat{C}^{a \times b}_\ell \equiv (m^a)^T \mathcal{P} m^b \).

The method outlined here reduces and accounts for any E \( \rightarrow \) B mixing inherent in the analysis of an incomplete sky while accounting for the underlying statistical distribution of the power spectrum. PolSpice returns a decoupled estimate of the polarization power spectra, giving an unbiased estimate of the true underlying power spectrum while minimizing spurious correlations between E-modes and B-modes. The approximate Wishart distribution from Hamimeche and Lewis (2008) accounts for the non-Gaussian nature of the low-\( \ell \) power spectra while explicitly accounting for any residual E-B correlation in the fiducial covariance matrix \( M_f \).

Because calls to CAMB are computationally expensive, with each call taking
\(O(1 \text{ sec})\), we have written a code \texttt{clee-fast}\(^4\) that linearly interpolates between pre-computed power spectra, only allowing variation in \(r\), \(A_s\), and \(\tau\). This is similar in spirit to \textsc{PICO} (Fendt and Wandelt, 2007), but works better for our purposes because it only allows variation of three parameters, reducing numerical noise and computational cost. Examples of the approximated theory curves and pseudo-\(C_\ell\) estimates are displayed in \textbf{Figure 3.2}, and the corresponding corner plot of the parameter chain is displayed in \textbf{Figure 3.3}.

### 3.4 Predicting parameter constraints

We obtain sample variance-limited constraints that are on the order of \(\sigma_\tau/\tau \sim 5\%\). This is a factor of \(\sim 3\) improvement on the \textit{Planck} precision of \(\sigma_\tau/\tau \sim 16\%\), and is a factor of two away from the full-sky cosmic variance precision, \(\sigma_\tau/\tau \sim 2.5\%\). We note that there exists a publicly available code, \texttt{cmb4cast} (Errard et al., 2016), that uses Fisher matrix analyses to make similar projections. This code gives \(\sigma_\tau = 0.0035\), slightly larger than our \(\sigma_\tau = 0.0029\). This discrepancy comes from a number of different assumptions between the codes, such as the level of foreground variation, priors on foreground variation, and the fiducial cosmological parameters. Despite these differences, it is reassuring that these different approaches yield this level of agreement.

While large-scale polarization measurements are weakly sensitive to variations in \(A_s\), the strong E-mode sensitivity to \(\tau\) can break the partial degeneracy in the well-constrained parameter combination \(A_s e^{-2\tau}\) found in intensity measurements. The amplitude of primordial scalar fluctuations \(A_s\) can be used to predict the amplitude of

Figure 3.4: Combination with the Planck MCMC chains base_mnu_plikHM_TTTEEE_lowTEB_lensing_BAO, with CLASS posteriors applied using $\tau = 0.060 \pm 0.003$ (blue) and $\tau = 0.080 \pm 0.003$ (red). These two cases give neutrino mass constraints $\sum m_\nu = 64^{+56}_{-45}$ meV (blue) and $\sum m_\nu = 117 \pm 60$ meV (red). The black contours are from the raw Planck chains, and yield constraints $\tau = 0.067^{+0.015}_{-0.014}$ and $\sum m_\nu = 88^{+73}_{-55}$ meV.
matter fluctuations at low redshifts in the linear regime, typically parameterized by the amplitude of dark matter density fluctuations at a scale of \( 8 h^{-1} \) Mpc, \( \sigma_8 \).

In standard \( \Lambda \)CDM, there are three neutrino species, and there is experimental evidence that there is a non-zero difference in the squares of each neutrino species’ mass, which is detected via the oscillation of neutrinos from one species to another as they travel through space (Athanassopoulos et al., 1998; Abazajian et al., 2015). In the normal hierarchy, the mass of one neutrino is much greater than the other two, which requires that the sum of the neutrino masses \( \sum m_\nu > 60 \) meV. In the inverted hierarchy, two neutrinos have similar masses that are much larger than the third, which requires \( \sum m_\nu > 100 \) meV (Patrignani, 2016, §14.2).

In the early universe, before neutrinos became non-relativistic matter, massive neutrinos at small scales free streamed, effectively reducing the amplitude of matter fluctuations (Bond and Szalay, 1983; Hu and Sugiyama, 1996). In this way the neutrino mass affects the cosmological model’s prediction for \( \sigma_8 \) given \( A_s \). This effect can be used to constrain the mass of neutrinos from above, with current upper limits \( \sum m_\nu < 170 \) meV at the 95% C.L. using Planck temperature and low-\( \ell \) polarization measurements, in combination with BOSS DR12 BAO data and the JLA Type Ia SNe catalog (Couchot et al., 2017). Tighter constraints on \( \sigma_8 \) should improve these limits, although the latest results from the Dark Energy Survey (DES, DES Collaboration et al., 2017) using galaxy clustering and weak lensing show that adding these data to the Planck+JLA+BAO data actually increases the 95% C.L. by 20%, which can be attributed to the tension in the values of \( \sigma_8 \) inferred by Planck and DES. There is enough uncertainty in \( A_s \), mainly due to the partial degeneracy in \( A_s e^{-2\tau} \), to weaken any \( \sum m_\nu \) measurement to the \( \sim 2\sigma \) level for the minimal \( \sum m_\nu = 60 \) meV scenario.
allowed by neutrino oscillations.

Allison et al. (2015) use Fisher forecasts of future measurements to predict the constraints from combining low-\(\ell\) polarization measurements with Dark Energy Spectroscopic Instrument (DESI) and CMB-S4. In particular, using \(\ell_{\text{min}} = 50\) for CMB-S4 yields \(\sigma_{\Sigma m_{\nu}} \sim 27\) meV with only WMAP low-\(\ell\) polarization data, and 19 meV, using pre-2016 Planck low-\(\ell\) polarization sensitivities. These upper limits are inflated by uncertainty in \(A_s\) from the partial degeneracy with \(\tau\). Therefore, an external constraint on \(\tau\) can break this degeneracy, allowing for any differences between the \(A_s\) prediction of \(\sigma_8\) and the measured value of \(\sigma_8\) to be directly and precisely computed. In the case of putative CMB-S4 measurements with \(\ell_{\text{min}} = 5\), \(\sigma_{\Sigma m_{\nu}}\) is reduced to 15 meV, with the reduction in uncertainty coming almost entirely from the uncertainty on \(\tau\) reducing to \(\sigma_\tau = 0.003\). As we have shown, if CLASS is able to measure \(C_{\ell}^{\text{EE}}\) and \(C_{\ell}^{\text{BB}}\) down to \(\ell = 2\) with white noise, it will achieve this \(\sigma_\tau\). In Figure 3.4, using Planck MCMC chains from the 2015 data release\(^5\), we show how a CLASS \(\tau\) measurement would improve constraints on \(\sigma_{\Sigma m_{\nu}}\) with currently available data.

3.5 Conclusions

We have implemented a \(\hat{C}_\ell\)-based likelihood for large-scale polarized CMB measurements in the presence of polarized foregrounds and instrumental noise measured on a partial sky. To do this, we implemented a fast interpolation scheme for retrieving \(C_\ell(r, A_s, \tau)\), and used PolSpice to develop a pseudo-\(C_\ell\) likelihood that takes into account mode coupling from a cut-sky analysis.

\(^5\)COM CosmoParams_fullGrid_R2.00.tar.gz from the Planck Legacy Archive https://pla.esac.esa.int/pla/
1. We recover the input reionization optical depth with $\sigma_\tau \sim 0.003$, within a factor of two of the cosmic variance limited case.

2. We recover the tensor-to-scalar ratio with $\sigma_r \sim 0.006$, consistent with our partial pixel-based method in Watts et al. (2015).

3. We demonstrate the power of a $\tau$ prior on massive neutrino constraints $\sum m_\nu$ using Planck Monte Carlo chains.

The CLASS experiment was designed to characterize the large scale polarized CMB up to a sensitivity that allows a $2\sigma$ measurement of primordial gravitational waves with an amplitude of $r = 0.01$. As we have demonstrated, satisfying this requirement by measuring $C_{\ell}^{EE}$ and $C_{\ell}^{BB}$ down to $\ell = 2$ necessarily yields an estimate of the reionization optical depth $\tau$ that is limited only by sample variance, and cannot be meaningfully improved upon using measurements of the CMB alone. CLASS’s $\tau$ constraint will be critical in characterizing neutrino mass, helping to fulfill a major objective in both the particle physics and cosmology communities.
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Chapter 4

Discussion and Conclusions

The Cosmology Large Angular Scale Surveyor (CLASS) is designed to constrain the physical effects of cosmological inflation by measuring the large scale fluctuations of the polarized cosmic microwave background induced by primordial gravitational waves and the density fluctuations induced during the era of reionization. In order to make these measurements, it is necessary to remove the polarized Galactic synchrotron and thermal dust emission using multifrequency measurements at 40, 90, 150, and 220 GHz. These measurements will enable characterization of the cosmic microwave background fluctuations, and will help provide unique constraints on the reionization optical depth $\tau$ and the tensor-to-scalar ratio $r$.

This thesis summarized the technical aspects of turning multifrequency maps of the sky into cosmological parameter constraints. The methods I described are robust to contamination from Galactic foregrounds and spurious B-modes induced by incomplete sky coverage. We demonstrated that the tensor-to-scalar ratio will be constrained to $r < 0.008$ at the 95% C.L., and the reionization optical depth will be constrained to close to the cosmic variance limit, with $\sigma_\tau = 0.003$. The code developed for this thesis will be the basis for the analysis of the real CLASS maps.
Appendix A

Published Appendices

This appendix includes appendices first published in Watts et al. (2015) (section A.1 and section A.2) and Watts et al. (2018) (section A.3).

A.1 Signal-to-Noise on Large Angular Scales

The purpose of this Appendix is to demonstrate that in the large-noise limit, the signal-to-noise of B-mode polarization measurements increases with decreasing multipole $\ell$. Cosmic variance, the uncertainty in the observed CMB anisotropy due to it being a single realization of a Gaussian random field, is a limitation for large scale experiments in particular since the uncertainty in the power spectrum scales as $\ell^{-1/2}$ in the cosmic variance limit. For a beam window function $b_\ell$ and noise power spectrum $N_\ell$, the signal-to-noise per multipole of a power spectrum is (Knox, 1995)

$$\frac{C_\ell b_\ell^2}{(C_\ell b_\ell^2 + N_\ell)\sqrt{\frac{2}{f_{\text{sky}}(2\ell+1)}}} \approx \frac{\sqrt{f_{\text{sky}}}(\ell + 1/2)}{1 + N_\ell/(C_\ell b_\ell^2)}.$$ (A.1)

For $C_\ell b_\ell^2 \gg N_\ell$, i.e. in the cosmic variance limit, the $\ell^{1/2}$ factor dominates the signal-to-noise, but when the power spectra of the noise and CMB are comparable the
relationship is not as simple, and the projected significance can sometimes increase at large angular scales.

CMB polarization experiments are far from the cosmic variance measurement limits of the B-mode power spectrum, so at large angular scales the signal-to-noise in Equation A.1 becomes

\[ \frac{C_\ell b_\ell^2 \sqrt{f_{\text{sky}}(\ell + 1/2)}}{N_\ell}. \]  

(A.2)

For low multipoles the BB spectrum roughly scales with multipole as \( C_\ell \propto \ell^{-2} \), so that signal-to-noise scales as \( \ell^{-3/2} \), in contrast with the \( \ell^{1/2} \) scaling found in the cosmic variance limit.

### A.2 Dust Spectral Index Variation

The purpose of this Appendix is to demonstrate that the observed variation in dust spectral index observed by *Planck* (Planck Collaboration, 2015) is consistent with noise, and does not indicate any intrinsic variation. To estimate the spectral index of thermal dust emission, the *Planck* team subdivided mid-latitude data into 400 overlapping patches of sky (Planck Collaboration, 2015). They subtracted lower frequency data from dust-dominated bands to remove the achromatic CMB component and then took ratios of the residual at two different frequencies, \( \nu_1 \) and \( \nu_2 \), denoted

\[ R_{\nu_0}(\nu_2, \nu_1) = \frac{I_{\nu_2} - I_{\nu_0}}{I_{\nu_1} - I_{\nu_0}} \]  

(A.3)

\[ \simeq \left( \frac{\nu_2}{\nu_1} \right)^{\beta_0} \frac{B_{\nu_2}(T_D)}{B_{\nu_1}(T_D)} \]  

(A.4)
Figure A.1: We reproduce Figure 8 of Planck Collaboration (2015) on the left, and use the mean and standard deviation of $\beta_D$ listed in the paper to reproduce the full histogram on the right, along with subsets corresponding to lower limits on signal fluctuation $\sigma_{353}^P$. The data with lower limits 30 $\mu$K and 40 $\mu$K correspond to the same lower limits explored in §B of Planck Collaboration (2015), and yield $\beta_D$ fluctuations consistent with the $\beta_D$ dispersion measured in Monte Carlo simulations with a constant $\beta_D$ and Planck noise.

where $\beta_D$ is the spectral index of the dust, $T_D$ is the dust temperature, and $I_\nu$ is the total signal intensity at frequency $\nu$. To remove the CMB contribution from the dust-dominated bands, they subtracted $I_{\nu_0}$ from $I_{\nu_2}$ and $I_{\nu_1}$ before taking a ratio, and assumed the dust follows a modified blackbody spectrum $\propto \nu^{\beta_D}B_\nu(T_D)$. They estimated the dust temperature using $R^{(3000,857)}$ with DIRBE data as the high-frequency template, while they computed spectral indices using $R_{100}^{(LP)}(353, 217)$. Using $T_D$, they implicitly solved for $\beta_D$ for each patch.

The resulting distribution of $\beta_D$ from Planck has a $1\sigma$ dispersion of $\sigma_{\beta_D} = 0.17$, which at face value suggests true on-sky spectral index variation. However, each sky patch has an associated local dispersion $\sigma_{353}^P$ in the 353 GHz dust template brightness, with higher values corresponding to higher signal-to-noise, and Planck Collaboration (2015) claim that low signal-to-noise values with $\sigma_{353}^P < 20 \mu$K are dominated by instrument noise. Additionally, in Appendix B of Planck Collaboration (2015), Monte
Carlo simulations of dust polarization with constant $T_D$ and $\beta_D$ and instrument noise give a 1σ dispersion $\sigma_{\beta_D} = 0.07$ in $\beta_D$ (which is therefore entirely due to instrument noise) for sky patches with signal $\sigma_{P}^{353} > 30 \mu K$.

Using data from the top plot of Figure 8 of Planck Collaboration (2015) and the relation from Equation A.4 fixing $T_D$ to be constant, we rescale $R_{100}^{P}(353, 217)$, assuming a log-linear relation between $R_{100}^{P}(353, 217)$ and $\beta_D$. We rescale $\beta_D$ to have the quoted mean and standard deviation of $\beta_D = 1.59 \pm 0.17$. We reproduce Figure 8 of Planck Collaboration (2015) in our Figure A.1. Using these estimates, we compute the standard deviation of subsets of the data with $\sigma_{P}^{353} > [20, 30, 40] \mu K$, obtaining $\sigma_{\beta_D} = [0.12, 0.07, 0.05]$, respectively. We observe that the observed variation of $\sigma_{\beta_D} = 0.07$ for $\sigma_{P}^{353} > 30 \mu K$ is entirely consistent with effects of instrument noise seen in the Planck Collaboration (2015) Monte Carlo simulations and, therefore, with the hypothesis of a constant dust spectral index in the polarization data. Based on this, we claim that our model of dust spatial spectral variation with $\sigma_{\beta_D} = 0.01$ as shown in Figure 2.3 is consistent with the latest Planck data.

### A.3 Derivation of pseudo-$C_\ell$ likelihood

In Hamimeche and Lewis (2008), the cut-sky approximation for a pseudo-$C_\ell$ likelihood is derived assuming a fixed power spectrum estimate. However, by the nature of the joint cosmological parameter and foreground cleaning estimates, this is not accurate for our purposes, and the best-fit solution ends up being one where the total noise level is increased without bound. Here we review the calculations of Hamimeche and Lewis while keeping the dependence of the estimated $\hat{C}_\ell$ explicit.

The spherical harmonic coefficient vector $a_{\ell m} = (a^T_{\ell m}, a^E_{\ell m}, a^B_{\ell m})^T$ is a normally
distributed random variable with covariance matrix at each $\ell$

$$C_\ell \equiv \langle a_{\ell m}^\dagger a_{\ell m} \rangle \quad (A.5)$$

and estimator

$$\hat{C}_\ell \equiv \frac{1}{2\ell + 1} \sum_m a_{\ell m}^\dagger a_{\ell m} \quad (A.6)$$

In standard $\Lambda$CDM the $a_{\ell m}$ are Gaussian distributed with

$$-2 \ln P(a_{\ell m}) = \sum_m [a_{\ell m}^\dagger C_\ell^{-1} a_{\ell m} + \ln |2\pi C_\ell|] = (2\ell + 1)(\text{Tr}[\hat{C}_\ell C_\ell^{-1}] + \ln |C_\ell|) + \text{const.}$$

(A.7)

For a full-sky likelihood, $\hat{C}_\ell$ contains all of the sky’s information, and is drawn from a Wishart distribution,

$$P(\hat{C}_\ell | C_\ell) \propto |\hat{C}_\ell|^{(2\ell - n)/2} e^{-\ln |\hat{C}_\ell C_\ell^{-1}|/2}$$

(A.8)

where $n$ is the number of fields considered. We take $n = 2$ for $a_{\ell m}^E$ and $a_{\ell m}^B$.

The root of the Hamimeche and Lewis approximation involves rewriting this likelihood in a quadratic form. Using orthogonal $U_\ell$ and diagonal $D_\ell$ to rewrite $C_\ell^{-1/2} \hat{C}_\ell C_\ell^{-1/2} = U_\ell D_\ell U_\ell^T$, the probability can be written as

$$-2 \ln P = (2\ell + 1) \left\{ \text{Tr}[\hat{C}_\ell C_\ell^{-1}] + \ln |C_\ell| - \frac{2\ell - n}{2\ell + 1} \ln |\hat{C}_\ell| \right\} + \text{const.} \quad (A.9)$$

$$= (2\ell + 1) \left\{ \text{Tr}[\hat{C}_\ell C_\ell^{-1}] - \ln |\hat{C}_\ell C_\ell^{-1}| - n \right\} + n \left[ \ln |\hat{C}_\ell| + 2\ell + 1 \right] + \text{const.} \quad (A.10)$$

$$= \frac{2\ell + 1}{2} \text{Tr}[G(D_\ell)]^2 + n \ln |\hat{C}_\ell| + \text{const.} \quad (A.11)$$

where $G(x) = \sqrt{2(x - \ln x - 1)}$ and $[G(D_\ell)]_{ij} = G(D_{\ell,ij})\delta_{ij}$. 
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Note that in Equation A.9, if we assume that $\hat{C}_\ell$ is constant, we can adjust the constant such that $-2 \ln P = 0$ when $C_\ell = \hat{C}_\ell$. This is where our derivation differs from Hamimeche and Lewis. From here, the derivation in Hamimeche and Lewis applies, carrying along the extra $n \ln |\hat{C}_\ell|$ term. This term essentially adds a penalty for increasing the noise, preventing the coefficients in $\hat{C}_\ell = \sum_{\nu_1, \nu_2} c_{\nu_1} c_{\nu_2} \hat{C}_{\nu_1 \times \nu_2}$ from getting too large.
Appendix B

Background Material

This appendix includes useful results that are unpublished but used in the course of my dissertation (section B.1 and section B.2).

B.1 Real spherical harmonics

Functions on the sphere are traditionally decomposed into complex spherical harmonics

\[ X(\hat{n}) = \sum_{\ell,m} \chi^m_\ell Y^m_\ell(\hat{n}) \]  

where the spherical harmonics used in the HEALPix convention are

\[ Y^m_\ell(\theta, \phi) = \lambda_{\ell m}(\cos \theta)e^{im\phi} \]

where

\[ \lambda_{\ell m}(x) = \begin{cases} \sqrt{\frac{2\ell+1}{4\pi}} \frac{(\ell-m)!}{(\ell+m)!} P^m_\ell(x) & m \geq 0 \\ (-1)^m \lambda_{\ell|m|}(x) & m < 0 \\ 0 & |m| > \ell \end{cases} \]
and the associated Legendre polynomials are the solutions of the differential equation

\[ (1 - x^2) \frac{d^2}{dx^2} P_{\ell m} - 2x \frac{d}{dx} P_{\ell m} + \left( \ell(\ell + 1) - \frac{m^2}{1 - x^2} \right) P_{\ell m} = 0. \]  \hspace{1cm} (B.4)

The fields we deal with \((T, E, \text{and } B)\) are all real quantities, so there are constraints on the complex \(x_{\ell}^m\). It is therefore convenient to work with real spherical harmonics \(Y_{\ell m}\) defined as

\[
Y_{\ell m} = \begin{cases} 
  i \sqrt{2} (Y_{\ell}^m - (-1)^m Y_{\ell}^{-m}) & m < 0 \\
  Y_{\ell}^0 & m = 0 \\
  \frac{1}{\sqrt{2}} (Y_{\ell}^{m} + (-1)^m Y_{\ell}^{-m}) & m > 0
\end{cases}
\]  \hspace{1cm} (B.5)

so that the real-space spherical harmonic decomposition is given by

\[
X(\hat{n}) = \sum_{\ell m} x_{\ell m} Y_{\ell m}
\]

\hspace{1cm} (B.6)

\[
= \sum_{\ell m} \begin{cases} 
  x_{\ell m} \frac{i}{\sqrt{2}} (Y_{\ell}^m - (-1)^m Y_{\ell}^{-m}) & m < 0 \\
  x_{\ell 0} Y_{\ell}^0 & m = 0 \\
  x_{\ell m} \frac{1}{\sqrt{2}} (Y_{\ell}^{m} + (-1)^m Y_{\ell}^{-m}) & m > 0
\end{cases}
\]

\hspace{1cm} (B.7)

\[
= \sum_{\ell m} Y_{\ell}^m \begin{cases} 
  (x_{\ell m} \frac{i}{\sqrt{2}} + x_{\ell,-m} \frac{1}{\sqrt{2}}) & m < 0 \\
  x_{\ell 0} & m = 0 \\
  (x_{\ell m} \frac{1}{\sqrt{2}} - x_{\ell,-m} \frac{i}{\sqrt{2}})(-1)^m & m > 0
\end{cases}
\]

\hspace{1cm} (B.8)

\[
= \sum_{\ell m} x_{\ell}^m Y_{\ell}^m .
\]

\hspace{1cm} (B.9)
Compare this to the function `complex2real` that takes an array of complex $x^m_{\ell}$ as inputs and outputs an array of real $x_{\ell m}$.

```python
def complex2real(ellmax, mmax, cx alm):
    
    Convert an array from HealPy of complex-valued alms into an array of real-valued alms.
    
    len_ = ilength(ellmax, mmax)
    assert(cx alm.shape[0] == len_)
    re alm = np.zeros((ellmax+1)**2, dtype='double')
    for i in range(len_):
        ell, m = i2lm(ellmax, i)
        r = lm2r(ell, m)
        if m == 0:
            re alm[r] = np.real(cx alm[i])
        else:
            re alm[r] = np.real(cx alm[i]) * np.sqrt(2.0)
            r = lm2r(ell, -m)
            re alm[r] = (-1)**m * np.imag(cx alm[i]) * np.sqrt(2.0)
    return re alm
```

The functional form that is implemented here is found in lines 13–18,

\[
a_{\ell m} = \sqrt{2} \mathbb{R}[a^m_{\ell}]
\]  \tag{B.10}

\[
a_{\ell,-m} = (-1)^m \sqrt{2} \mathbb{I}[a^m_{\ell}].
\]  \tag{B.11}
For completeness, I also list the `real2complex` function brings the real $x_{\ell m}$ back into the complex form that `healpy` uses.

```python
def real2complex(re_alm, ellmax=-1, mmax=-1):
    
    """
    Convert an array of real-valued alms to a healpy array of complex-valued alms.
    """
    if ellmax < 0:
        ellmax = np.floor(np.sqrt(re_alm.shape[0] - 1)).astype(int)
    if mmax < 0:
        mmax = ellmax
    assert(re_alm.shape[0] >= (ellmax+1)**2)
    len_ = int(ilength(ellmax, mmax))
    cx_alm = np.zeros(len_, dtype='cfloat')
    for i in range(len_):
        ell, m = i2lm(ellmax, i)
        r1 = lm2r(ell, m)
        if m == 0:
            cx_alm[i] = re_alm[r1]
        else:
            r2 = lm2r(ell, -m)
            cx_alm[i] = (re_alm[r1] + (-1)**m * 1.0j * re_alm[r2]) / np.sqrt(2.0)
    return cx_alm
```

Lines 16–20 are the ones relevant to this discussion. Essentially, the function that is implemented here is

$$a_{\ell m}^n = \frac{1}{\sqrt{2}}(a_{\ell m} + (-1)^m i a_{\ell,-m}).$$  \hspace{1cm} (B.12)

### B.2 Construction of pixel-space covariance matrix

To compare theoretical power spectra to polarized data, it is necessary to construct a pixel-space covariance matrix $C_{ij}$. This is computed analytically in Appendix A of Tegmark and de Oliveira-Costa (2001), but analytic issues at the poles and relative
computational ease make us favor an numerical approach.

Basically, each $a_{T/E/B}^{\ell m}$ corresponds to an IQU map. Functionally, we represent the spherical harmonic transform of a polarized map as a vector of length $3(\ell_{\text{max}} + 1)^2$

$$a = (a_{00}^T, a_{1,-1}^T, \ldots, a_{\ell_{\text{max}}, \ell_{\text{max}}}^T, a_{0,0}^E, \ldots, a_{\ell_{\text{max}}, \ell_{\text{max}}}^B)$$  \hspace{1cm} (B.13)

with a corresponding map $m = Ya$ represented by a $3N_{\text{pix}}$ vector and $Y$ the real-space inverse spherical harmonic transform operator, and is represented by a $3N_{\text{pix}} \times N_{a_\ell m}$ matrix. We can also construct an approximation to the spherical harmonic transform by taking the pseudo-inverse, denoted here as $Y^{-1}$. Note that this is not a true inverse because in general $N_{\text{pix}} > N_{a_\ell m}$, where for a full sky $N_{\text{pix}} = 12N_{\text{side}}^2$ and $N_{a_\ell m} = (\ell_{\text{max}} + 1)^2$. For a given resolution, the largest reliable multipole is $\ell_{\text{max}} = 2N_{\text{side}}$, and the largest multipole that can be recovered is $\ell_{\text{max}} = 3N_{\text{side}} - 1$, so that $N_{a_\ell m} \leq 9N_{\text{side}}^2 < N_{\text{pix}} \leq 12N_{\text{side}}^2$.

The pixel space covariance matrix is related to the $C_\ell$ by

$$C = \langle (Ya)(Ya)^T \rangle$$ \hspace{1cm} (B.14)

$$= Y\langle aa^T \rangle Y^T$$ \hspace{1cm} (B.15)

$$= Y\mathcal{C}Y^T$$ \hspace{1cm} (B.16)

where $\mathcal{C}$ is the multipole-space covariance matrix

$$\mathcal{C}_{(\ell m)(\ell' m')} = \delta_{\ell \ell'}\delta_{mm'} \begin{pmatrix}
C^{TT}_{\ell} & C^{TE}_{\ell} & C^{TB}_{\ell} \\
C^{ET}_{\ell} & C^{EE}_{\ell} & C^{EB}_{\ell} \\
C^{BT}_{\ell} & C^{BE}_{\ell} & C^{BB}_{\ell}
\end{pmatrix}. \hspace{1cm} (B.17)$$

For each set of multipoles $C_\ell$, it is possible to construct a corresponding pixel-space
covariance matrix $C_\ell = \mathbf{Y} \mathbf{C} \mathbf{Y}^T$. Functionally we achieve this by using basis in real $a_{\ell m}$ space and transform it to a map using the \texttt{hp.synfast} routine, thus creating the real-space spherical harmonic matrix $\mathbf{Y}$.

## B.3 The Boltzmann Equation

The stress energy tensor is related to the distribution of photons by integrating over the phase space density and summing over all polarization states,

$$T_{\mu \nu} = \frac{1}{\sqrt{-g}} \int d^3 p \ g_{ij} n^{ij}(x, p, t) \frac{p_{\mu} p_{\nu}}{p^0}.$$  \hspace{1cm} (B.18)

The phase space density matrix $n^{ij}$ can be thought of as the number of photons per unit volume in physical space per unit volume in momentum space with ellipticity vectors in both the $i$ and $j$ direction, and can be written

$$n^{ij} \equiv \sum_r \delta(x - x_r(t)) \delta(p - p_r(t)) \sum_\lambda P_r(\lambda) \epsilon^i(p_r(t), \lambda) \epsilon^{j*}(p_r(t), \lambda).$$  \hspace{1cm} (B.19)

$P_r(\lambda)$ is the probability that photon $r$ has polarization $\lambda$, and $\epsilon(p, \lambda)$ is a polarization vector for photons with three-momentum $p$ and polarization $\lambda$, with $p_i \epsilon^i = 0$ and $g_{ij} \epsilon^i(p, \lambda) \epsilon^{j*}(p, \lambda') = \delta_{\lambda \lambda'}$. Note that $\epsilon(p, \lambda)$ is a complex vector that is always perpendicular to the corresponding photon’s momentum and has unit norm ($p_i \epsilon^i = 0$ and $g_{ij} \epsilon^i(\lambda) \epsilon^{j*}(\lambda') = \delta_{\lambda \lambda'}$, respectively).

The collisional Boltzmann equation is

$$\frac{d n^{ij}}{dt} = C[n^{ij}]$$

where $C$ encodes the physics of scattering, and $\frac{d}{dt}$ is the total time differential. Using $\frac{dx^i}{dt} = p^i$ (the definition of velocity in general relativity), $\frac{\partial p_i}{\partial t} = \frac{p_k p^k}{2p^0} \frac{\partial g_{kl}}{\partial x^i}$ (the geodesic
equation), and
\[
\frac{\partial e^i}{\partial t} = -e^m p^k p^l p^l \frac{\partial g_{kl}}{\partial x^m} - \frac{1}{2} \left( \dot{g}_{kl} + \frac{p^m}{p^0} \frac{\partial g_{kl}}{\partial x^m} \right) e^k \left( g^{li} - p^l p^j \right)
\]  
(B.20)

(the equation of parallel transport for ellipticity 4-vectors), it is possible to write down the full differential equation.

The evolution of the phase space polarization matrix is given by
\[
\frac{\partial n^{ij}}{\partial t} + \frac{\partial n^{ij}}{\partial x^k} p^k + \frac{p^k p^l}{2p^0} \frac{\partial g_{kl}}{\partial x^m} \left( \frac{\partial n^{ij}}{\partial p_m} - \frac{p^i}{(p^0)^2} n^{mj} - \frac{p^j}{(p^0)^2} n^{im} \right)
\]  
\[- \frac{1}{2} \left( \dot{g}_{kl} - \frac{p^m}{p^0} \frac{\partial g_{kl}}{\partial x^m} \right) \left[ n^{kj} \left( g^{li} - \frac{p^l p^j}{(p^0)^2} \right) + n^{ik} \left( g^{lj} - \frac{p^l p^j}{(p^0)^2} \right) \right] = C^{ij}
\]  
(B.21)

The zeroth order solution is given by
\[
\frac{1}{2} \tilde{n}_\gamma(a(t)p^0) \left( g^{ij} - \frac{p^i p^j}{(p^0)^2} \right),
\]
as can be verified by taking the trace to obtain \( \tilde{n}_\gamma(ap^0) \). When the zeroth order solution is subtracted out, the time variation of the perturbations \( \delta n^{ij} \) is given by
\[
\frac{\partial \delta n^{ij}}{\partial t} + \frac{\dot{p}_m}{a} \frac{\partial \delta n^{ij}}{\partial x^m} + 2 \frac{\dot{a}}{a} \delta n^{ij} - \frac{1}{4a^2} p \tilde{n}_\gamma \hat{p}_k \hat{p}_i \frac{\partial}{\partial t} \left( \frac{\delta g_{kl}}{a^2} \right) (\delta^{ij} - \hat{p}_i \hat{p}_j) = \delta C^{ij}
\]  
(B.23)

where \( p \equiv \sqrt{p_i p^i} \), \( \hat{p} \equiv p / p \), and
\[
\delta C^{ij} = -\omega_c \delta n^{ij} - \frac{\omega_c}{2a^2} (p_k \delta u_k) \tilde{n}_\gamma (\delta^{ij} - \hat{p}_i \hat{p}_j)
\]  
\[+ \frac{3\omega_c}{8\pi} \int d^2 \hat{p}_1 [\delta n^{ij} - \hat{p}_i \hat{p}_k \delta n^{kj} - \hat{p}_j \hat{p}_k \delta n^{ik} + \hat{p}_i \hat{p}_j \hat{p}_k \hat{p}_l \delta n^{kl}].
\]  
(B.24)

Here, \( \omega_c = n_e(t)\sigma_T \) is the collision rate of photons with the plasma, and \( n_e(t) \) is the number density of free electrons. We also note that the number density fluctuation equivalent of Equation 1.22 for specific intensity is given by
\[
a^4 \tilde{p}_\gamma J_{ij}(x, \hat{p}, t) = a^2 \int_0^{\infty} 4\pi p^3 \, dp \, \delta n^{ij}(x, |p|\hat{p}, t).
\]  
(B.26)
Scalar modes

In the synchronous gauge, we can consider the scalar perturbations $A$ and $B$ in Fourier space, so that the Boltzmann equation for $J_{ij}$ becomes

\[
\frac{\partial J_{ij}}{\partial t} + i \frac{\mathbf{p} \cdot \mathbf{k}}{a} J_{ij} + \alpha(k) \left[ \hat{A}_k - (\mathbf{k} \cdot \hat{p})^2 \hat{B}_k \right] (\delta_{ij} - \hat{p}_i \hat{p}_j) = -\omega_c J_{ij} \tag{B.27}
\]

\[
+ \frac{3\omega_c}{8\pi} \int d^2 \hat{p}_1 [J_{ij} - \hat{p}_i \hat{p}_k J_{kj} - \hat{p}_j \hat{p}_k J_{ik} + \hat{p}_i \hat{p}_j \hat{p}_k \hat{p}_l J_{kl}] + \frac{2\omega_c}{a} (\hat{p}_k \delta u_k)(\delta_{ij} - \hat{p}_i \hat{p}_j) \tag{B.28}
\]

We may decompose the intensity matrix into a polarized and unpolarized component, i.e.

\[
J_{ij} = \alpha(k) \left\{ \frac{1}{2} \left( \Delta_T^{(S)} - \Delta_P^{(S)} \right) (\delta_{ij} - \hat{p}_i \hat{p}_j) + \Delta_P^{(S)} \left[ \frac{(\hat{k}_i - (\hat{k} \cdot \hat{p}) \hat{p}_i)(\hat{k}_j - (\hat{k} \cdot \hat{p}) \hat{p}_j)}{1 - (\hat{p} \cdot \hat{k})^2} \right] \right\} \tag{B.29}
\]

We can also define source functions

\[
\int \frac{d^2 \hat{p}}{4\pi} J_{ij} = \alpha(k) \left[ \delta_{ij} \Phi + \frac{1}{2} \hat{k}_i \hat{k}_j \Pi \right]
\]

and $\mu \equiv \hat{k} \cdot \hat{p}$, which yield the coupled Boltzmann equations for scalar fluctuations;

\[
\dot{\Delta}_P^{(S)} + \frac{k \mu}{a} \Delta_P^{(S)} = -\omega_c \left[ \Delta_P^{(S)} - \frac{3}{4}(1 - \mu^2)\Pi \right] \tag{B.30}
\]

\[
\dot{\Delta}_T^{(S)} + \frac{k \mu}{a} \Delta_T^{(S)} = -\omega_c \left[ \Delta_T^{(S)} - \frac{3}{4}(1 - \mu^2)\Pi - 3\Phi - \frac{4ik \mu}{a} \delta u_k \right] - 2\dot{A}_k + 2k^2 \mu^2 \dot{B}_k \tag{B.31}
\]

It is convenient to express these in terms of a Legendre polynomial expansion,

\[
\Delta_{T/P}^{(S)}(k, \mu, t) = \sum_{\ell=0}^{\infty} (-i)^\ell (2\ell + 1) P_\ell(\mu) \Delta_{T/P, \ell}^{(S)}(k, t) \tag{B.32}
\]

which gives us a framework to write the source functions as $\Phi = \frac{1}{6}[2\Delta_{T,0}^{(S)} - \Delta_{T,2}^{(S)} - \ldots]$
\[ \Delta^{(S)}_{P,0} - \Delta^{(S)}_{P,2} \] and \( \Pi = \Delta^{(S)}_{P,0} + \Delta^{(S)}_{T,2} + \Delta^{(S)}_{P,2} \).

**Tensor modes**

The only place that tensor fluctuations appear in perturbations is in the off-diagonal terms \( h_{ij} = a^2 D_{ij} \). We can use this to write the equivalent of Equation B.27

\[
\frac{\partial J_{ij}}{\partial t} + \frac{i \hat{p} \cdot k}{a} J_{ij} + \hat{p}_k \hat{p}_l e_{kl} \mathcal{D}_k (\delta_{ij} - \hat{p}_i \hat{p}_j) = -\omega_c J_{ij} \tag{B.33}
\]

\[
+ \frac{3\omega_c}{8\pi} \int d^2 \hat{p}_1 [J_{ij} - \hat{p}_i \hat{p}_k J_{kj} - \hat{p}_j \hat{p}_k J_{ik} + \hat{p}_i \hat{p}_j \hat{p}_k \hat{p}_l J_{kl}]. \tag{B.34}
\]

Equation B.33 differs from Equation B.27 only in the final term on the left-hand side (the metric fluctuations) and the lack of a velocity term, which has no tensor fluctuations.

The source term is defined as

\[
\int \frac{d^2 \hat{p}_1}{4\pi} J_{ij}(k, \hat{p}_1, t, \lambda) = -\frac{2}{3} e_{ij}(\hat{k}, \lambda) \Psi(k, t) \tag{B.35}
\]

and the intensity matrix is decomposed as

\[
J_{ij} = \frac{1}{2} (\delta_{ij} - \hat{p}_i \hat{p}_j) \hat{p}_k \hat{p}_l e_{kl} \left( \Delta^{(T)}_T + \Delta^{(T)}_P \right) + (e_{ij} - \hat{p}_i \hat{p}_k e_{kj} - \hat{p}_j \hat{p}_k e_{ik} + \hat{p}_i \hat{p}_j \hat{p}_k \hat{p}_l e_{kl}) \Delta^{(T)}_P \tag{B.36}
\]

With this in hand, we can write down the coupled Boltzmann equations for temperature and polarization fluctuations due to tensor modes,

\[
\dot{\Delta}^{(T)}_T + i \frac{k \mu}{a} \Delta^{(T)}_T = -\omega_c [\Delta^{(T)}_T - \Psi] - 2 \mathcal{D}_k \tag{B.37}
\]

\[
\dot{\Delta}^{(T)}_P + i \frac{k \mu}{a} \Delta^{(T)}_P = -\omega_c [\Delta^{(T)}_P + \Psi] \tag{B.38}
\]
Figure B.1: We display a sample of the relevant transfer functions $\Delta^{(T/S)}_{\ell,X}(k)$ to demonstrate how the 3D Fourier modes propagate to multipole space.

which can be analogously decomposed into

$$\Delta^{(T)}_{T/P}(k, \mu, t) = \sum_{\ell=0}^{\infty} (-i)^{\ell} (2\ell + 1)P_\ell(\mu)\Delta^{(T)}_{T/P, \ell}(k, t).$$  \hspace{1cm} (B.39)

The source term can be rewritten as

$$\Psi = \frac{1}{10} \Delta^{(T)}_{T,0} + \frac{1}{7} \Delta^{(T)}_{T,2} + \frac{3}{70} \Delta^{(T)}_{T,4} - \frac{3}{5} \Delta^{(T)}_{P,0} + \frac{6}{7} \Delta^{(T)}_{P,2} - \frac{3}{70} \Delta^{(T)}_{P,4}$$  \hspace{1cm} (B.40)
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