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Abstract

Complex reach, grasp, and object manipulation tasks require sequential, temporal coordination of a movement plan by neurons in the brain. Detecting cognitive state transitions associated with motor tasks from sequential neural data is pivotal in rehabilitation engineering.

The cognitive state detectors proposed thus far rely on task-dependent (TD) models, i.e., the detection strategy exploits a priori knowledge of the movement goals to determine the actual states, regardless of whether these cognitive states actually depend on the movement tasks or not. This approach, however, is not viable when the tasks are not known a priori (e.g., the subject performs many different tasks) or when there is a paucity of neural data for each task. Moreover, some cognitive states (e.g., holding) are invariant to the tasks performs.

I first develop an offline, task-dependent cognitive state transition detector and a kinematics decoder to show the feasibility of distinguishing between cognitive states based on their inherent features extracted via a hidden Markov model (HMM) based detection framework. The proposed framework is designed to decode both cognitive states and kinematics from ensemble neural activity. The proposed decoding framework is able to a) automatically differentiate between baseline, plan, and movement, and b) determine novel holding epochs of neural activity and also estimate the epoch-dependent kinematics. Specifically, the framework is mainly composed of a hidden Markov model (HMM) state decoder and a switching linear system (S-LDS) kinematics decoder. I take a supervised approach and use a generative framework of neural activity and kinematics. I demonstrate the decoding framework using neural recordings from ventral premotor (PMv) and dorsal premotor (PMd) neurons of a non-human primate executing four complex reach-to-grasp tasks along with the corresponding kinematics recording. Using the HMM state decoder, I demonstrate that the transitions between neighboring epochs of neural activity, regardless of the existence of any external kinematics changes, can be detected with high accuracy (>85%) and short latencies (<150 ms). I further show that the joint angle kinematics can be estimated reliably with high accuracy (mean = 88%) using a S-LDS kinematics decoder. In addition, I demonstrate that the use of multiple latent state variables to model the within-epoch neural activity variability can improve the decoder performance. This unified decoding
framework combining a HMM state decoder and a S-LDS may be useful in neural decoding of cognitive states and complex movements of prosthetic limbs in practical brain-computer interface implementations.

I then develop a real-time (online) task-independent (TI) framework to detect cognitive state transitions from spike trains and kinematic measurements. I applied this framework to 226 single-unit recordings collected via multi-electrode arrays in the premotor dorsal and ventral (PMd and PMv) regions of the cortex of two non-human primates performing 3D multi-object reach-to-grasp tasks, and I used the detection latency and accuracy of state transitions to measure the performance. I found that, in both online and offline detection modes, (i) TI models have significantly better performance than TD models when using neuronal data alone, however (ii) during movements, the addition of the kinematics history to the TI models further improves detection performance. These findings suggest that TI models may be able to more accurately detect cognitive state transitions than TD under certain circumstances. The proposed framework could pave the way for a TI control of prosthesis from cortical neurons, a beneficial outcome when the choice of tasks is vast, but despite that the basic movement cognitive states need to be decoded.

Based on the online cognitive state transition detector, I further construct an online task-independent kinematics decoder. I constructed our framework using single-unit recordings from 452 neurons and synchronized kinematics recordings from two non-human primates performing 3D multi-object reach-to-grasp tasks. I find that (i) the proposed TI framework performs significantly better than current frameworks that rely on TD models \((p = 0.03)\); and (ii) modeling cognitive state information further improves decoding performance. These findings suggest that TI models with cognitive-state-dependent parameters may more accurately decode kinematics and could pave the way for more clinically viable neural prosthetics.
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1.1 Overview of Brain-Computer Interface

The ability to communicate and interact with objects/devices via thoughts alone is a long lasting fantasy of human societies. With the advancement of cognitive sciences and technology, this fantasy has been gradually transformed from fairy tales and myths to technologies and tools that we can use to capture and monitor one’s mind and thoughts and use it to control external devices or paralyzed body parts, or brain-computer interfaces (BCIs) or brain-machine interfaces (BMIs).

BCI, as a means to connect brain (or more specifically brainwaves) with computers and BMI as means to connect brain to machines such as robots and prosthesis, are emerging fields. For example, these technologies may enable disabled people to find means to substitute lost motor functions with the help of computers and various machineries. For example, BCIs enable completely paralyzed patients to use brain signals to control their paralyzed limbs or external prosthetic devices. A BCI activates and controls electronic or mechanical devices with various forms of brain signals mainly, including but not limited to:

- Action potentials from nerve cells or nerve fibers [1];
- Synaptic and extracellular field potentials [2, 3];
- Electrocorticograms [4];
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Fig. 1-2 Intracranial electrode grid for electrocorticography ("Intracranial electrode grid for electrocorticography" by BruceBlaus. When using this image in external sources it can be cited as:Blausen.com staff. "Blausen gallery 2014". Wikiversity Journal of Medicine. DOI:10.15347/wjm/2014.010. ISSN 20018762. - Own work. Licensed under Creative Commons Attribution 3.0 via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Intracranial_electrode_grid_for_electrocorticography.png#mediaviewer/File:Intracranial_electrode_grid_for_electrocorticography.png)

- Slow cortical potential (SCP) of the EEG [5];
Fig. 1-3 Generalized 3 Hz spike and wave discharges reflecting seizure activity. ("Spike-waves". Licensed under Creative Commons Attribution-Share Alike 2.0 via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Spike-waves.png#mediaviewer/File:Spike-waves.png).

- EEG and MEG oscillations, mainly sensorimotor rhythm (SMR), also called mu-rhythm [6];
- P300 and other event-related brain potentials [7];
- BOLD response in functional magnetic resonance imaging [8];
- Near infrared spectroscopy (NIRS) measuring cortical blood flow [9];
- Functional magnetic resonance imaging (fMRI) measuring subjects’ responses to different visual stimuli.
These fMRI images are from a study showing parts of the brain lighting up on seeing houses and other parts on seeing faces. The 'r' values are correlations, with higher positive or negative values indicating a better match (“Haxby2001” by National Institute of Mental Health - US Department of Health and Human Services: National Institute of Mental Health. Licensed under Public domain via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Haxby2001.jpg#mediaviewer/File:Haxby2001.jpg).

The success of BCIs can have significant impact to the society, especially to those patients who suffer from severe neuromuscular injuries, neurodegenerative diseases, or loss of motor functions such as amputees.

### 1.1.1 BCI Research History

Hans Berger discovered human EEG and speculated about the possibility of reading “thoughts” from analyzing and recording EEG traces. Grey Walter constructed the first automatic frequency analyzer to discriminate “thoughts” and language in the human EEG [10]. Fetz was one of the first to discuss invasive operant conditioning of cortical spike trains in animals [11], the idea that subsequently formed the basis for training animals to develop conditioned cortical responses to operate computer interfaces such as movement of computer cursor under neuronal control.

BCI research has seen significant progress in recent years via implanting multielectrode grids on animal and human subjects [12, 13, 14]. The goal of these research experiments is to re-construct intended skilled
movements from neuronal firing activities online. Various decoding methods have been applied or developed during the process. “Sparse coding” approaches of motor learning [15] and directional coding vectors of motor neurons [16] have been applied to reconstruct complex movements online from the spiking activity of a relatively few motor neurons. Carmena et al [13] showed that in their monkey subjects, after extensive training of a reaching and grasping movement, 32 neurons were sufficient to execute the target movement with an artificial prosthetic limb. Chapin et al [17] demonstrated that rats can use “thoughts” (extracellular firing of cortical neurons) move a lever with an artificial arm in a box for rewards.

BCIs have also seen significant applications in helping patients in paralysis to communicate with the outside world. Amyotrophic Lateral Sclerosis (ALS) is a progressive motor disease resulting in patients losing motor functions or complete paralysis [18]. Birbaumer et al [19] developed a BCI system for ALS patients with slow cortical potentials (SCP). However, the BCIs based on SCP need long training periods, and the letter selection in a BCI typing or texting paradigm and thus communication speed is slow (~one minute per letter). BCIs have also been applied in epileptic patients [20] as patients tried spelling or performing imagery tasks with cortically implanted electrodes. Results indicated that it was possible to differentiate imagination of hand, tongue, and mouth movements using the Electroenocorticogram (ECoG).

1.1.2 BCIs for Target Movement Reconstruction

BCI research has progressed significantly from research related with target movement reconstruction from neuronal spike trains or synaptic filed potentials [21, 22]. Previous research has shown that with enough training and implementation of learning algorithms, monkeys can move cursors on screens to track targets or control an artificial hand to move in four directions directed by spike activity. Further research has also shown that complex movements can be reconstructed from a small number of selected neurons [23, 22, 14, 24]. Similar observations have been made on human subjects. A single quadriplegic patient was implanted with a floating multielectrode array to record neuronal spike trains and local field potentials [21]. With enough training, the patient was able to use his “thoughts” to control a computer cursor to move in several directions.

1.1.3 Brain Anatomy
Human brain can be viewed as hierarchical distributed computing systems, with specialized sub-systems for certain tasks [25]. The recent advancement in cognitive sciences and neuroscience has helped us identify the topographical maps of brains corresponding to their specialized cognitive functions, by studying the various effects of brain injuries and observing brain activities using non-invasive (brain imaging methods, EEG) and invasive methods (multi-electrode array recording of neuronal spike trains).

Fig. 1-5 Human subject with EEG recording electrodes arranged around his head ("EEG mit 32 Electroden" by Aschoeke - Image:EEG 32 electrodes.jpg, modifications by Kristina. Licensed under Creative Commons Attribution-Share Alike 3.0 via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:EEG_mit_32_Electroden.jpg#mediaviewer/File:EEG_mit_32_Electroden.jpg ).
Fig. 1-6 Design of an experiment in which brain activity from a monkey was used to control a robotic arm ("Brain-computer interface (schematic)" by see source - This file is adapted from figure 'l' from: Carmena, J.M., Lebedev, M.A., Crist, R.E., O'Doherty, J.E., Santucci, D.M., Dimitrov, D.F., Patil, P.G., Henriquez, C.S., Nicolelis, M.A.L. (2003) Learning to control a brain-machine interface for reaching and grasping by primates. PLoS Biology, 1: 193-208. PLoS is an open-source, peer-reviewed scientific journal publisher. – Figure 1. doi:10.1371/journal.pbio.0000042. Licensed under Creative Commons Attribution 2.5 via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Brain-computer_interface_(schematic).jpg#mediaviewer/File:Brain-computer_interface_(schematic).jpg ).
The brain can be categorized into two groups: the cerebral cortex and sub-cortical regions. The cerebral cortex is evolutionarily newer than the sub-cortical regions, representing the largest and most complex part of the human brain. In comparison, the sub-cortical regions are mainly in charge of more basic functions such as respiration, heart rates and temperature regulation. Many sub-cortical functions are not controlled by one’s consciousness. Since BCIs are driven by one’s conscious control of brain activities, or, “thoughts”, to drive the external devices, current BCI work has mainly focused on the cerebral cortex area.

Motor and Sensory Regions of the Cerebral Cortex

- Primary motor cortex (precentral gyrus)
- Primary sensory cortex (postcentral gyrus)
- Somatic motor association area (premotor cortex)
- Somatic sensory association area
- Prefrontal cortex
- Visual association area
- Auditory association area
- Auditory cortex
- Wernicke’s area (understand speech)
- Broca’s area (production of speech)
- Visual cortex

Fig. 1-10 Motor and Sensory Regions of the Cerebral Cortex (“Blausen 0102 Brain Motor&Sensory” by BruceBlaus - Own work. Licensed under Creative Commons Attribution 3.0 via Wikimedia Commons).

Fig. 1-11 Motor and Sensory Regions of the Cerebral Cortex. ("Blausen 0103 Brain Sensory&Motor" by BruceBlaus - Own work. Licensed under Creative Commons Attribution 3.0 via Wikimedia Commons)
1.1.4 Human Brain Cortical Divisions

The cerebral cortex has two nearly symmetrical hemispheres: left and right hemispheres. Each hemisphere is typically divided into four “lobes”: the frontal lobe, parietal lobe, occipital lobe, and temporal lobe.

Different lobes have specialized functions. For example, an area of the occipital lobe is in charge of visual reception, visual-spatial processing, movement, and color recognition, and parietal lobe contains areas specializing in somatosensation, hearing, language, attention and spatial cognition. The frontal lobe is to control attention, abstract thinking, and behavior, problem solving tasks and physical reactions and personality. The temporal lobe controls auditory and visual memories, language, hearing and speech.
1.2 Thesis Motivation

Neural prosthetics is an emerging scientific field that uses signals from cortical neurons to decode motor intent and execution [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Several kinematic decoding systems to decode movements from neuronal ensemble activity in motor related cortical areas have been proposed in the past twenty years [1, 2, 3, 10, 4, 5, 6, 8, 9].

An important problem in the neural prosthetics design is to estimate “cognitive states,” i.e., the sequence of internal neural states that occurs between the movement onset and termination [10]. In neural prosthetics, cognitive states are internal states that occur either before or during movements but are invariant to movement tasks [11]. For example, during 3D reach-to-grasp movements, cognitive states characterize the baseline idle state, the planning of a movement, the execution of a movement, and finally the holding state [12] (Fig. 1-14). These states are task independent, i.e. these states occur regardless of the specific target objects reached at the end of each task. On the other hand, grasping different objects requires task dependent movement execution.
To date, prior work has focused on detecting cognitive state transition using task-dependent (TD) models [13, 5, 14, 15]. That is, in order to detect a cognitive state, the task must be either known \textit{a priori} or determined in real-time. If the neural prosthetics must work with subjects performing a large variety of tasks, a new TD model would be needed for each novel movement task, thus making the paradigm rapidly unmanageable. Furthermore, even if the computation would not pose a hurdle, one needs data from each task to estimate the models, despite the fact that several cognitive states (e.g., idle, holding, etc.) are invariant to the specific task being performed [11].

Therefore, we propose a real-time TI framework to detect cognitive state transitions from spike trains and kinematic measurements, where (1) a TI model is used with neuronal spike train measurements alone to detect cognitive states when the subject does not move; and, (2) when movements are detected, a TI model is used with both neuronal spike train and kinematic measurements to detect cognitive states [14, 16, 15]. We hypothesize that TI models will allow for a more accurate detection of cognitive state transitions than the TD models.
We assume that the brain evolves according to a hidden Markov model (HMM), wherein the HMM's outputs are cortical spike trains and – only when the subject is moving – kinematic measurements. The HMM's outputs are modeled with generalized linear point process models [17] with history dependencies. Similar state-space techniques have also been used [18, 19, 20, 17, 21, 13] in neural signal modeling. Related models have also been developed and applied in the fields of neural information processing and neural data analysis [22, 23, 24, 25, 26, 27, 28].

We constructed the real-time TI cognitive state transition detection framework using 226 single-unit recordings collected via multi-electrode arrays in premotor dorsal and ventral (PMd and PMv) cortical areas of two non-human primates performing 3D multi-object reach-to-grasp tasks [12]. We compared the latency-accuracy performance [29] of the TI vs. TD models both in offline and online detection modes.

The key questions we are trying to answer are:

- Is it possible to detect cognitive state transitions offline?
- Is it possible to detect cognitive state transitions online?
- If yes, what are the applications that can benefit from having cognitive state transitions?

So the aims of the thesis are as follows:

- **A1**: Task-dependent, offline, manually defined cognitive state transition detector and kinematics decoder

  This is to establish the feasibility of detecting cognitive state transitions. We built a task-dependent model, using an offline batch processing method, to identify the distinct features of each cognitive state and their transitions. We demonstrate the proposed decoding framework using neural recordings from ventral premotor (PMv) and dorsal premotor (PMd) neurons of a non-human primate executing four complex reach-to-grasp tasks along with the corresponding kinematics recordings. Using the HMM state decoder, we demonstrate that the transitions between neighboring epochs, regardless of the existence of any external kinematics changes, can be detected with high accuracy and short latencies. We further show that the hand joint angle kinematics can be estimated reliably with high accuracy. In addition, we demonstrate that using multiple latent state variables to model the within-epoch neural activity variability can improve the decoding performance of the HMM state decoder.

- **A2**: Task-independent, online, data-driven cognitive state transition detector


Complex reach, grasp, and object manipulation tasks require sequential, temporal coordination of a movement plan by neurons in the brain. Detecting cognitive state transitions associated with motor tasks from sequential neural data is pivotal in rehabilitation engineering. The cognitive state detectors proposed thus far reply on task-dependent (TD) models, i.e., the detection strategy exploits *a priori* knowledge of the movement goals to determine the actual states, regardless of whether these cognitive states actually depend on the movement tasks or not. This approach, however, is not viable when the tasks are not known *a priori* (e.g., the subject performs many different tasks) or when there is a paucity of neural data for each task. Moreover, some cognitive states (e.g., holding) are invariant to the tasks performs. We propose a real-time (online) task-independent (TI) framework to detect cognitive state transitions from spike trains and kinematic measurements. We applied this framework to 226 single-unit recordings collected via multi-electrode arrays in the PMd and PMv regions of the cortex of two non-human primates performing 3D multi-object reach-to-grasp tasks, and we used the detection latency and accuracy of state transitions to measure the performance. We found that, in both online and offline detection modes, (i) TI models have significantly better performance than TD models when using neuronal data alone, (ii) during movements, the addition of the kinematics history to the TI models further improves detection performance. These findings suggest that TI models may accurately detect cognitive state transitions. Our framework could pave the way for a TI control of prosthesis from cortical neurons.

*• A3: Task-independent, online, data-driven cognitive-state-based kinematics decoder*

Decoding kinematics from neural measurements for prosthetic control is currently limited to a small set of predefined tasks. The decoding algorithms proposed thus far rely on task-dependent (TD) encoding models, i.e., the decoding algorithms exploit *a priori* knowledge of the movement tasks. This approach, however, is not viable when the movement tasks are not known *a priori*, and is not scalable when there are a large number of tasks. Moreover, cognitive state information during tasks, such as planning or moving, is not utilized in current encoding models and thus neuronal variability due to cognitive state is not explicitly characterized. Here, we propose a real-time (online) task-independent (TI) decoding algorithm that constructs different encoding models for different cognitive states - not for different movement tasks. We constructed our framework using single-unit recordings from 452 neurons and synchronized kinematics recordings from two non-human primates performing 3D multi-object reach-to-grasp tasks. We find that (i) our TI framework
performs significantly better than current frameworks that rely on TD models (p = 0.03); and (ii) modeling cognitive state information further improves decoding performance. These findings suggest that TI models with cognitive-state-dependent parameters may more accurately decode kinematics and could pave the way for more clinically viable neural prosthetics.

1.3 Thesis Overview

The rest of the thesis is organized along the three aims mentioned above: chapter 2 discusses the experimental set-up related with brain signals and kinematics recording in non-human subjects; chapters 3 describes the theoretical backgrounds (hidden Markov models, point process models); chapters 4 and 5 in details discuss the offline and online task-independent cognitive state transition detector; chapter 6 describes the online task-independent kinematics decoding framework; chapter 7 finally describes the significance of the work, limitations, and future directions.
Chapter 2  Experiments

2.1 Behavioral Tasks
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2.3 Acquisition of Neurophysiological Signal

2.1 Behavioral Tasks

All studies were carried out by Dr. Schieber and his students under a protocol approved by the University of Rochester Institutional Animal Care and Use Committee. Two male rhesus monkeys (Macaca mulatta) were trained to sit in a polycarbonate primate chair that restrained the neck, torso and legs, and to follow visual cues to manipulate, grasp, and reach towards one of four target objects. The four objects include sphere, perpendicular mounted cylinder (mallet), pushbutton, or peripheral coaxial cylinder (pull handle), arranged in a planar circle at 60º intervals around the center home cylindrical object (home object) (Fig. 2-1). Each object was mounted on the end of a 2-3', 0.5'' diameter aluminum rod, and manipulation of the object operated a micro-switch mounted at the opposite end of the rod. Each monkey used its right hand to perform the movements and the left upper extremity was restrained within the primate chair.

Each trial included four cognitive states marked by three visual cues during the experiments (Fig. 2-2). The baseline began with each monkey holding the home object, which was aligned with the monkey's right shoulder, for a random period between 230 and 1130 milliseconds. At the beginning of planning was a visual cue indicated by a blue LED next to one of the four peripheral objects, which instructed the monkeys to release the home object and reach towards the instructed peripheral object. The onset of movement (OM) was marked as the moment the monkeys released the home object. During the movement state, as soon as a monkey touched the instructed peripheral object, the monkeys were required to grasp and manipulate the instructed object: either rotate the sphere object 45º, pull the mallet object, depress the pushbutton object, or
to pull a peripheral mounted cylinder object against its own small spring load [12]. The monkeys were required to hold the instructed target object for 1000 milliseconds during the holding state.

Fig. 2-1 Experimental set-up and task apparatus. The center is the home object and the four objects around the home objects are four possible target objects.

Fig. 2-2 The timeline of an experimental trial including the four cognitive states marked with average durations. The detection windows is in the size of 2*W (W=50 milliseconds) for each cognitive state transition.

2.2 Microelectrode Array Implantation

All studies were carried out under a protocol approved by Dr. Marc Schieber at the University of Rochester Institutional Animal Care and Use Committee. Each of the two monkey subjects was implanted with multiple floating microelectrode arrays (FMAs; MicroProbes for Life Sciences) in cortical motor areas (in the left hemisphere) using sterile techniques and isoflurane anesthesia. In order to sample neural activity at different depths down the anterior bank of the central sulcus, each of the FMAs we used incorporated
electrodes of various lengths (Because the length of each electrode on a FMA can be specified from 1 mm to 10 mm at the time of manufacture). Each FMA consisted of 16 parylene-C insulated platinum/iridium recording microelectrodes of different lengths (FMAs, MicroProbes, Gaithersburg, MD), varying from 1.5 to 8.0 mm in monkey Y and from 1.0 to 6.0 mm in monkey X, arranged in a 4×4 triangular matrix on a 1.95×2.45 mm ceramic chip. Two additional low impedance microelectrodes on each array served as reference and ground electrodes. After craniotomy and durotomy, each FMA was advanced slowly into the cortex at a location selected based on direct visualization of the hemispheric surface (Figs. 2-3).

![Figure 2-3 Recording locations. The drawings were traced from intraoperative photographs, showing the locations of FMAs implanted in two monkey subjects.](image)

After all arrays had been implanted, the dura matter was closely loosely and covered with Duragen (Integra), after which the craniotomy was closed with methylmethacrylate. Array connectors were imbedded in additional methylmethacrylate, and a polycarbonate chamber was mounted over the array connectors. The entire implant was fixed to the skull with circumferentially placed titanium bone screws also embedded in methylmethacrylate, along with head-holding post. Postoperatively, each monkey received a 3 d course of banamine (1.1 mg kg⁻¹ d⁻¹) for pain and a 2-6 weeks course of ceftriaxone (50 mg kg⁻¹ d⁻¹) for infection prophylaxis and was maintained for several weeks on phenytoin (10 mg kg⁻¹ d⁻¹) for seizure prophylaxis. After a recovery period of at least 1 week, each monkey returned to performing the behavioral task described above in daily sessions, now with the head fixed.
2.3 Acquisition of Neurophysiological Signals

All studies were carried out under a protocol approved by Dr. Marc Schieber at the University of Rochester Institutional Animal Care and Use Committee. Single-unit neuronal activity was recorded using a Plexon (Dallas, TX) data acquisition system from 2 floating microelectrode arrays (FMAs) in Monkey #1: one in PMd and one in PMv, respectively, as well as 4 FMAs in Monkey #2: two in PMd, and two in PMv, respectively. There were two days of neuronal recordings from each monkey. There were totally 148 PMv neurons, and 304 PMd respectively. Each FMA included 16 electrodes and up to four single-units could be discriminated per electrode.

Signals from the microelectrodes (impedance, ~0.5 MΩ) were amplified 20× by a head stage and then hardware filtered for spikes (100 Hz to 8 kHz). Neuronal spiking activity from each of the 64 recording electrodes was amplified from 1000 to 32000 times. Waveforms crossing a threshold selected online by an investigator were sampled at 40 kHz and saved for offline sorting performed with Offline Sorter by Plexon. After offline sorting, spike clusters with a waveform signal-to-noise ratio (SNR) > 3.0 and with no interspike intervals (ISIs) of 1 ms or less were considered well-isolated single-unit (SU) recordings, whereas spike clusters with SNR <=3 or ISIs <=1 ms were considered multiunit (MU) recordings.
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3.1 Hidden Markov Models

A Hidden Markov Model (HMM) is one form of probabilistic graphic models in which the observations are modeled as outputs of a discrete state switching process. The observations are modeled using a vocabulary base or a support set. Each discrete state has a characteristic pattern of transitioning to other states and emitting observations with various probabilities. Inference and learning real world problems using HMMs have been most popular in the speech recognition field for the last several decades. Recently, research in the biomedical engineering field has begun to use HMMs to help with system identification and classification. This chapter is meant to introduce the technical basics of HMMs. In this chapter, commonly used algorithms in HMMs are introduced and derived in detail, establishing the mathematical symbols and formalism to be used for later chapters.
3.2 Statistical Markov Models

A probabilistic Markov Model is one kind of a (finite) state machine or finite state automaton. A state machine is a computational mathematical model used to design computer programs and logic circuits. An abstract state machine can have finite number of states, and at every time point, the state machine is in one and only one state, which is usually called the current state. The current state of the state machine can change from one to another triggered by various events or conditions. Such a switch between states is called a transition. A finite state machine is defined by the list of the states within it, and the triggering conditions for each transition (Fig. 3-1).

Fig. 3-1 An example of a simple two-state state machine with probabilistic transitions between states.

A probabilistic Markov model is a state machine that generates a discrete state sequence with a unique start state and end state. The state sequence can be denoted as $S_{0:N+1}$, where $S_0$ is the start state, $S_{N+1}$ is the unique end state, and $S_t \in \{1, ..., C\}$ for $1 \leq t \leq N$. Each state sequence can be generated with a probability, which can be denoted as

$$p(S_1 : N) = \prod_{t=0}^{N} p_t(S_{t+1} | S_t)$$

(3.1)

When a Markov chain is homogeneous, the time index can be ignored and the probability of observing a discrete state sequence $S_{1:N}$ following the Markov property and is given as

$$p_t(S_{t+1} | S_t) = q_{S_tS_{t+1}}$$

(3.2)

$$p(S_{1:N}) = \prod_{t=0}^{N} q_{S_tS_{t+1}}$$

(3.3)

where $q_{S_t,S_{t+1}}$ is a transition probability strictly following all the canonical properties of a probability distribution. Since a non-homogeneous Markov chain can be transformed into a homogeneous one by
appending the time-index to each discrete state, we only deal with homogeneous Markov chains without loss of generality. The system states of a Markov chain are fully observable.

### 3.3 Emitting Statistical Markov Models

Besides the transitions between system states, a more complicated type of statistical Markov models is one that has emitting states. An emitting state is a discrete state $S \in \{1, \ldots, C\}$ that emits an output observation $o \in \Theta$, where $\Theta$ is a set, following a strict probabilistic distribution over the set $O$. The probabilistic emitting distribution can be denoted by $P(o|S)$. The set elements can be discrete e.g. $O = \{1, \ldots, K\}$ or continuous e.g. $O = \mathbb{R}^D$. Formally, an emitting statistical Markov model is a weighted graph $G(V, E)$ where each state is a vertex $v$ in the graph. For each vertex denoted by $v \in V - \{\text{START, END}\}$ in the graph is associated with a probability distribution on the output set $O$. A homogeneous emitting statistical Markov model generates both a discrete state sequence $S_{1:N}$ and $O_{1:N}$ simultaneously. The joint probability of observing both the state sequence and the output sequence can be denoted as:

$$P(S_{1:N}, O_{1:N}) = P(O_{1:N}|S_{1:N})P(S_{0:N+1}) = \left( \prod_{t=0}^{N-1} q_{S_tS_{t+1}} p(O_{t+1}|S_{t+1}) \right) q_{S_N, \text{END}}$$

### 3.4 Hidden Markov Model

When the discrete state sequence $S_{1:N}$ is partially or completely unobservable, an emitting statistical Markov model becomes a hidden Markov model. The probability of observing an output sequence can be computed by marginalizing over all possible state sequence $S_{1:N}$ weighted by the probability of each state sequence as

$$P(o_{1:N}) = \sum_{S_{1:N}} P(o_{1:N}, S_{1:N}) = \sum_{S_{1:N}} q_{S_{1:N}, \text{END}} \prod_{t=0}^{N} q_{S_tS_{t+1}} P(o_{t+1}|S_{t+1})$$

A HMM is composed of the following components:
V: a vertex set \{1, ..., C, START, END\}.

\( q_{s,s} \): A transition probability matrix of size \((C + 2) \times (C + 2)\).

\( O \): An output set defining all possible observations.

\( P(o | S) \): an emitting probability distribution over \( O \) for each state \( s \in V \) in the HMM.

Here we denote the set of the variables to describe the parameters of a HMM as \( \Theta = \{q_{s,s}, P(o | S)\} \).

For example, if \( P(o | S) \) follows a Gaussian distribution, \( \Theta \) includes the set of means and covariance associated with each state denoted as

\[
\Theta = \{q_{s,s}, P(o | S)\}
\]

where the upper script \( s \) indicates the state dependency of the parameters to states.

## 3.5 Inference in a HMM

The inference problems in a HMM can be summarized as estimating the values of hidden variables from known variables including output observations. The variables in an HMM are \( S_{1:N} \) and \( o_{1:N} \).

There are two common inference problems in a statistical graphical model as follows.

1. Computing the conditional probabilistic distribution of a hidden state sequence over the observations, i.e., estimating \( P(S_{1:N} | o_{1:N}) \);

2. Computing the most likely hidden state sequence, i.e., \( \hat{S}_{1:N} = \arg \max_{S_{1:N}} (S_{1:N} | o_{1:N}) \).

The first inference problem often uses techniques such as Expectation Maximization (EM). The second inference problem is to find the most fit set of values for the hidden random variables under the constraints of the observations. For example, recognizing the most likely sequence of words given the recorded acoustics, or recognizing the most likely sequence of surgical movements given the recorded kinematics. Both inference problems have been well studied with popular solutions and will be described briefly below.
3.5.1 Inferring the Probability Distribution of $S_{1:N}$

In order to infer the probabilistic distribution of $S_{1:N}$, formally, we need to calculate the conditional joint probability distribution of the state sequence,

$$P(S_{1:N} | o_{1:N}, \varsigma) = \prod_{t=0}^{N} P(S_{t+1} | S_t, o_{1:N}, \varsigma)$$

(3.7)

where the Markov property defines that given the current state, the future and past states are independent. Formally,

$$P(S_{N+1} = s | S_1 = s_1, S_2 = s_2, ..., S_N = s_N) = P(S_{N+1} = s | S_N = s_N).$$

(3.8)

Here the grammar $\varsigma$ is defined by a graph $G$ on which the inference is made. During inference process, not all states are active at the same time given the times of the observations. For example, in recognizing a sentence containing a word dive: = /d/ ai /v/ and the time stamps for the corresponding acoustic sound are between 3 sec and 4.5 sec, then only the states corresponding to the phonemes d, ai, v should be active between 3 and 4.5 sec. A boolean $b_i^t$ indicator can be set up for each state. For the states that can't be active during certain period, the corresponding $b_i^t = 0$. In cases where the time information is not available, $b_i^t = 1$ for all states and all time.

The joint distribution of $S_i, S_{i+1}$ and $o_{1:N}$ for each time $t$ is sufficient for estimating the probability distribution of a state sequence given the grammar and the observations. It can be denoted as

$$\gamma_{t}^{i,i'} = P(S_{i} = s, S_{i+1} = s', o_{1:N}).$$

(3.9)

It can be re-written using the chain rule and the Markov property as follows:
\[ y^{t' \rightarrow t} = P(S_t = s, S_{t+1} = s', o_{t:t+N}) \]
\[ = P(S_t = s, S_{t+1} = s', o_{t:t+N}) \]
\[ = P(S_t = s, o_{t_1}) P(S_{t+1} = s'| S_t = s, o_{t_1}) P(o_{t+1:N} | S_{t+1} = s', S_t = s, o_{t_1}) \]
\[ = P(S_t = s, o_{t_1}) P(S_{t+1} = s'| S_t = s, o_{t_1}) q_{s,t} P(o_{t+1:N} | S_{t+1} = s') \]
\[ = \alpha_t^s \beta_{t+1}^{s'} \]

where
\[ \alpha_t^s = P(S_t = s, o_{t_1}) \]
\[ \beta_{t+1}^{s'} = P(o_{t+1:N} | S_{t+1} = s') \]

The computation of the joint probability distribution requires the computation of a forward probability denoted as \( \alpha_t^s \) and a backward probability denoted as \( \beta_{t+1}^{s'} \). Both the forward and backward probabilities can be calculated recursively using dynamic programming as in the forward-backward algorithm. Below will be a brief description of the forward-backward algorithm.

### 3.5.1.1 Forward Pass

The forward pass is used to calculate the forward probability \( \alpha_t^s = P(S_t = s, o_{t_1}) \). Using the law of total probability by marginalizing over all \( S_{t-1} = s' \),

\[ \alpha_t^s = P(S_t = s, o_{t_1}) \]
\[ = \sum_{s'} P(S_t = s, S_{t-1} = s', o_{t_1}) \]
\[ = \sum_{s'} P(S_t = s, S_{t-1} = s', o_{t_1}) P(o_{t_1} | S_t = s, S_{t-1} = s', o_{t-1}) \]
\[ = \sum_{s'} P(S_{t-1} = s', o_{t-1}) P(S_t = s | S_{t-1} = s', o_{t-1}) P(o_t | S_t = s) \]
\[ = \sum_{s' \in \mathcal{S} \in \mathcal{E}(E)} \alpha_{t-1}^{s'} q_{s,t} P(o_t | s) \]

The base case for \( t = 0 \) is \( \alpha_0^{\text{START}} = 1 \) and \( \alpha_0^s = 0 \) for all other states. Using the equation above, one can iteratively calculate \( \alpha_t^s \) for each state \( S \) for \( t \) from 1 to \( N \).

### 3.5.1.2 Backward Pass
Similar to the computation of the forward probability, the backward probability can be computed using the law of total probability by marginalizing over all future states $S_{t+1} = s'$ as follows:

$$
\beta'_t = P(o_{t:N} \mid S_t = s) = P(o_t, o_{t+1:N} \mid S_t = s)
= P(o_t \mid S_t = s) P(o_{t+1:N} \mid o_t, S_t = s)
= P(o_t \mid S_t = s) \sum_{s' \in \mathcal{S}_{t+1:N} | E(G)} P(o_{t+1:N}, S_{t+1} = s' \mid o_t, S_t = s)

(3.13)
= P(o_t \mid S_t = s) \sum_{s' \in \mathcal{S}_{t+1:N} | E(G)} P(S_{t+1} = s' \mid o_t, S_t = s) P(o_{t+1:N} \mid S_{t+1} = s', o_t, S_t = s)
= P(o_t \mid S_t = s) \sum_{s' \in \mathcal{S}_{t+1:N} | E(G)} P(S_{t+1} = s' \mid S_t = s) P(o_{t+1:N} \mid S_{t+1} = s')
= P(o_t \mid S_t = s) \sum_{s' \in \mathcal{S}_{t+1:N} | E(G)} q_{t,s} \beta'_{t+1}
$$

The base case is $\beta'^{END}_{N+1} = 1$ and $\beta'^{END}_{N+1} = 0$ for all other states. The backward probability can be computed recursively for all times going from backward $N$ to 1.

The forward-backward procedure for a HMM is summarized in Algorithm 2. The inputs of the algorithm include a grammar $\mathcal{G}$, the parameter set $\Theta$, and the observation sequence $o_{1:N}$. The outputs of the algorithm is the pairwise joint probability of states given observations $\gamma^t_{s',s}$ for $t \geq 1$, and the marginal probability $\gamma^t_s = P(S_t = s \mid o_{1:N})$. The posterior probabilities $\gamma^t_s = P(S_t = s \mid o_{1:N})$ can be further computed as follows:

$$
\gamma_s^t = P(S_t = s \mid o_{1:N}) = \frac{P(S_t = s \mid o_{1:N})}{\sum_s P(S_t = s \mid o_{1:N})}

(3.14)
$$

Algorithm 1: log add $(x, y)$

Note: Given $\log(x) = lx$, $\log(y) = ly$, find $\log(x + y)$

$$
\log(x + y) = \log(x * (1 + y/x)) = \log(x) + \log(1 + \exp(\log(y) - \log(x))) = lx + \log(1 + \exp(ly - lx))
$$
Algorithm 2: HMM Forward-Backward \(\left( G, \left[ b_{i_N}^{IC} \right], \Theta, a_{i_N} \right)\)

Note: both the forward and backward probabilities are in log scale.

\[
\alpha_0^s \leftarrow -\infty \forall s; \\
\alpha_0^{\text{START}} \leftarrow 0;
\]

for \( t \leftarrow 1 \) to \( N \) do

\[
\alpha_t^s \leftarrow -\infty \forall s;
\]

for \((s', s) \in E(G)\) do

if \( b_t^{s'} = \text{true} \) then

\[
\alpha_t^s \leftarrow \log \text{add} \left( \alpha_t^{s'}, \alpha_{t-1}^{s'} + \log q_{s', s} + \log P_0(s_t | s) \right);
\]

end

end

\[
\beta_{N+1}^s \leftarrow -\infty \forall s; \\
\beta_{N+1}^{\text{END}} \leftarrow 0;
\]

for \( t \leftarrow N \) to 1 do

\[
\beta_t^s \leftarrow -\infty \forall s; \\
\gamma_t^s \leftarrow -\infty \forall s;
\]

for \((s, s') \in E(G)\) do

\[
\beta_t^s \leftarrow \log \text{add} \left( \beta_t^{s'}, \log P_0(s_t | s) + \log q_{s', s} + \beta_{t+1}^{s'} \right);
\]

\[
\gamma_{t,s'}^t \leftarrow \alpha_t^s + \log q_{s', s} + \beta_{t+1}^{s'};
\]

\[
\gamma_t^s \leftarrow \log \text{add} \left( \gamma_t^{s'}, \gamma_{t+1}^{s'} \right);
\]

end

end

3.5.2 Inferring the Most Probable \( S_{1:N} \)
The problem of computing the most likely state sequence $\hat{S}_{1:N}$ given $o_{1:N}$, denoted as

$$
\hat{S}_{1:N} = \arg\max_{S_{1:N}} P(S_{1:N} | o_{1:N}) = \arg\max_{S_{1:N}} P(S_{1:N} | o_{1:N})
$$

can be solved using standard dynamic programming referred as the Viterbi algorithm. The Viterbi algorithm calculates $\alpha_t^*$ denoted as

$$
\alpha_t^* = \max_{S_{t-1}} P(S_{t-1}, S_t = s, o_t)
$$

(3.15)

This can be done recursively in a similar fashion to Algorithm 2 using the chain rule and Markov property as follows:

$$
\alpha_t^* = \max_{S_{t-1}} P(S_{t-1}, S_t = s, o_t)
$$

$$
= \max_{s'}\left[ \max_{S_{t-2}} P(S_{t-2}, S_{t-1} = s', S_t = s, o_t) \right]
$$

$$
= \max_{s'}\left[ \max_{S_{t-2}} P(S_{t-2}, S_{t-1} = s', S_t = s, o_t, o_{t-1}) \right]
$$

$$
= \max_{s'}\left[ \max_{S_{t-2}} P(S_{t-2}, S_{t-1} = s', S_t = s, o_t, o_{t-1}) \right] q_{s,s'} P_\Theta(o_t | s) \max_{s_t} q_{s_t,s} \alpha_{t-1}^*
$$

(3.16)

Moreover, for each state $s$, we may keep track of the previous state $s'$ that attains the maximum of the function above as

$$
P_t^* = \arg\max_{s'} q_{s,s'} \alpha_{t-1}^*
$$

(3.17)

When $t = N+1$, $\alpha_{N+1}^{\text{END}} = \max_{S_N} P(S_{1:N}, o_{1:N})$.

(3.18)

Thus, the most likely state sequence $\hat{S}_{1:N}$ can be computed by backtracking the best previous state starting from END state at $N+1$. The detailed algorithm is shown in Algorithm 3.

**Algorithm 3: Vitebi ($G, \Theta, o_{1:N}$)**
\[ \hat{\alpha}_0^{s',s} \leftarrow -\infty \forall s; \]
\[ \alpha_0^{\text{START}} \leftarrow 0; \]

for \( t \leftarrow 1 \) to \( N \) do

\[ \alpha_i^t \leftarrow -\infty \forall s; \]

for \( (s',s) \in E(G) \) do

\[ \ell \leftarrow \log q_{i,s} + \log P_s(o_t | s); \]

if \( \ell \) then

\[ \hat{\alpha}_i^t \leftarrow \ell \]
\[ \hat{P}_i^t \leftarrow s'; \]

end

end

\[ \hat{S}_{N+1} \leftarrow \text{END} \]

for \( t \leftarrow N \) to 1 do

\[ \hat{S}_t \leftarrow \hat{S}_{t+1}; \]

end

return \( \hat{S}_{1:N} \)

end

3.6 Parameter Estimation for HMM; the Baum Welch Algorithm

The parameter estimation process is to find the set of parameters \( \hat{\Theta}_{ML} \) under which the likelihood of the observed data will be optimized. Formally, assuming we are given \( M \)
sequences of observations \( \left[ o_{i(j)} \right]_{j=1}^M \), each observed sequence has a grammar \( \zeta_j \) including an unweighted graph \( G_j \) of emitting states which generated \( o_{i(j)} \). All possible state-sequences \( S_{i,N} \) must belong to the grammar \( \zeta_j \).

For an observation sequence \( o_{i(j)} \), its likelihood can be denoted as

\[
\ell = \log \sum_{S_{i,N}} \prod_{t=1}^{N_j} q_{S_{i-1,S_i}} P_{\Theta} \left( o_i^j \mid S_i \right)
\]

(3.19)

The optimal set of parameters \( \hat{\Theta}_{ML} \) is defined as follows:

\[
\hat{\Theta}_{ML} = \arg \max_{\Theta} \sum_{j=1}^M \ell
\]

(3.20)

Because the total likelihood of the observed data sequences is a non-convex function in \( \Theta \). Directly solving the problem requires various heuristics such as simulated annealing.

An alternative approach is to calculate the complete data likelihood of \( \left\{ S_{i,N} , o_{i(j)} \right\} \), assuming the state sequence \( S_{i,N} \) for the \( j^{th} \) was given. The complete data likelihood for \( \left\{ S_{i,N} , o_{i(j)} \right\} \) is

\[
\ell = \log \left( \prod_{t=1}^{N_j} q_{S_{i-1,S_i}} \prod_{t=1}^{N_j} q_{S_{i-1,S_i}} P_{\Theta} \left( o_i^j \mid S_i \right) \right)
\]

(3.21)

Since \( S_{i,N} \) is unknown, the complete log-likelihood above is a random variable. In order to remove the randomness, the expectation of \( \ell \) is calculated under the posterior distribution \( P_{\Theta} \left( S_{i,N} \mid o_{i(j)} , \zeta_j \right) \) where \( \Theta_c \) is the current set of HMM parameters. This method is called Expectation-Maximization (EM). This step is the E-step of the EM procedure.
\[ E_{\Theta} \left[ \ell \left( \theta, \lambda \left| \gamma_{i,j} \right) \right] \] 
= \frac{\sum E_{\Theta} \left[ \log q_{o_i} \right] + \sum E_{\Theta} \left[ P_\Theta \left( o_i \mid S_i \right) \right]}{N_j} 
= \sum E_{\Theta} \left[ \log q_{o_i} \right] + \sum E_{\Theta} \left[ P_\Theta \left( o_i \mid S_i \right) \right] 
\] (3.22)

The first term can be simplified further as follows:

\[ E_{\Theta} \left[ \log q_{S_i, S_{i+1}} \right] = \sum_{i,j} P \left( S_i = s, S_{i+1} = s' \mid o_{i}^{\prime, s'} \right) \log q_{s,s'} = \sum_{i,j} \gamma_{i,j}^{s,s'} \log q_{s,s'} \] (3.23)

Similarly the second term can be written as

\[ E_{\Theta} \left[ P_\Theta \left( o_i \mid S_i \right) \right] = \sum_{i} \gamma_{i}^{o} \log P_\Theta \left( o_i \mid s \right) \] (3.24)

The quantities \( \gamma_{i,j}^{s,s'} \) and \( \gamma_{i,j}^{o} \) can be calculated with Algorithm 2.

The M-step of the EM procedure computes \( \hat{\Theta} \) such that

\[ \hat{\Theta} = \arg \max \sum_{j=1}^{M} E_{\Theta} \left[ \ell \left( \theta, \lambda \left| \gamma_{i,j} \right) \right] \right] . \] (3.25)

Furthermore, \( \hat{\Theta} \) satisfies

\[ \sum_{j=1}^{M} \ell \left( \theta, \lambda \mid \gamma_{i,j} \right) = \ell \left( \theta, \lambda \right) \] (3.26)

In other words, the iterative procedures in EM always improve the log-likelihood over the current set of parameters. The estimation process is referred as the Baum Welch algorithm.

The optimal set of parameters can be defined now as follows:

\[ \hat{\Theta} = \arg \max \left[ \sum_{s,s'} \sum_{i,j} \gamma_{i,j}^{s,s'} \log q_{s,s'} + \sum_{s} \sum_{i,j} \gamma_{i,j}^{o} \log P_\Theta \left( o_i \mid s \right) \right] \] (3.27)

The optimization over \( q_{s,s'} \) can be done via optimizing the first summation under the constraint that \( \sum_{s} q_{s,s'} = 1 \). The resulting optimal \( q_{s,s'} \) can be denoted as follows:
\[ q_{s,t} = \frac{\sum\gamma_{t,j}^{s,s'}}{\sum\sum\gamma_{t,j}^{s,s'}} \]  

(3.28)

When one assumes \( P(o | s) = P(o | \Theta^s) \) where \( \Theta^s \) is a state specific parameter that determines the probability distribution of the observations, one may calculate the optimal \( \Theta^s \) separately for each \( s \) from optimizing over the second term of the equation above and get the solutions as follows:

\[ \hat{\Theta}^s = \arg \max_{\Theta^s} \sum_{t,j} \gamma_{t,j}^{s,s'} \log P(o') \]  

(3.29)

A closed form of the solution above is possible when \( P(o) \) follows certain probability distribution. One commonly used distribution is the Gaussian density. Gaussian densities can be expressed with only a few parameters and also are powerful enough to easily approximate a large class of distributions. Formally, when \( P(o) = N(\mu, \Sigma) \), the state-dependent optimal HMM parameter can be expressed as follows:

\[ \hat{\Theta}^s = \arg \max_{\Theta^s} \sum_{t,j} \gamma_{t,j}^{s,s'} \left\{ -\frac{1}{2} \log |\Sigma^s| - \text{Trace} \left[ \Sigma^{-1} (o'_j - \mu^s) (o'_j - \mu^s)^T \right] \right\} \]  

(3.30)

EM improves the likelihood at each step, and one needs to repeatedly perform the updates mentioned above to iteratively increase the log-likelihood reaching a plateau or reach the error range pre-specified. The final estimate \( \hat{\Theta} = \left\{ \hat{\mu}, \hat{\Sigma} \right\} \) can be calculated using matrix operations and denoted as follows:

\[ N_s = \sum_{t,j} \gamma_{t,j}^{s,s'} \]
\[ \hat{\mu}^s = \frac{1}{N_s} \sum_{t,j} \gamma_{t,j}^{s,s'} o_j' \]
\[ \hat{\Sigma}^s = \frac{1}{N_s} \sum_{t,j} \gamma_{t,j}^{s,s'} o_j'(o_j' - \hat{\mu}^s)(o_j' - \hat{\mu}^s)^T \]  

(3.31)
3.7 Chapter Summary

The basic concepts of HMMs are developed from the first principles. Commonly used inference and learning algorithms for HMMs are reviewed. Maximum likelihood estimates of HMM parameters can be obtained using the Baum Welch Algorithm utilizing dynamic programming. In a similar fashion, the optimal state sequence given observations can also be solved using the Viterbi algorithm.
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4.1 Introduction

Advanced dexterous prosthetics research has undergone rapid development as a potential solution to upper limb amputation. Neural prosthetics uses signals from cortical neurons to decode motor intent and execution [1–10]. Research summarized in [3], [11–13] has demonstrated that non-human primates such as monkeys are able to learn to gain control of motor prosthetics using ensemble neural activity of motor related cortical areas.

An important problem in the neural prosthetics design is to detect transitions between epochs of neural activity [14], [15] and estimate epoch-dependent neuroprosthetics kinematics which enables prosthetic interfaces to operate autonomously. Epochs of neural activity, or, cognitive states, are the changing internal states that govern the process from movement generation to movement completion, and are distinguished by the changing dynamics of neural activity. For example, in an instructed reach-to-grasp behavioral task, the epochs of neural activity may coincide with task trial epochs such as a baseline epoch, a planning epoch, and a movement epoch, as well as a holding epoch. It is essential to estimate these different cognitive states during the control of neural prosthetics because users may employ different control policies in these different epochs, and thus the inherent dynamics of the corresponding neural activity may be different. A well-designed clinically viable neural prosthetic control unit may use different decoding strategies to adapt to different cognitive states for optimal performance in practical scenarios [16].

The prosthetic interfaces described in [2], [4], [6], [9], [10], [17–19] ignored the cognitive states in the experiments. These systems must be manually turned on when the prosthetic is supposed to move and turned off when the prosthetic is not supposed to move so that undesired movements are avoided.

Significant scientific advances have been made, primarily in kinematics decoding and to some extent cognitive state decoding; however, a complete decoding system for both cognitive states and epoch-based kinematics has not been fully developed. Several research groups have tried to address the estimation problem of detecting changing cognitive states from neural activity [14–16], [20–24]. The work of Shenoy et al [14] developed a finite state machine model using an off-line, ad hoc approach and classified neural activity from the Parietal Reach Region (PRR) into three discrete epochs including a baseline epoch, a plan epoch and a reach epoch. They demonstrated that a supervised decoder could improve overall system decoding accuracy.
Achtman et al [15] used neural activity to estimate a planning epoch. Hudson et al [16] presented a supervised discrete state neural decoder and demonstrated its effectiveness in decoding two epochs including a baseline epoch and a reach epoch, using the neural signals from the PRR of a rhesus monkey. Srinivasan et al [20] presented a hybrid framework for cognitive state estimation and demonstrated its application using ensemble spiking activity from point process models of primary motor cortex (M1). Kemere et al [22] used a supervised HMM approach and achieved high decoding performance in estimating three epochs including a baseline epoch, a planning epoch and a movement epoch, using the neural signals from PMd and M1. Abeles et al [23] studied single-unit activity from the frontal areas around the upper limb of the arcuate sulcus using a HMM method to segment cognitive state sequences following a known external stimulus. Seidemann et al [24] used the HMM method to detect the cognitive states in the frontal cortex of a monkey. Wu et al [21] demonstrated a recursive Bayesian estimate procedure based on a Kalman filter.

The decoding framework proposed here aims to address the problem of decoding cognitive states and kinematics. The criteria we used to judge the performance of such a decoding framework are as follows. First, the decoding system needs to be able to estimate the cognitive states and epoch transitions with at least comparable decoding accuracies and latencies to previous research. In addition, the decoding framework needs to be able to estimate the corresponding kinematics (in our case wrist, hand and finger joint angles) with at least comparable decoding accuracies to previous research.

In this work, the decoding framework is composed of three parts including a preprocessing unit, a HMM state decoder and a switching linear discriminant system (S-LDS) kinematics decoder. In the preprocessing unit, we demonstrate that the performance of dimension reduction leads to higher decoding accuracies than obtained by drop out analysis. The HMM state decoder uses one or multiple latent state variables to represent an epoch of ensemble neural activity. The transition between epochs is modeled as a Markov process. The firing rates are modeled as a mixture of Gaussians whose parameters are conditioned on the corresponding latent state variables. The decoding framework treats ensemble neural activity as the observations of a generative process conditioned on the latent cognitive states, and uses a supervised approach to learn the correspondence between latent state variables and epochs of ensemble neural activity. The S-LDS kinematics decoder further models the epochs of joint angle kinematics with an epoch-dependent linear system based on the decoded cognitive state sequence information from the HMM state decoder. Similar to the HMM state
decoder, the transition between cognitive states is modeled as a Markov process in the S-LDS kinematics decoder. We demonstrate the decoding framework using neural recordings from ventral premotor (PMv) and dorsal premotor (PMd) neurons of a non-human primate executing four complex reach-to-grasp tasks along with the corresponding kinematics recordings. Using the HMM state decoder, we demonstrate that the transitions between neighboring epochs, regardless of the existence of any external kinematics changes, can be detected with high accuracy and short latencies. We further show that the hand joint angle kinematics can be estimated reliably with high accuracy. In addition, we demonstrate that using multiple latent state variables to model the within-epoch neural activity variability can improve the decoding performance of the HMM state decoder.

4.2 Methods

4.2.1 Experimental Setup

Our collaborators Dr. Marc Schieber trained an adult male rhesus monkey (*Macaca mulatta*) to perform reach-to-grasp tasks involving one center home object and four peripheral target objects, as described in [25]. All studies have been approved by the University of Rochester Institutional Animal Care and Use Committee. The monkey was trained to sit in a primate chair that restrained the neck, torso and legs, and to follow visual cues to manipulate, grasp, and reach towards one of four objects - sphere, perpendicular mounted cylinder (mallet), pushbutton, or peripheral coaxial cylinder (pull handle) - arranged in a planar circle at 60° intervals (Fig. 4-1). Each object was mounted on the end of a 2-3', 0.5" diameter aluminum rod, and manipulation of the object operated a micro-switch mounted at the opposite end of the rod. The monkey used its right hand to perform the tasks.

Each trial is separated into four epochs, including the baseline, planning, moving and holding epochs, marked by five behavioral events during the experiments (Fig. 4-2). The baseline epoch begins with the monkey holding a home cylindrical object (home object), which was aligned with the monkey's right shoulder, for a random period of 230 to 1130 ms. It is followed by the planning epoch, which begins with a cue indicated by a blue LED next to one of the peripheral objects to instruct the monkey to release the home object and reach towards the instructed peripheral object. The beginning of the movement epoch is the onset
of movement (OM). As soon as the monkey grasped the instructed peripheral object, the monkey was 
required to grasp and manipulate the instructed object: either rotate the sphere object 45°, pull the mallet 
object, or depress the pushbutton object, or to pull peripheral mounted cylinder object against its own small 
spring load (Fig. 4-1). The holding epoch starts with the illumination of a green LED next to the instructed 
object. The monkey held the instructed object in its final position for 1000 ms until a blue LED was turned 
off to indicate the end of the trial. If the monkey performed the trials correctly, the monkey would get water 
in reward; if the monkey made errors, such as not completing the trial or grasping the wrong object, the 
monkey got nothing in reward.

Of the several weeks of data collection, our collaborators Dr. Marc Schieber and his team chose two 
individual data sets (09_18_09 and 10_02_09). Single-unit activity was recorded using a Plexon (Dallas, TX) 
data acquisition system from PMd and PMv cortical areas (Fig. 4-3). There were two floating microelectrode 
arrays (FMAs): one in PMd (array D) and one in PMv (array C). Each FMA includes sixteen electrodes and 
up to four single-units can be discriminated per electrode. We were able to record the activity of 74 well-
isolated neurons in PMv and 70 in PMd. We combined all neurons together during our analysis since our 
work is not concerned with the individual cortical neurons, yielding a data set with 144 neurons (Fig. 4-4).

The Vicon motion capture system (Vicon Motion Systems, Oxford, UK), used by Dr. Marc Schieber, 
was composed of 18 cameras and tracked upper-limb kinematics using thirty 3-mm diameter optically-
reflective markers (Optitrack, Eugene, OR). There were four markers on the dorsal aspect of the forearm, six 
on the dorsal surface of the hand, two over the first metacarpal, two between the PIP and distal DIP joints 
from digits 2 through 5. Details of the marker placement can be found in [18].

The motion capture data was post-processed offline in Vicon’s Nexus software. An articulated model 
of the arm, hand and fingers was used to convert the marker position data from Cartesian space to 18 Euler 
joint angles of the wrist, thumb, and fingers, as described in [18]. The kinematics and neural data were 
synchronized using 8-bit behavioral event marker codes generated by the TEMPO (Reflective Computing, 
St. Louis, MO) behavioral control system.
Fig. 4-1 Experimental set-up and task apparatus. (A) The experiment set-up includes a center home object (a cylinder) and four peripheral objects (sphere, mallet, pushbutton, pull handle) as reach-to-grasp task targets. (B) The monkey was instructed with cues to release the home object and reach towards, grasp, and manipulate one of the four peripheral objects arranged in a planar circle. Blue LEDs indicate the target object and green LEDs indicate the beginning of holding period on the target object. Four different hand movement types, namely, pulling a handle, pushing a button, rotating a mallet, and grasping a sphere, are present during the manipulation of different objects.

Fig. 4-2 The timeline of an experimental trial. Each trial is composed of four epochs based on behavioral events provided to the monkey during the experiments. Here "start" means the start of the experimental trial; "Cue" indicates the illumination of the blue LED near a target object which is to instruct the monkey to reach and manipulate the corresponding target; "OM" refers to the onset of movement; "SH" indicates the illumination of the green LED which is to instruct the monkey to start holding onto the target object; "FH" refers to the ending signal of the experimental trial, which is turning off the blue LED.
Fig. 4-3 (A) The array locations for the monkey. Spiking activity was recorded from two FMAs, which were implanted in PMv and PMd areas contralateral to the trained hand. Each FMA had 16 spike recording sites. Each recording site can differentiate up to 4 neurons. (B) A Vicon motion capture system was used to track the 3-D position of thirty optically-reflective markers placed on the monkey's right forearm, palm, and fingers. Euler joint angles of the wrist and fingers were calculated using an articulated model of the upper arm.
Fig. 4-4 The peristimulus time histograms (PSTHs) and filtered signals from PMd and PMv, as well as M1 for comparison purposes only. (A)-(D) are from PMd, (E)-(H) are from PMv, and (I)-(L) are from one example array in M1. The neural activities are all aligned with the onset of movement (OM), which is represented by a vertical blue line. The neural responses from PMd, PMv and M1 are distinct from each other. In our analysis, we only included PMd and PMv.

4.2.2 Framework Overview

The main skeleton of the decoding framework is shown in Fig. 4-5. The ensemble neural activity recorded from PMv and PMd was first preprocessed, and entered the HMM state decoder for cognitive state estimation. The decoded cognitive state information was passed into the S-LDS kinematics decoder to further
estimate the epoch-based kinematics. The estimated kinematics and cognitive states were compared with the true recordings for measuring the decoding accuracy and estimation latency.

4.2.3 Preprocessing

We considered the fact that the neurons in similar brain regions would most likely be interconnected within complex neural networks, and as such their firing rates would likely be correlated. This might lead to redundant information in the recorded ensemble neural activity as the inputs to the following state and kinematics decoding system. In order to remove the redundant information among the neurons of interest, we used the LDA [26] method to perform dimension reduction while preserving as much of the class discriminatory information as possible. The input vector representing the ensemble neural activity is projected into a low-dimensional vector (dimension = $d$) via a linear projection:

$$Y = WX$$

(4.1)

where $Y$ is the neuron firing rate vector representing the low-dimensional neural activity, $X$ is the neuron firing rate vector representing the original neural activity, and $W$ is the linear projection. In order to find the optimal low dimensional representations $Y$, different reductions, namely, $d = 3, 9, 15,$ and $21$ were analyzed.

We hypothesized that the LDA method would provide a better neural information extraction than the drop out analysis and lead to a higher decoding accuracy. In order to validate this hypothesis, we also implemented the drop out analysis and randomly selected $d$ neurons whose ensemble activities were used as inputs to the HMM state decoder. All the decoding accuracy results were averaged via a 5-fold cross-validation. We then compared these results with the decoding results from using the LDA method with the same degree of reduction. In order to test whether the decoding accuracies obtained via the LDA method were statistically significantly different from those obtained using the drop out analysis, we carried out student paired-sample $t$-test at the 5% significant level.
Fig. 4-5 Overview of the decoding framework. After the initial preprocessing, the neural activity enters the HMM state decoder and the corresponding cognitive state sequences and transition times are estimated. The decoded cognitive state information is incorporated in the following kinematics decoder to further estimate the epoch-based kinematics. Here $O_t$ represents the neural activity, and $S_t^*$ the decoded cognitive states. The decoding performance of the proposed framework is judged in the following three main areas: decoding accuracy of cognitive states, estimation latency of cognitive states, and decoding accuracy of kinematics.
Fig. 4-6 A Bayesian network representation of the HMM-based state decoder structures. (A) Each epoch was represented by three latent state variables, which formed an individual left-to-right HMM. Each latent state variable generated observations following an emission probabilistic distribution modeled with a mixture of three Gaussians with either a diagonal covariance matrix or a full covariance matrix. The arrows between the latent state variables represented the transitions between different states. The loops around each discrete state represented the states could return to itself. For future reference, we name this model as an extended HMM. (B) A simple HMM model similar to the extended HMM, except each epoch was represented by only one latent state variable.

4.2.4 Cognitive State Transition Detection

We took a supervised approach and used a HMM scheme to decode four distinct epochs of neural activity including baseline, planning, movement and holding. Our HMM decoding framework explicitly modeled each epoch of neural activity with one or several latent state variables. We hypothesized that using multiple latent state variables to model each epoch may improve the cognitive state decoding accuracy. In order to test this idea, we implemented two cognitive state decoding schemes: a complex HMM decoding scheme where each epoch of neural activity was represented by three latent state variables, and a simple HMM decoding scheme where each epoch of neural activity was represented by one latent state variable (Fig. 6). For future reference, we refer to the simple model with one latent state variable per epoch as the simple HMM model, and the model with three latent state variables per epoch as the extended HMM. The latent state variable, $S_p$, changed with time and was modeled as a first-order Markov process. To simplify the computation, we assumed that the probability of transition from state $i$ to state $j$ at time $t$, $A_y$, only depended on the state $i$ and state $j$ and not on the time $t$

$$P(S_{t+1} = j \mid S_t = i) = A_y$$

(4.2)
State changes were considered in a 100-ms moving window with a step size of 1 ms. In other words, if we denote the neuron firing rate vector sampled at time $t$ as $v(t)$, one observation for the HMM decoding framework is

$$V(t) = [v(t+1) \ v(t+2) \ \ldots \ v(t+100)]$$

and the next observation is

$$V(t+1) = [v(t+2) \ v(t+2) \ \ldots \ v(t+101)]$$

We denote the number of spikes of the $m$-th neuron recorded in a 100-ms moving window starting at time $t$ by $v_\ell(m)$, which is further divided by the width of the window to make it fit for modeling using a mixture of Gaussians, denoted by $v_\ell'(m)$. The activity of the ensemble of $N$ neurons is denoted by a vector

$$v_\ell' = [v_\ell'(1) \ v_\ell'(2) \ \ldots \ v_\ell'(N)]$$

Besides modeling cognitive state transitions, it was also necessary to model the mapping between the latent state variables and the observations, namely, epochs of neural activity in the form of neuron firing rate vectors. We modeled the neural activity conditioned on the latent state variables using a mixture of Gaussians with the means and standard deviations calculated from the neural activity. A mixture of Gaussians enabled us to approximate the unknown probabilistic distribution of neural activity with only a few parameters, which helped to get robust model parameter estimation.

In terms of model structures, we also considered the differences in firing rates of different reach-to-grasp tasks. To address the task-dependence of neural activity, we constructed a model with separate states corresponding to each reach-to-grasp task. Fig. 6 depicts the structure of two models including the extended HMM and the simple HMM, where the latent state variables are represented by circles, the relationship between latent state variables are represented by the directional arrows connecting the circles, and the mapping between the neural activity observations and the corresponding latent state variables are represented by the directional arrows connecting the circles and mixtures of Gaussians. Both the extended HMM and the simple HMM were initiated with separate state transition matrices, where state transitions followed a left-to-right manner, as shown in Fig. 6. Based on the $a posteriori$ likelihood (APL) of a state ($j$) at time $t$, $P(S_t = j \mid v_{1t}^t)$, the model chooses the most probable state based on the observations from time 1 to time $t$. 
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In order to avoid the potential underflow problem, we normalized the probability out of recursive multiplication each time. Implementation details are included in the [26].

We took a supervised way for parameter estimation which used the method of expectation maximization (EM), an iterative approach to estimate the parameter values with limited training data [26]. The objective of EM is to maximize \( P(S | O, \lambda) \), the probability of a latent state sequence \( S = S_1 S_2 \ldots S_N \) \( (N \) is the number of observations) conditioned on certain model parameters \( \lambda \) and neural activity observations \( O = O_1 O_2 \ldots O_N \). We pre-defined the model structure and used the training data to estimate the model parameters.

Since we first applied the LDA method to the neural inputs to reduce redundant correlated information among the neural inputs, we assumed the elements in the inputs to the HMM-based state decoder were independent of each other. In order to test whether this assumption was held on our unique datasets, we considered two cases: a diagonal covariance matrix and a full covariance matrix to model the emission probability distribution. The difference lies in that a diagonal covariance matrix assumes that the elements in the inputs of the HMM-based state decoder were independent of each other whereas a full covariance matrix does not assume so.

### 4.2.5 Cognitive State Transition Detection Accuracy Measurement

For each of the four reach-to-grasp tasks, namely, pushing a button \( (#\text{trials}=186) \), pulling a cylinder \( (#\text{trials}=173) \), pulling a mallet \( (#\text{trials}=187) \), grasping a sphere \( (#\text{trials}=184) \), mutually exclusive feature sets were used for training \( (80\%) \) and testing \( (20\%) \) for each task. All the results here were averaged via a 5-fold cross-validation. For a testing trial with \( k \) frames, the decoded state sequence

\[
S = S_1 S_2 \ldots S_k
\]

was compared to the true state sequence

\[
S' = S'_1 S'_2 \ldots S'_k
\]

The decoding accuracy of each trial is equal to the number of frames with correctly decoded states divided by the total number of frames in the trial,
While the decoding accuracy can show us the overall performance of the decoding scheme, real world applications would also have concerns about the latencies between the real epoch transition times and the estimated epoch transition times. In this work, we implemented an offline Viterbi decoding algorithm [27], [28]. There are online Viterbi decoding algorithms which can be used for real-time applications [29], and we leave it for future work. However, the latency performance of the proposed decoding scheme may indicate how well the corresponding online decoding system would perform on our datasets. Here we defined the decoding latency (in milliseconds) for each epoch transition of interest as:

Latency = the true state transition time - the estimated state transition time.

Latencies were measured for three transitions between four epochs including baseline, planning, movement and holding. All the results were averaged via a 5-fold cross-validation.

4.2.6 Conversion to Joint Angles from Positional Kinematics

The Vicon motion tracking system recorded the 3D positions of motion tracking markers in the Cartesian coordinate space. We converted the kinematics data into 18 joint angles including the three angles of wrist (the wrist flexion-extension angle, the wrist abduction-adduction (ab-ad) angle, the wrist rotation angle), as well as the flexion-extension angle, the ab-ad angle, and the opposition angle for each of five fingers. The detailed steps of conversion is included in [18].

4.2.7 State-Dependent Decoding of Kinematics

Since there are four epochs, a linear dynamical system may not be able to generalize the sequence whose dynamics changes over time. Examples of such data include human motion such as walking, running, and dancing each of which exhibits complex constantly evolving dynamics. Switching linear dynamical systems (S-LDSs) are powerful models capable of describing a physical process governed by state equations that switch from time to time [30].
S-LDSs are able to model both discrete \( S \) and continuous latent states \( X \). The discrete state transitions are modeled with a Markov process. The probability distribution of continuous latent variables \( X \) depends on the discrete latent state variables \( S \). Similarly, the probability distribution of the observations \( O \) are conditioned on both continuous and discrete latent state variables.

Different from most problems using S-LDS models, however, the transitions between the discrete states \( S_{1:N} \) were first decoded from the HMM state decoder and known during in both the training and testing stages of the S-LDS kinematics decoder. The continuous states \( X_{1:N} \) were also available during the training stage in order to learn the corresponding mapping between neural activity and kinematics. Therefore, there was no need of employing commonly used probabilistic inference methods of S-LDSs. Instead, we trained a linear time invariant (LTI) Kalman filter [31] whose parameters were independent of time but epoch-dependent for each epoch. The state space equations are as follows:

\[
\begin{align*}
x_{i+1} &= F_i x_i + u'_i \\
O_i &= H'_i x_i + z'_i
\end{align*}
\]

where each epoch is represented as \( S_i = i \) \((i = 1, 2, 3, 4)\), and each 18-dimensional joint angle vector per 5 ms was modeled a continuous latent state variable \( x_i \). The firing rate vectors during the previous 5 ms were modeled as the observations \( O_i \). The transition matrices \((F_i, H'_i)\) were both conditioned on the discrete latent state variables. The state noise and the measurement noise follow epoch-dependent independent and identically distributed (i.i.d.) Gaussian distribution \( u'_i \sim N(0, \Sigma_u) \) and \( z'_i \sim N(0, \Sigma_z) \). The state noise and the measurement noise are also independent from each other. The decoding algorithm follows the Kalman filter algorithm, which includes two steps, namely, prediction and update. The details about the algorithm can be found in [31].

**4.2.8 Virtual World in MSMS**

We simulated the real-world experimental setup using a virtual environment created by Musculoskeletal Modeling Software (MSMS) [18] which was developed by the University of Southern California. MSMS includes detailed models for the monkey's upper extremity and objects used in experiments, which can be controlled via specifying the individual positions or joint angles in the upper extremity. The virtual
environment in MSMS is programmable and can be modified to different experimental settings easily. In order to visualize the differences between the estimated and true joint angle kinematics, reconstructed upper extremity was overlaid with the actual upper extremity as the monkey performed different reach-to-grasp tasks.

4.3 Results

4.3.1 Dimension Reduction vs. Drop-Out Analysis

The decoding accuracy of the extended HMM state decoder was compared using both the LDA method and drop out analysis as the preprocessing step over a wide range of dimensions in the low-dimensional neuron firing rate vector space. Here we only presented the results with \( d = 9 \) (Fig. 4-7) since very similar results were observed for other dimensions. The decoding accuracies using the LDA method as the preprocessing step were consistently better than that of the drop out analysis. We also carried out the paired sample student t-test using the 5% significant level, and the p-value was 0.0242, indicating that the differences in the decoding accuracies were statistically significant.

4.3.2 Cognitive State Transition Detection Accuracy

Both the extended HMM state decoder and the simplified HMM were trained offline using ensemble neural activity from premotor neural activity and corresponding recordings of the epoch transition time points.

As shown in the first two rows in Table I, the HMM state scheme achieved high decoding accuracies across the four different reach-to-grasp tasks using the extended HMM state decoder. This shows that the extended HMM state decoder can capture the statistical differences of firing rates from premotor cortical neurons during different epochs. Comparing the decoding accuracies between the extended HMM state decoder using a diagonal covariance matrix and one with a full covariance matrix, the former model had better decoding accuracies. The average decoding accuracy difference was 3.8\% \pm 0.74\% across four behavioral tasks.
The decoding results in the first row and the third row in Table I show that the extended HMM state decoder had better decoding performance than the simple HMM model across four different reach-to-grasp tasks. The average decoding accuracy difference was 9.47% ± 4.67%. This result indicates that accounting for the variability within each epoch may improve the overall descriptive capacity of a decoding model. Even though the simple HMM state decoder has far fewer parameters than the extended HMM state decoder, the descriptive power of the simple HMM state decoder is more limited than the extended HMM state decoder, and thus cannot fully capture the changing dynamics in the firing rate within each epoch.

The performance of the decoding schemes was found to increase slightly with the decrease in the degrees of dimension reduction. As shown in the Fig. 8, over a wide range of dimensions $d$ of the low-dimensional space, the performance of the decoding system only increased slightly, which held true for four different reach-to-grasp tasks. On the other hand, the training time and decoding time using a large degree of dimension reduction was much smaller than that without dimension reduction. These results suggest that using dimension reduction as the preprocessing unit may improve the computational efficiency of the overall decoding system.

![Graph showing comparison of decoding accuracies](image)

**Fig. 4-7** The comparison of decoding accuracies between the LDA method (left, dark color) and simple dropout analysis (right, light color) in four experimental tasks. The decoding system using the LDA method has consistently better performance than the corresponding decoding system using the drop out analysis. Here
the results of four different behavioral tasks using the dimension $d = 9$ of the low-dimensional space are presented. The paired-sample student $t$-test using these two groups of results led to a $p$ value of 0.0242, indicating that the difference is statistically significant.

Table 4-1 The decoding accuracy results for each of four reach-to-grasp tasks (the dimension of the low dimensional space is 21) using four different experiment settings in the Gaussian mixture modeling: (1) LDA with 3 states per epoch using a diagonal covariance; (2) LDA with 3 states per epoch and using a full covariance; (3) LDA with 1 state per epoch and using a diagonal covariance.

<table>
<thead>
<tr>
<th>Settings\Task</th>
<th>Mallet</th>
<th>Pull</th>
<th>Push</th>
<th>Sphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA (3S, diagonal)</td>
<td>0.862 (±0.016)</td>
<td>0.887 (±0.020)</td>
<td>0.883 (±0.010)</td>
<td>0.852 (±0.039)</td>
</tr>
<tr>
<td>LDA (3S, full)</td>
<td>0.836 (±0.010)</td>
<td>0.850 (±0.035)</td>
<td>0.839 (±0.030)</td>
<td>0.815 (±0.036)</td>
</tr>
<tr>
<td>LDA (1S, diagonal)</td>
<td>0.794 (±0.060)</td>
<td>0.844 (±0.066)</td>
<td>0.755 (±0.048)</td>
<td>0.712 (±0.051)</td>
</tr>
</tbody>
</table>

Table 4-2 The absolute decoding latency results (in milliseconds) of the start of the second, third, and fourth epoch for behavior tasks (the dimension of the low dimensional space is 21) using a full covariance matrix in the mixture of Gaussians modeling and LDA with 3 states per epoch.

<table>
<thead>
<tr>
<th>Transition\Task</th>
<th>Mallet</th>
<th>Pull</th>
<th>Push</th>
<th>Sphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st--2nd epoch</td>
<td>33 (±46)</td>
<td>114 (±61)</td>
<td>106 (±90)</td>
<td>165 (±98)</td>
</tr>
<tr>
<td>2nd--3rd epoch</td>
<td>53 (±99)</td>
<td>11 (±32)</td>
<td>44 (±75)</td>
<td>60 (±49)</td>
</tr>
<tr>
<td>3rd--4th epoch</td>
<td>59 (±66)</td>
<td>32 (±70)</td>
<td>60 (±84)</td>
<td>24 (±79)</td>
</tr>
</tbody>
</table>

Note: all the results above are the average from five-fold cross validation.

Table 4-3 The average epoch durations (in milliseconds) for four tasks.

<table>
<thead>
<tr>
<th>Settings\Task</th>
<th>Mallet</th>
<th>Pull</th>
<th>Push</th>
<th>Sphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st epoch</td>
<td>715.97</td>
<td>725.45</td>
<td>717.39</td>
<td>745.93</td>
</tr>
<tr>
<td>2nd epoch</td>
<td>246.88</td>
<td>257.15</td>
<td>290.66</td>
<td>255.82</td>
</tr>
<tr>
<td>3rd epoch</td>
<td>1285.68</td>
<td>1253.95</td>
<td>1386.34</td>
<td>1237.52</td>
</tr>
<tr>
<td>4th epoch</td>
<td>848.00</td>
<td>1055.49</td>
<td>718.05</td>
<td>488.55</td>
</tr>
</tbody>
</table>

Note: all the results above are the average from all trials in each task.
4.3.3 Cognitive State Transition Detection Latency

Since real-life application performance of the decoding system critically depends on decoding latencies, we also measured the latencies for detecting epoch transitions (from baseline to planning, from planning to movement, and from movement to holding) using the extended HMM state decoder. Table II shows the decoding latencies for the epoch transitions. All of the average latencies across four different tasks were much smaller than 215 ms, which was the average primate response time. For the transition from the baseline to planning epoch, the average decoding latency in the task of pulling a mallet was the smallest (33 ms ± 46 ms), and that of grasping a sphere was the largest (165 ms ± 98 ms). The transition from the planning epoch to the movement epoch had the smallest latency in the task of pulling a cylinder (11 ms ± 32 ms), and the largest latency in the task of grasping a sphere (60 ms ± 49 ms). In contrast, the transition from the movement epoch to the holding epoch had the smallest latency in the task of grasping a sphere (24 ms ± 79 ms), and the largest latency in the task of pulling a mallet (60 ms ± 84 ms).

Comparing the average epoch durations of four different behavioral tasks, the decoding latency, on average, accounts for 5.12% of the total duration of two neighboring epochs. More specifically, the average decoding latency for the transition between the baseline to planning epochs accounts for 10.56% of the total duration of the baseline and planning epochs, 2.7% for the transition between the planning and movement epochs, and 2.11% for the transition between the movement and the holding epochs.

We find that the decoding latencies not only vary with the reach-to-grasp tasks, but also change with the degrees of dimension reductions. As shown in Fig. 9, the decoding latencies for three epoch transitions decrease slowly with the decrease in the degree of dimension reduction in the task of grasping a mallet. Similar trends were also observed other three reach-to-grasp tasks.
Decoding accuracy vs. the degrees of dimension reduction. The performance of the HMM decoder remains stable over a wide range of degrees of dimension reduction.

### 4.3.4 Kinematics Decoding Accuracy

The S-LDS decoder was trained offline using recorded neural signals from premotor cortex and corresponding joint angle kinematics. Table IV shows the mean correlation coefficients for continuous prediction of finger, hand, and wrist joint angle kinematics during the reach-to-grasp tasks. As is seen from Table IV, the S-LDS kinematics decoder estimated the kinematics of all joint angles with high accuracy (mean = 88.0%, standard derivation = 2.05%).

Both the actual joint angles recorded from real-world experiments and the decoded joint angles from the S-LDS kinematics decoder were then transmitted into the virtual environment in the MSMS, and the experimental trials were replicated with animation. Fig. 4-10 shows the reconstructed upper extremity (blue shadow arm) overlaid with the actual upper extremity (gray solid arm) as the monkey performed different reach-to-grasp tasks. As shown in our simulation results, the decoded output closely resembles the original
movements of the upper extremity, especially the subtle movements of the hand and fingers during different behavioral tasks.

![Graph showing state decoding latencies for three epoch transitions vs. the dimension of the lower dimensional representation in the task of grasping a mallet. The latencies of the HMM decoder rapidly decrease over a wide range of dimensions of the low dimensional space using the LDA with full covariance matrices.]

Fig. 4-9 State decoding latencies for three epoch transitions vs. the dimension of the lower dimensional representation in the task of grasping a mallet. The latencies of the HMM decoder rapidly decrease over a wide range of dimensions of the low dimensional space using the LDA with full covariance matrices.
Both the actual kinematics recorded during real-world experiments and the decoded joint angles were transmitted into the virtual environment in MSMS to simulate the real experiments. The example movements are pushing a button and grasping a cylinder.

Table 4-4 DECODING ACCURACY (CORRELATION COEFFICIENT) FOR 18-JOINT ANGLES IN FOUR DIFFERENT REACH-TO-GRASP TASKS

<table>
<thead>
<tr>
<th></th>
<th>PUSH</th>
<th>MALLET</th>
<th>SPHERE</th>
<th>PULL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrist</td>
<td>0.897</td>
<td>0.878</td>
<td>0.898</td>
<td>0.893</td>
</tr>
<tr>
<td>Thumb</td>
<td>0.899</td>
<td>0.884</td>
<td>0.898</td>
<td>0.896</td>
</tr>
<tr>
<td>Index</td>
<td>0.890</td>
<td>0.875</td>
<td>0.827</td>
<td>0.822</td>
</tr>
<tr>
<td>Middle</td>
<td>0.893</td>
<td>0.868</td>
<td>0.870</td>
<td>0.857</td>
</tr>
<tr>
<td>Ring</td>
<td>0.893</td>
<td>0.886</td>
<td>0.891</td>
<td>0.885</td>
</tr>
<tr>
<td>Pinky</td>
<td>0.891</td>
<td>0.877</td>
<td>0.881</td>
<td>0.894</td>
</tr>
<tr>
<td>Total</td>
<td>0.890</td>
<td>0.868</td>
<td>0.885</td>
<td>0.877</td>
</tr>
</tbody>
</table>

Note that the correlation values presented in the table above were averaged across all trials of each task.

4.4 Discussion and Conclusions

4.4.1 Cognitive State Transition and Kinematics Estimation

Studies have shown that subjects may employ distinct control policies during different epochs of the experiments. Neural activity in the planning epoch has been shown to tune based on the next movement such
as the target position [32] and the movement speed [33]. Common epochs of neural activity may include baseline, planning, movement and holding. Since the dynamics and encoded information in distinct epochs of neural activity may be different, neural prosthetics with only a single decoder throughout movements may have sub-optimal performance or even be impractical for practical applications. On the other hand, autonomous detection of cognitive state transitions and corresponding kinematics estimation during movements may lead to significant performance improvement of neural prosthetics by enabling the use of different controllers/decoders which are optimally designed for each unique cognitive state. Furthermore, autonomous detection of cognitive state transitions may have additional benefits including faster response and better computational efficiency towards a clinically practical neural prosthetic design.

Previous research has primarily focused on movement target decoding assuming known cognitive state transitions [14–16], [20], [21], [23], [24] or detecting transitions of cognitive states including baseline, planning, and movement from neural activity [22]. In contrast to previous works, this work has several key differences. First, this work uses a supervised approach instead of a unsupervised way employed by most previous work [14–16], [20], [21], [23], [24]. The supervised approach enables us to model the transitions between cognitive states and the correspondence between cognitive states and kinematics in a structurally meaningful way and get robust parameter estimation.

Furthermore, compared to recent work which also took a supervised approach in cognitive state detection, the proposed decoding framework mainly includes a HMM state decoder and a S-LDS kinematics decoder, which enables us to decode both the cognitive state transitions and epoch-dependent kinematics. In addition, the proposed HMM state decoder is able to decode novel cognitive state, the holding epoch, besides other cognitive states mentioned in previous works at high accuracy. Detecting the transition from the movement to holding state may potentially be very useful in practical neural prosthetics implementations for two reasons. The holding state in the reach-to-grasp tasks corresponds to static wrist, hand, and finger positions in the grasping experimental phase. Traditional neural prosthetics designed with a single decoder throughout movements tend to produce movements with tremor in the holding state [34]. Autonomous detection of the holding state means a proper decoder may be used the holding state to remove the tremor. In addition, advanced classifiers can be further incorporated for target object prediction and recognition, which
may also significantly improve the practical performance of neural prosthetics. Moreover, the HMM state decoder in this work is able to detect the transitions of cognitive states with short latency.

### 4.4.2 Main Contributions

Our work has resulted in several contributions. We first demonstrate that the LDA method provides better neuronal information extraction than the drop out analysis. The LDA method projects the high-dimensional firing rate vector to a low-dimensional space, removing redundant information such as correlation information in the neuronal inputs and preserving the core neuronal information. The drop out analysis, on the other hand, is based on the assumption that there is high correlation in all of the neuronal inputs. Without detailed studies of the underlying neuronal network and weighting the importance of different neurons, the drop out analysis may lead to a loss in the neuronal information and subsequently the decrease in the overall performance of the decoding system.

Another contribution is that we demonstrate that it is feasible to automatically decode multiple distinct cognitive states and corresponding high-dimensional kinematics using a generative decoding framework including a HMM state decoder and a S-LDS kinematics decoder. Our decoding framework uses a supervised approach to learn the correspondence between the latent state variables and epochs of neural activities as well as epochs of kinematic data. We design the HMM state decoder's structure to best fit our experimental design which includes four distinct epochs. We use a mixture of three Gaussians with either a diagonal covariance matrix or a full covariance matrix to model the emission probabilistic distributions of each latent state variable. Two HMM state decoders are presented including the extended HMM state decoder and the simple one. We find that it significantly improves the decoding accuracy by considering the variability of neural activity within each epoch and incorporating multiple latent state variables within each epoch. The extended HMM can capture the changing dynamics within each epoch and at the same time not require many parameters to estimate, which further leads to a more robust parameter estimation in the extended HMM and more descriptive power in capturing the dynamics within each epoch. The S-LDS kinematics decoder is trained with epoch-dependent parameter estimation.

We also study in detail the structure of the decoding schemes by varying the degrees of dimension reduction, the structure of covariance matrices in the mixture of Gaussians, and the number of latent state
variables in each epoch. We find that in general, a decoding system with few parameters tends to have a better decoding performance because of more robust parameter estimation. This result is confirmed in the decoding performance comparison between the full covariance matrix and the diagonal covariance matrix. However, the decrease in the number of parameters in a decoding system may also compromise the descriptive capacity of the model, and thus lead to a worse decoding performance. This can be seen in the comparison between the decoding accuracies of decoding systems using the three latent state variables per epoch and one latent state variable per epoch.

Practical clinical implementations of neural prosthetics may prefer a decoding scheme with as small latency as possible. Thus, even though the decoding accuracy of an HMM with the low dimension equal to 3 is comparable to one with the low dimension equal to 21, the latter model produces much smaller latencies, and therefore may be more suitable for real life applications. On the other hand, the low dimension equal to 3 uses shorter training and decoding time. This result indicates that when using the proposed decoding framework, there is a trade-off between the decoding performance measured by decoding latencies and the computational efficiency brought by the initial dimension reduction approach.

Furthermore, this work demonstrates that it is possible to decode state-dependent kinematics of the fingers, hand and wrist with high accuracy using the premotor cortical neural ensembles. Related Studies showed that when monkeys performed highly similar reaches under tight behavioral control, which is true in our experimental design. The neural activity in PMd was predominantly stable over time in all measured properties such as firing rate, directional tuning, and contribution to the S-LDS kinematics decoder [35]. The changes in PMd neural activity were mainly correlated with the behavioral changes. There is, thus, a stable relationship between the premotor neural activity and observed behavior kinematics [35]. Our findings about the high decoding capability of PM ensembles has significant implications for the design of neural prosthetic systems because it suggests that a general purpose brain-machine interface can employ multiple cortical areas for motor control.

### 4.4.3 Limitations and Future Directions

The decoding schemes can be further extended in various ways. First, the decoding schemes may use other emission probability distributions such as the Poisson distribution. In addition, the proposed framework
can be used to decode other cognitive states such as delay periods commonly seen in animal behavioral experiments.

One limitation of this work is that the decoding schemes are currently implemented offline instead of online. It will be part of our future work to create an equivalent online decoding system. Another limitation lies in the limitation of the HMM method. Even though an HMM indicates the interval when a cognitive state may change, it lacks sufficient details for a robust study of how the changes are occurring. The dynamic information embedded in the neural activity is considered critical in the field of neurophysiology, as it is rich with coding details of how cognition is translated to motor activity and control, which is expected to be imperative to actual prosthetic construction. In order to understand the latent neural network driving the change of cognitive states, connectivity models may be incorporated into the current HMM decoding frameworks in future.

The decoding schemes present in this work not only can be applied in the neural prosthesis field, but also can be used in the a wide range of operations such as computer assisted robotic surgeries and tele-operations of robotics, where detecting the cognitive states and estimating the kinematics of operators may assist the control of surgical robots.
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5.1 Introduction

Prior work has focused on detecting cognitive state transitions using task-dependent (TD) models [5, 13-15]. That is, in order to detect a cognitive state, the task must be either known a priori or determined in real-time. If the neural prosthetics needs to work for subjects performing a large variety of tasks, a new TD model would be needed for each novel movement task, thus making the TD detection paradigm rapidly unmanageable. Furthermore, even if the computation would not pose a hurdle, one needs data from each movement task to estimate the TD models, despite the fact that cognitive states (e.g., idle, holding, etc.) are invariant to the specific movement task being performed [11].

Therefore, we propose a real-time TI framework to detect cognitive state transitions from spike trains and kinematic measurements, where (1) a TI model is used with neuronal data alone to detect cognitive state transitions when the subject does not move; and, (2) when movements are detected, a TI model is used with both neuronal and kinematic data to detect cognitive state transitions [14-16]. We hypothesize that TI models will allow for a more accurate detection of cognitive state transitions than TD models.

We assume that cognitive states transition according to a hidden Markov model (HMM) and constructed our TI cognitive state transition detection framework using a HMM. The HMM's outputs are cortical spike trains and, only when the subject is moving – kinematic measurements. The HMM's outputs are modeled with generalized linear point process models [17] with history dependencies. Similar state-space techniques have also been used [13, 17-21] in neural signal modeling. Related models have also been developed and applied in the fields of neural information processing and neural data analysis [22-28].

We constructed the real-time TI cognitive state transition detection framework using 226 single-unit recordings collected via multi-electrode arrays in premotor dorsal and ventral (PMd and PMv, respectively) cortical areas of two non-human primates performing 3D multi-object reach-to-grasp tasks [12]. We compared the latency-accuracy performance [29] of the TI vs. TD models both in offline and online detection modes.

5.2 Methods

5.2.1 Experimental Set-up
All studies were carried out by Dr. Marc Schieber’s group under a protocol approved by the University of Rochester Institutional Animal Care and Use Committee. Two male rhesus monkeys (Macaca mulatta) were trained to sit in a polycarbonate primate chair that restrained the neck, torso and legs, and to follow visual cues to manipulate, grasp, and reach towards one of four target objects. The four objects include sphere, perpendicular mounted cylinder (mallet), pushbutton, or peripheral coaxial cylinder (pull handle), arranged in a planar circle at 60° intervals around the center home cylindrical object (home object). Each object was mounted on the end of a 2-3', 0.5'' diameter aluminum rod, and manipulation of the object operated a micro-switch mounted at the opposite end of the rod. Each monkey used its right hand to perform the movements and the left upper extremity was restrained within the primate chair.

Each trial included four cognitive states marked by three visual cues during the experiments (Fig. 2). The baseline began with each monkey holding the home object, which was aligned with the monkey's right shoulder, for a random period between 230 and 1130 milliseconds. At the beginning of planning was a visual cue indicated by a blue LED next to one of the four peripheral objects, which instructed the monkey to release the home object and reach towards the instructed peripheral object. The onset of movement (OM) was marked as the moment the monkey released the home object. During the movement state, as soon as a monkey touched the instructed peripheral object, the monkey was required to grasp and manipulate the instructed object: either rotate the sphere object 45°, pull the mallet object, depress the pushbutton object, or to pull a peripheral mounted cylinder object against its own small spring load [12]. The monkey was required to hold the instructed target object for 1000 milliseconds during the holding state.

Single-unit neuronal activity was recorded using a Plexon (Dallas, TX) data acquisition system from 2 floating microelectrode arrays (FMAs) in Monkey #1: one in PMd and one in PMv, respectively, as well as 4 FMAs in Monkey #2: two in PMd, and two in PMv, respectively. There were two days of neuronal recordings from each monkey. There were totally 148 PMv neurons, and 304 PMd respectively. Each FMA included 16 electrodes and up to four single-units could be discriminated per electrode.
Fig. 5.1 Model schematics for the TI models with neuronal data alone (A) and with the combination of neuronal and kinematics data (B). HMM schematic with four hidden states \((x_k = 1, x_k = 2, x_k = 3, \text{ or } x_k = 4)\) to represent four cognitive states and observable outputs \(z_k, k = 0, 1, 2,...\). \(p_{ij}(k)\) and \(q_i(z_k | H_k)\) are the inhomogeneous probabilities of state transition and emission probability functions of neuronal data \(z_k\) in state \(x \in \{1, 2, 3, 4\}\) conditioned on the neuronal spiking \(H_k\), respectively. \(q_i(z_k | H_k^S, H_k^K)\) is the emission probability of neuronal data \(z_k\) in state \(x \in \{2, 3, 4\}\), respectively, using both neuronal spiking history \(H_k\) and kinematics history measurements \(H_k^K\).

### 5.2.2 Hidden Markov Model
For each of the four movement tasks, namely, pushing a button (#trials=62137, considering each neuron’s trial), pulling a cylinder (#trials=58658), pulling a mallet (#trials=60423), grasping a sphere (#trials=60538), mutually exclusive feature sets were used for training (80%) and testing (20%) for each model. All the results here were averaged via 5-fold cross-validation.

We first constructed a TI HMM using neuronal data alone, as shown in Fig. 3A. There are 4 hidden states in the HMM, representing the baseline \((x_k = 1)\), planning \((x_k = 2)\), movement \((x_k = 3)\), and holding \((x_k = 4)\) cognitive states in the experiments (Fig. 2). Since all experimental trials start with the baseline, the initial probability of being in the baseline \(\pi_0 = P(x_0 = 1) = 1\), and 0 for all the other three cognitive states.

We estimated the transition probabilities \(p_{ij}(k) = P(x_k = j | x_{k-1} = i)\) for all time steps \(k\), cognitive states \(i, j \in \{1, 2, 3, 4\}\), and emission probability density functions \(q_i(z_k | H_k)\) separately. Here, a time step \(k = 1\) millisecond. We relaxed the typical homogeneity assumption of transition probabilities to allow for the transition probabilities \(p_{ij}(k)\) to be time-dependent. We used Baum-Welch algorithm [28-30] to obtain the maximum likelihood estimate of the transition probabilities \(p_{ij}(k)\).

Similarly, a typical HMM framework assumes that the emission probability distributions, \(q_i(z_k | H_k)\), are homogeneous and independent of time. We relaxed these two assumptions and allowed for dependencies on neuronal spike history and time. The observations here are \(T \times 1\) vectors of spike trains, \(z_k\) composed of 1s and 0s, for discrete time steps \(k = 0, 1, 2\ldots T\) is the total number of time steps in an experimental trial. The emission probability not only depends on the cognitive state, but also the previous neural spiking activity history, i.e.,

\[
p(z_k | x_k = i, z_{(0:t-1)}) = q_i(z_k | H_k^x) \tag{5.1}
\]

where \(H_k^x \equiv \{z_0, z_1, \ldots, z_{k-1}\}\) represents the neural spiking activity history.

We also constructed TI models using both neuronal and kinematics data (Fig. 3B). In contrast to the TI models using neuronal data alone, the emission probability distribution here depends on not only the previous neural spiking activity history, but also the previous kinematics measurement history, i.e.,

\[
p(z_k | x_k = i, z_{(0:t-1)}, m_{(0:t-15)}) = q_i(z_k | H_k^x, H_k^m) \tag{5.2}
\]
where $H^S_k \equiv \{z_0, z_1, ..., z_{k-1}\}$ and $H^K_k \equiv \{m_0, m_1, ..., m_{k-1}\}$ represent the neural spiking activity and kinematics history, respectively. The kinematics observations here are $T \times 1$ vectors of velocity values, $m_k$ composed of continuous real values for discrete time $k = 0, 1, 2, ..., T$ is the total number of time steps in an experimental trial.

### 5.2.3 Point Process Observation Models

When spike trains were the observations, the output probability densities were characterized using point process models by conditional intensity functions (CIF). To define a point-process model of neural spiking activity, in this analysis we consider an observation interval $(0, T]$ and let $N(k)$ be the number of steps counted in interval $(0, k]$ for $k \in (0, T]$. A point-process model of a neural spike train can be completely characterized by its CIF, $\lambda^i(k \mid H^S_k)$, defined as follows:

$$
\lambda^i(k \mid H^S_k) = \lim_{\Delta \to 0} \Pr \left( N^i(k + \Delta) - N^i(k) = 1 \mid H^S_k \right) / \Delta
$$

(5.3)

where $H^S_k$ denotes the history of neural spiking activity up to the time $k$. It follows from equation (3) that the probability of a single spike in a small interval $(k, k+\Delta]$ is approximately

$$
Pr(\text{spike in (k, k+\Delta]} \mid H^S_k) = \lambda^i(k \mid H^S_k) \Delta
$$

(5.4)

Details of point process models with history dependency can be found in [22, 23]. When $\Delta$ is small, equation (4) approximates the spiking propensity at the time step $k$. With a given CIF, the emission probability of the HMM is:

$$
q_i(z_k \mid H^S_k) = \prod_{j=1}^{N} \left[ 1 - \lambda^j(k \mid H^S_k) \Delta \right]^{1 - \gamma^{(j)}} \left[ \lambda^j(k \mid H^S_k) \Delta \right]^{\gamma^{(j)}}
$$

(5.5)

For our analyses, we used generalized linear models (GLMs) to define the CIF by expressing, for each neuron, the log of its CIF in terms of the neural spiking activity history [17]. Specifically, the GLM for each CIF has the following structure:

$$
\log \lambda^i(k \mid H^S_k) = \gamma_0 + \sum_{j=1}^{M} \gamma^j n_{i,j}
$$

(5.6)
where $\gamma_0$ relates to the background level of neural spiking activity, $M$ is the order of autoregressive process, $\gamma_j$ represents the autoregressive coefficients, and $n_j$ represents the neural spiking history of the neuron of interest at each selected history window $j$.

We also formulate a point-process model to relate the spiking propensity of each neuron to factors associated with both the neuronal spiking history and kinematics measurement. The CIF is defined as follows:

$$\lambda^i(k|H^S_k, H^K_{k-t_i}) = \frac{\Pr(N^i(k+\Delta) - N^i(k) = 1|H^S_k, H^K_{k-t_i})}{\Delta}$$

(5.7)

where $H^S_k$ is the neural spiking activity history, $H^K_{k-t_i}$ is the corresponding kinematics history, and $t_i$ is the built-in delay mimicking the delay in collecting kinematics information in neural prosthetics ($t_i = 15$ milliseconds).

We used the kinematics data for the cognitive state transition from movement to holding while the subjects were moving. Furthermore, from the recorded experimental videos and kinematics data, we found that the experiment subjects had slight hand rotation movements before releasing the home object, which is mechanically registered as OM. So, we also used kinematics data for the cognitive state transition from planning to movement.

Similarly, we also used a GLM to define our CIF, defined as follows:

$$\log \lambda^i(k|H^S_k, H^K_{k-t_i}) = \gamma_0' + \sum_{j=1}^{J_s} \gamma_j' n^y_j + \sum_{j=1}^{J_k} \gamma_j' n^K_j$$

(5.8)

where $\gamma_0$ relates to the background level of neural spiking activity, $J_s$ and $J_k$ are the orders of autoregressive process, $\gamma_j$ represents the autoregressive coefficients, $n^y_j$ represents the spiking history of the neuron of interest at each selected history window $j$, and $n^K_j$ represents the kinematics history at selected history window $j$.

### 5.2.4 Model Goodness-of-fit and Model Selection

Establishing the degree of agreement between a point-process model and observations of spike trains and associated experimental variables is a prerequisite for using the point-process analysis to make scientific
inferences. We used Kolmogorov–Smirnov (KS) plots based on the time-rescaling theorem to assess the model goodness-of-fit. The time-rescaling theorem is a well-known result in probability theory, which states that any point process with an integrable CIF may be transformed into a Poisson process with unit rate [30]. A KS plot, which outlines the empirical cumulative distribution function (CDF) of the transformed spike times versus the CDF of a unit rate exponential, was used to visualize the goodness-of-fit for each model. The model is better if its corresponding KS plot lies near the 45° line. We computed 95% confidence bounds for the degree of agreement using the distribution of the KS statistic [30].

In order to compare and select models (i.e. select the order of autoregressive process \( J_z \)) for each neuron, we calculated Akaike's standard information criterion (AIC) [31]. The model with the smallest ACI value and KS plots within 95% confidence bound of the 45° line was chosen to represent each neuron.

### 5.2.5 Neural State Transition Decoding

For each new neural spike train \( Z = z_1z_2z_3...z_T \), we would like to know the optimal cognitive state sequence

\[
X = x_1x_2x_3...x_T
\]  

(5.9)

which generated the observation sequence. The optimality criterion we employed was to maximize \( P(X \mid Z, \lambda) \), the probability of a cognitive state sequence \( X = x_1x_2x_3...x_T \) given the model \( \lambda \) and the neural spike trains \( Z = z_1z_2z_3...z_T \). According to the Bayes Rule, we have

\[
P(X \mid Z, \lambda) = \frac{P(X, Z \mid \lambda)}{P(Z \mid \lambda)} 
\propto P(X \mid \lambda)
\]  

(5.10)

So equivalently, the optimality criterion is to maximize

\[
P(X, Z \mid \lambda) = P(x_1x_2x_3...x_T, z_1z_2z_3...z_T \mid \lambda)
\]  

(5.11)

In the offline mode, we employed the Viterbi algorithm [32, 33] using dynamic programming techniques to find the single best hidden discrete state sequence \( \bar{X} = x_1x_2x_3...x_T \).

In order to further understand performance limits of our proposed framework, we implemented a real-time (online) cognitive state transition detection framework by using the Bayesian information state variable estimation [34].
\[ \pi_k^i = P(x_k = i | z_k, H_k) \]  

which is the posterior probability of being in the state \( x = i \) at the time \( k \) given the measurements up to and including the time \( k \). Here, the detection threshold was set as 0.5. That is, we detected a state transition when \( \pi_k > 0.5 \). The detailed deviation of the Bayesian information state variable can be found in [35, 36].

### 5.2.6 Detection Latency Measurements

In order to quantify the detection performance of both the TI and TD models, we measured the detection latencies of each model. Detection latencies were measured for cognitive state transitions from baseline to planning, from planning to movement, and from movement to holding. Here we define the detection latency (in milliseconds) for each cognitive state transition of interest as the difference \( T_e - T_a \) between the estimated transition time \( T_e \) and the actual transition time \( T_a \) recorded from experiments [34].

### 5.2.7 Detection Accuracy Measurements

In order to further quantify the cognitive state transition detection accuracy, we define a window of width \( 2W \) (\( W=50 \) milliseconds) centered on each actual cognitive state transition [35]. When the estimated cognitive state transitions \( T_e \) were within the detection window of the actual transitions \( T_a \), we counted the corresponding estimated state transitions as correct estimations, and vice versa. We calculated the detection accuracy as the percentage of correct detections on the testing dataset.

### 5.3 Results

#### 5.3.1 TD vs. TI models

In both online and offline modes, the TI models have significantly better detection latency-accuracy performance than corresponding TD models during the transition from baseline to planning (\( p < 0.05 \)) (Table I, Fig. 4A). During the transition from planning to movement, TI models with the neuronal data alone have significantly better detection latency-accuracy performance than corresponding TD models (\( p < 0.05 \)) (Table 5-1, Fig. 4B).
During the transition from movement to holding, TI models with the combined neuronal data and kinematics data have significantly better detection latency-accuracy performance than the corresponding TD models, in both online and offline modes (p < 0.05) (Table 5-1).

In summary, our results suggest that the TI models achieve better performance than the TD models in detecting cognitive state transitions in both online and offline modes.

Table 5-1 Detection accuracies (percentage) of TI and TD models in online and offline modes.

<table>
<thead>
<tr>
<th></th>
<th>TI (N)</th>
<th>TI (N&amp;K)</th>
<th>Mallet</th>
<th>Pull</th>
<th>Push</th>
<th>Sphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>93%</td>
<td>--</td>
<td>83%</td>
<td>74%</td>
<td>77%</td>
<td>71%</td>
</tr>
<tr>
<td>Offline</td>
<td>91%</td>
<td>--</td>
<td>80%</td>
<td>78%</td>
<td>81%</td>
<td>79%</td>
</tr>
<tr>
<td>OM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>96%</td>
<td>94%</td>
<td>61%</td>
<td>63%</td>
<td>66%</td>
<td>65%</td>
</tr>
<tr>
<td>Offline</td>
<td>98%</td>
<td>92%</td>
<td>59%</td>
<td>51%</td>
<td>62%</td>
<td>60%</td>
</tr>
<tr>
<td>SC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>95%</td>
<td>97%</td>
<td>88%</td>
<td>90%</td>
<td>91%</td>
<td>85%</td>
</tr>
<tr>
<td>Offline</td>
<td>92%</td>
<td>96%</td>
<td>81%</td>
<td>85%</td>
<td>87%</td>
<td>80%</td>
</tr>
</tbody>
</table>
Fig. 5-2 Detection delays in TI and TD models in online and offline modes. (A) Detection latencies for the transition from baseline to planning. (B) Detection latencies for the transition from planning to movement. (C) Detection latencies for the transition from movement to holding.
5.3.2 Online vs. Offline

When a model has a negative detection latency, it indicates that the corresponding model may be predictive of the cognitive state transition. The corresponding online model is found to have a larger negative detection latency compared to the offline TI model with a negative detection latency for the transition from baseline to planning (Fig. 5-2A), indicating that the online model is more predictive. However, the detection accuracy of the online model is slightly lower than the corresponding offline TI model, because the predicted transitions from the offline TI models are closer to the actual transition times (Table 5-1). Similar trends have been observed for the TI models using both neuronal and kinematics data during the transitions from planning to movement (Fig. 5-2B) and from movement to holding (Fig. 5-2C), as well as the TI models using neuronal data alone for the transition from movement to holding (Fig. 5-2C).

When a model has a positive detection latency, it means that the corresponding model has delays in detecting cognitive state transitions. For the TI model using neuronal data alone, the offline TI model has a positive detection latency (Fig. 5-2B). The corresponding online TI model, however, has a negative detection latency (Fig. 5-2B) and an improved detection accuracy (Table 5-1).

Despite that the online and offline TI models have differences in detection latencies and accuracies, our statistical test results show that online TI models have comparable detection latency-accuracy performance to offline TI models.

5.3.3 Models With Kinematics vs. Without Kinematics

During the transition from movement to holding, TI models with the combined neuronal and kinematics data have significantly better detection latency-accuracy performance than TI models with neuronal data alone (p < 0.05) in both the offline and online modes (Table 5-1, Fig. 5-2C). In contrast, the TI models with neuronal data alone have better latency-accuracy performance than the TI models with both neuronal data and kinematics data for the transition from planning to movement in both the offline and online modes (Table 5-1, Fig. 5-2B). Note that the kinematics data in the planning state were available only for a very short period of time (the average duration < 10 ms) - right before the recorded transition from planning to movement; in contrast, the kinematics data were available throughout the movement state (the average duration = 1290
ms). Our results may suggest that only when there is sufficient kinematics data available, the addition of kinematics data may improve the detection performance of TI models.

5.4 Discussions and Conclusions

Cognitive state transition detection is a popular topic in neuroscience and medicine [21, 38, 39]. However, these applications detected the transition points offline and also chose the detection threshold based on the knowledge of the entire neuronal activity. Yu recently applied the quickest detection framework [21] to detect changes in the neuronal spiking rates in the online mode. But the model in [21] assumed that the transition times followed a geometric distribution and the observations were independent and identically distributed. Our proposed task-independent cognitive state transition detection framework generalizes the online cognitive state transition detection problem because it (i) allows temporal dependency among neighboring observations, making it more applicable for practical neuroscience applications [35, 40], (ii) does not make any assumptions or requirements of the cognitive state transition times, and (iii) is independent of movements and easily scalable, which is necessary for the application in a clinical viable neural prosthetics.

The proposed TI cognitive state transition detection framework is different from the other approaches [21, 38, 39]; it is adaptive, i.e., the number of tasks does not need to be known as a priori nor chosen a posteriori based on the modulation of some statistics. Furthermore, our proposed framework automatically adapts to different patterns of sequential neuronal observations without changing model structure. Our proposed framework uses point process models with history dependencies to model each neuron. Even when there is no clear difference in the spiking activities between the neighboring states for each neuron across different trials, the point process models can capture the hidden neuronal dynamics and provide one set of parameters for each neuron for each state across different trials. The point process models may also be predicative of temporal dynamics when there are changes in the neuronal activity before the transition times. For example, during the transition from planning to movement, there is an increase in neuronal activity for some neurons (Fig. 5-3A). The Bayesian information state variable \( \pi \) thus increases above the threshold of 0.5 before the state transition time (Fig. 5-3B), predicting the transition before it actually occurs.
We finally note that, our framework adapts to different applications and observations using a time-varying, history-dependent HMMs. The HMMs in our proposed framework can be estimated offline using training data. Previous approaches often set the number of hidden states in modeling each cognitive state as \textit{a priori} \cite{13, 36, 37}. Here the proposed framework was able use only one hidden state for each cognitive state with history dependencies to customize to the observations, simplifying model structures and parameters. Our framework could pave the way for a TI control of prosthesis from cortical neurons.

![Graph](image)

Fig. 5-3 (A) Example of a PM neuron histogram with 95% confidence bound (red) during movement tasks aligned such that 0 denotes the movement onset (blue). (B) The Bayesian information state variable (black) for a single trial from (A). Time scale in (B) also applies to (A).
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6.1 Introduction

There are many decoding algorithms that have been developed for different types of neural data: local field potentials (LFPs) [1, 2], Ecog [3], EEG [4], and spike trains [5-11]. Despite the development of numerous algorithms to decode kinematics from neural activity, current approaches have two main drawbacks. Firstly, current decoding systems use task-dependent (TD) encoding models. That is, a different encoding model is constructed for each task observed during the training session. Consequently, the parameters of the decoding algorithms are different depending on the movement task, and grow very large in numbers in a more general setting with multiple tasks. Furthermore, these TD decoding systems may only perform well on the training movement tasks, and not on unobserved movement tasks. Clinically practical prosthetics need to handle hundreds if not thousands of natural movements, and decoding algorithms must be able to operate accurately even if movements are not included in the model training sets.

The second drawback with current decoding algorithm is that the kinematics are usually decoded without taking into account cognitive states and their transitions, even though the neural dynamics (and thus encoding models) may differ across cognitive states. Cognitive states are latent neural states that occur between the beginning and completion of a movement task, such as planning or moving. Cognitive states are often independent of the detailed movements in a specific task. For example, in 3D reach-to-grasp movements with multiple target objects, the cognitive state sequences for movements with different target objects are the same, which include baseline (BASE), planning (PLAN), moving (MOVE), and holding (HOLD). The differences between the movement tasks with different objects lie in the kinematic execution of the movements.

We hypothesize that kinematics can be decoded in a task-independent (TI) manner, with equivalent if not better, decoding performance as compared to TD decoding algorithms. Here, our proposed TI encoding model is trained in three out of four movement tasks, leaving one movement task out for testing the proposed decoding algorithm, while TD encoding models are each trained for each of the movement tasks. Furthermore, we hypothesize that the addition of cognitive state transition information in our encoding models will improve decoding performance. In order to test our hypotheses, we use a decoding algorithm
based on point process encoding models of neuronal spiking activity and an autoregressive model to represent the subjects' kinematics. The point process models represent the neuronal spiking activity of each neuron as a generalized Poisson process with dependency on the spiking history of the neuron as well as kinematics. The linear state-space model of kinematics states is represented as a first-order autoregressive process with cognitive-state dependent state matrices. We assess the decoding accuracy by comparing the estimated kinematics with the actual kinematics and calculating the average mean squared errors, and also by comparing its performance with TD decoding algorithms. The TD decoding algorithms are using with the same decoding algorithm based on point process models and linear state-space models, except all TD encoding models do not depend on cognitive states.

6.2 Methods

6.2.1 Experimental Set-up

The experimental set-up and neural data recording are the same as Chapter 5 Section 5.1. The corresponding kinematics were recorded using 30 3D positional sensors mounted on the non-human subjects’ fingers, wrist, and hand at 200Hz (Fig. 3) [12].

In the following subsections, we present our encoding models and decoding algorithm. First, we introduce the encoding models, which consist of a state (kinematics) evolution equation and an observation equation. The state evolution equation is an autoregressive model of the kinematics. The observations are modeled as point processes as they represent the observed neuronal spike trains. Thus, the output equation is the probability of the observed spikes, which can be computed from the point process models. Finally, we describe the decoding algorithm used to estimate the kinematics states based on the neuronal spike train observations.
Fig. 6-1 Recorded positional kinematics in the experiments. (A) X-directional positional data; (B) Y-directional positional data; (C) Z-directional position data; (D) 3D positional kinematics.

6.2.2 Encoding Models

There are four movement tasks including pushing a button (#trials=62137), pulling a cylinder (#trials=58658), pulling a mallet (#trials=60423), and grasping a sphere (#trials=60538) from the same two monkeys mentioned in Chapter 5. When constructing the TI models, mutually exclusive feature sets including neuronal spike train observations and kinematics states for three of the four movement tasks were used for training and the fourth movement task was used for testing. We repeated leaving-one-out experiment four times and calculated the average mean squared errors between actual and decoded kinematics.

6.2.2.1 Point Process Models of Neuronal Observations

We assume that the neuronal spike trains are observations of a hidden Markov model (HMM), whose underlying states represent the hidden cognitive states during a movement task. The HMM is also used for real-time cognitive state transition detection during decoding as described [35] (Fig. 4). The HMM has four hidden states to represent the four cognitive states in our experiments, including BASE \( (z_i = 1) \), PLAN \( (z_i = 2) \), MOVE \( (z_i = 3) \), and HOLD \( (z_i = 4) \). All trials began with BASE, so we set the initial probability of being in BASE \( \Gamma_o = P(z_o = 1) = 1 \), and 0 for all the other cognitive states. The initial state does not need to start with BASE. Our proposed framework can be easily extended for more natural scenarios. For example,
if the subject does not start in the idle state, then the priors $\Gamma_i$ for $i = 1, 2, 3, 4$, can be set so that the subject has some probability of starting in any of the given state. Then one can implement state detection in the same manner as described in [35].

Here, a time step $k = 1$ millisecond. When estimating the transition probabilities $p_{ij}(k) = P(z_k = j | z_{k-1} = i)$ for all time steps $k$ and cognitive states $i, j \in \{1, 2, 3, 4\}$, we relaxed the typical homogeneity assumption and allowed for the transition probabilities $p_{ij}(k)$ to be time-dependent. The Baum-Welch algorithm [38, 39, 40] was used to obtain the maximum likelihood estimate of the transition probabilities $p_{ij}(k)$.

When estimating the emission probability distributions $q(y_i | \theta, H_k)$, we used a stochastic point process model, which incorporated the effects of spike history and kinematics states [22, 23, 41, 30].

A stochastic point process can be fully defined by its conditional intensity function (CIF), $\lambda_c(k | \theta, H_k^c)$, as follows:

$$\lambda_c(k | \theta, H_k^c) = \lim_{\Delta \rightarrow 0} \frac{P(N_c(k + \Delta) - N_c(k) = 1 | \theta, H_k^c)}{\Delta}$$

(6.1)

where $c$ denotes the neuron index, for $c = 1, 2, 3, ..., C$, where $C$ is the total number of neurons. As mentioned previously, $k$ represents the time step, where $k = 1, 2, 3, ..., T$ and $T$ is the total number of time steps observed in a trial. $N(t)$ denotes the number of spikes counted in the time interval $(0, t]$ for $t \in (0, T]$, and $\theta$ denotes the unknown model parameters to be estimated from data. $H_k^c$ entails the neuron’s spiking history to up time $t$ in addition to the kinematic covariates described below.

The joint probability mass function of a discretized spike train can be expressed here as a product of conditional independent Bernoulli events as follows:

$$q(y_k | \theta, H_k) = \prod_{c=1}^{C}[1 - \lambda_c(k | \theta, H_k^c)]^{y_k(c)} \lambda_c(k | \theta, H_k^c)^{y_k(c)}$$

(6.2)

where $y_k$ is a spike train vector with the dimension of $C \times 1$ at the time step $k$. The equation can be further expressed as follows:

$$q(y_k | \theta, H_k) = \exp \left[ \sum_{c=1}^{C} \log\left[ \lambda_c(k | \theta, H_k^c) \right] y_k(c) - \sum_{c=1}^{C} \lambda_c(k | \theta, H_k^c) y_k(c) \right]$$

(6.3)
We then formulate a generalized linear model (GLM) [42] for the CIF as a linear combination of the parameters that incorporate the influence of spiking history and kinematics states for each neuron as follows:

\[
\log \lambda (k | H_k) = \gamma_0 + \sum_{j=1}^{J} \gamma_j n_{k-j} + m x_{k+t}
\]  

(6.4)

where \( \gamma_0 \) relates to the background level of neural spiking activity, \( J (J = 5) \) is the number of spike history covariates computed from the 80 msec time interval \( [k - 80, k] \), \( \gamma_j \) represents the coefficients for the spike history covariates, \( n_{k-j} \) represents the number of spikes in the time interval \( [k - \frac{80j}{J}, k - \frac{80(j-1)}{J}] \) for the neuron of interest at each selected spike history interval \( j \), \( m \) represents a \( 6 \times 1 \) vector of coefficients for each kinematic state variable, and \( x_{k+t} (x_{nt} \in R^{66}) \) represents the kinematics state vector at time step \( t + \tau \). \( \tau = 15 \) ms is the built-in delay between the kinematics and neuronal spiking activity we chose based on the experiments. We did not try other delays and the performance of the proposed framework may improve if a different delay is chosen.

Finally, all parameters of the CIFs for all neurons (i.e., point process models) were estimated via maximum likelihood estimation, which is efficiently computed for GLMs [43, 44, 45].

### 6.2.3 Autoregressive Models of Kinematics States (State Evolution)

We used an AR(1) process to model and characterize the evolution of kinematics (Fig. 6-2) as follows:

\[
x_k = A^k \hat{Z}_{k-1} + \epsilon_k
\]  

(6.5)

where \( x_k \) represents the kinematics states at time step \( k \), \( x_k = [p_x, p_y, p_z, v_x, v_y, v_z]_k \) which are the positions and velocities in the three-dimensional Cartesian coordinate space. \( \hat{Z}_k \) represents the estimated cognitive state from the HMM. \( A^k \) denotes the cognitive-state-dependent state matrix, and \( A^k \in R^{666} \). \( \epsilon_k \sim (V_{\epsilon}) \) is the noise term given by a zero mean, 6-dimension white Gaussian vector with \( 6 \times 6 \) covariance matrix \( W_{\epsilon} \). Both the state matrix \( A^k \) and the covariance matrix \( W_{\epsilon} \) were fitted with maximum likelihood method [43, 44, 45].
6.2.4 Cognitive State Detection

In the TI decoding algorithm, the cognitive states have to be detected in real-time from neuronal spike train observations. We performed a real-time (online) implementation of the cognitive state transition detection using the Bayesian information state variable estimation [34] which computes

$$\pi_i^k = P(z_i = i \mid H_k)$$

(6.6)

from the HMM and spike train observations, where $\pi_i^k$ is the a posterior probability of being in state $z_i = i$ ($i=1,2,3,4$) at time $k$ given the neuronal spiking history up to and including the time $k$. The detection threshold was set as 0.5. That is, we detected a state transition to state $i$ when $\pi_i^k > 0.5$. The detailed derivation of the Bayesian information state variable can be found in [34, 46].

6.2.5 Task-Independent Decoding Algorithm

The goal of decoding is to estimate the kinematics states with neuronal spike train observations. We use the following recursive point process filter to estimate the kinematics or state vector for each time step in the TI decoding algorithm.

1) Prediction Step:

$$x_{k|k-1} = A^k x_{k-1|k-1}$$

(6.7)

$$W_{k|k-1} = A^k W_{k-1|k-1} A^k + W_e$$

(6.8)

2) Update Step:

$$W_{k|k} = \left[ W_{k|k-1} + \sum_{c=1}^{C} \nabla \log \lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right) \right]$$

$$\lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right) \Delta \left[ \nabla \log \lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right) \right]$$

$$- \sum_{c=1}^{C} \nabla^2 \log \lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right)$$

$$\left[ n_{k|k}^c - \lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right) \Delta \right]$$

$$x_{k|k} = x_{k|k-1} + W_{k|k}$$

$$\times \sum_{c=1}^{C} \left[ \nabla \log \lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right) \right]$$

$$\left[ n_{k|k}^c - \lambda_c \left( k \mid \theta, H^c_{k-1}(y), x_{k|k-1} \right) \Delta \right]$$

(6.9)
The term $\nabla (\nabla^2)$ denotes the 6-dimensional vector (6×6 matrix) of first (second) partial derivatives with respect to $x_k$. $W_{k_k}$ is the posterior covariance matrix of $x_k$. The detailed derivation of the recursive point process filter can be found in [47]. $\tau$ is the built-in delay between neuronal spike train observations and kinematics states ($\tau = 15$ ms) as mentioned above.

### 6.2.6 Task-Dependent Decoding Algorithm

In order to evaluate our proposed TI decoding algorithm, we also constructed a TD decoding algorithm. We used mutually exclusive feature sets of neuronal spike trains and kinematics for each movement for training (80%) and testing (20%). We then constructed point process encoding models for neuronal spike train observations that were NOT dependent on cognitive states but were different for each movement task. When constructing the AR(1) encoding model of kinematic states, the state matrix $A (A \in R^{6×6})$ is not dependent on cognitive states and is denoted as follows:

$$x_k = Ax_{k-1} + \varepsilon_k$$

$\varepsilon_k \sim (V_e)$ is the noise term given by a zero mean, 6-dimension white Gaussian vector with 6×6 covariance matrix $W_e$. Both the state matrix $A$ and the covariance matrix $W_e$ are constructed via maximum likelihood estimation [43, 44, 45]. The decoding algorithm is the same as in our TI framework (Eqs. 8-11), except the state matrix is not cognitive-state dependent, but the point process models are task dependent.

### 6.2.7 Model Goodness-of-Fit and Model Selection

Establishing the degree of agreement between a point-process model and observations of spike trains and associated experimental variables is a prerequisite for using the point-process analysis to make scientific inferences. We used Kolmogorov–Smirnov (KS) plots based on the time-rescaling theorem to assess the model goodness-of-fit of each point process model. The time-rescaling theorem is a well-known result in probability theory, which states that any point process with an integrable CIF may be transformed into a Poisson process with unit rate [30]. A KS plot, which outlines the empirical cumulative distribution function (CDF) of the transformed spike times versus the CDF of a unit rate exponential, was used to visualize the
goodness-of-fit for each model. The model is better if its corresponding KS plot lies near the 45° line. We computed 95% confidence bounds for the degree of agreement using the distribution of the KS statistic [30].

In order to compare and select model classes (i.e., select the number of spike history covariates \( J \) in the GLM of the point process models) for each neuron in the point process encoding models of neuronal spike trains, we calculated Akaike's standard information criterion (AIC) [31]. The model class with the smallest AIC value across all neurons was chosen to represent each neuron.

Fig. 6-2 Overview of the proposed TI framework and TD framework. (a) The TI framework including the encoding models and the decoding algorithm. The first box represents the point process encoding model of the neuronal spike trains. The first stage outputs the estimated cognitive state transitions; these are then input to the kinematics decoding algorithm. (b) The TD framework whose autoregressive models for kinematics states are not dependent on cognitive states.

6.3 Results

In order to quantify and compare our proposed TI decoding framework to a traditional TD decoding framework, we calculated the average mean squared error rate (%) between the actual and estimated kinematics (Fig. 6-4). For the TI decoding framework, the average mean squared error rate was 9.8%±1.5%. For the TD decoding framework, the average mean squared error rates for each task respectively were 14.3%, 15.8%, 13.9%, and 16.2% as shown in (Fig. 6-4). We calculated \( p \) values by comparing the TI algorithm with each TD algorithm, and the maximum \( p \) value is \( p=0.03 \). The estimated trajectories of the TI decoding framework had uniformly smaller decoding errors than those of TD decoding framework.
We also compared the estimated trajectories from our proposed TI decoding framework and TD models (Fig. 6-5). As can be seen in Fig. 6-5, TD decoding is less accurate than TI decoding, with larger delays between the estimated and actual trajectories.

The TI estimated trajectories also incur a delay of 80 milliseconds because of the fact that our point process models depend on spiking history going back 80 milliseconds.

Our TI framework uses cognitive state transition information to improve the kinematic decoding accuracy. Fig. 7 shows the transitions of the Bayesian state information variable $\pi_i = 1, 2, 3, 4$ over time in an experimental trial.

![Graph showing error rate comparison](image)

Fig. 6-3 Average mean squared decoding error rates of our proposed TI framework and four TD decoding framework. The error rate of the proposed TI decoding framework is significantly lower than TD models (maximum $p=0.03$).
Fig. 6-4 Example comparison of estimated trajectories using the TI decoding framework (left) and TD decoding framework (right) with the actual kinematics trajectories. (a) x-direction estimated and actual trajectories (left: TI framework; right: TD framework); (b) y-direction estimated and actual trajectories (left: TI framework; right: TD framework); (c) z-direction estimated and actual trajectories (left: TI framework; right: TD framework).

Fig. 6-5 Bayesian information state variable \( \pi_i \) (i=1, 2, 3, 4) transitions over time in an experimental trial. The horizontal line is the threshold 0.5. When \( \pi_i \) is over the threshold 0.5, the cognitive state transitions into the next one.

6.4 Discussion and Conclusions
Studies have shown that neuronal data encode rich information about kinematics [1-11, 28-31], and most decoding algorithms operate in a task-dependent fashion. These systems are trained on a limited number of movement tasks, and do not generalize well over movement tasks not included in the training datasets. Our proposed task-independent decoding framework generalizes the decoding problem, as demonstrated by the framework’s performance on tasks not included in the training datasets. The number of movement tasks and the trajectories of the movement tasks do not need to be known a priori nor chosen a posteriori based on the modulation of some statistics. Because our proposed TI decoding framework is independent of movement tasks, it is scalable, which is necessary for clinically viable neural prosthetics.

Furthermore, our proposed TI decoding framework includes cognitive state transition information [35, 21] and uses cognitive-state-dependent parameters instead of movement-dependent parameters. The cognitive-state-dependent parameters characterize the kinematics in each cognitive state specifically with one set of model parameters for each cognitive state, and thus have better decoding performance than a kinematics decoding model with only one set of parameters for all cognitive states in a given movement task. When detecting the cognitive state transitions, we used point process models with history dependency to model the neuronal spiking activity and have one hidden state to represent one cognitive state, instead of choosing the number of hidden states for each cognitive state based on hysteresis. In other words, the cognitive state transition detection model is data-driven, rather than fitting data into a pre-fixed model.

These findings suggest that TI models with cognitive-state-dependent parameters may be used to more accurately decode kinematics data, and our proposed decoding system could pave the way for a clinical viable neural prosthetics.
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Chapter 7  Conclusions and Summary

7.1 Conclusion

7.2 Limitations and Future Work
7.1 Conclusion

This dissertation explored the relationship of cognitive states, kinematics, and 3D reach-to-grasp tasks to enable clinically practical decoding of kinematics in complex 3D reach-to-grasp tasks with cognitive states. This dissertation also demonstrated the methods of online decoding cognitive states and their applications in clinical practice. The approach involved designing a novel system framework using hidden Markov models and point process models (cognitive state transition detector) to detect cognitive state transitions in real time from cortical / neuronal spike trains. It further involved designing a novel system framework using state models in coupled with the cognitive state transition detector to decode kinematics in real time from cortical / neuronal spike trains. This dissertation demonstrated that (1) the proposed task-independent framework for cognitive state transition detection has equivalent, or better, performance than task-dependent framework; (2) the proposed task-independent framework for kinematics decoding has equivalent, or better, performance than task-dependent framework; (3) the incorporation of cognitive state transition information can improve the decoding performance of kinematics decoding models.

7.2 Future Work and Limitations

The task-independent framework for detecting cognitive state transitions and decoding kinematics presented in the dissertation generalize well across 3D reach-to-grasp movements. These concepts not only apply to the four movement targets within the current 3D reach-to-grasp movement set-up, but also to other reach-to-grasp tasks to include N targets.

Although we only tested the framework in reach-to-grasp movements, the framework may be able to perform well for other experiments and movement patterns. Future work may study further the application of this proposed framework for other movement task decoding.

Furthermore, current work in this dissertation only studied the usage of neuronal spike trains as neural inputs to detect cognitive state transitions. Future work may explore further the possibilities and performance of other neuronal signals, such as local field potentials, EEG, ECoG etc.

Last but not least, the proposed work can also further be applied in other medical research, such as epilepsy patients. Future work can explore using our framework for other medical applications.
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