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Abstract

The White House seeks to modernize the federal hiring process with artificial intelligence capabilities. But studies have repeatedly shown, time and again, that artificial intelligence technologies express discrimination against women and people of color.

This paper examines the history and background of artificial intelligence in recruitment, then offers a policy solution to protect job applicants hired through artificial intelligence systems at the United States Secret Service.
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MEMORANDUM

TO: Randolph D. Alles

FROM: Jim H. Ong

RE: ETHICS OF ARTIFICIAL INTELLIGENCE RECRUITMENT SYSTEMS

DATE: April 20, 2019

ACTION-FORCING EVENT

In recent months, members of Congress expressed concerns to the Equal Employment Opportunity Commission regarding the growing use of facial recognition and artificial intelligence systems in the recruitment market. Meanwhile, The White House continues to move ahead with efforts to streamline the federal hiring and security clearance process by leveraging artificial intelligence technologies. But a growing number of research studies have shown that artificial intelligence and machine learning techniques express bias against women and minorities, and legal theories interpret algorithmic techniques as risk factors to the adverse impact that may unintentionally harm protected members of our society.

---

STATEMENT OF THE PROBLEM

The agenda set forth by The White House has created a moral dilemma in federal hiring. While artificial intelligence and machine learning systems have the potential to increase efficiencies in hiring processes, there is mounting evidence that artificial intelligence systems amplify existing human biases. The goal of The White House agenda is to expedite the hiring and security clearance process, but the trade-off is the increased threat of civil rights against minorities and the likelihood of civil litigations.

Virtually every Fortune 500 company uses artificial intelligence systems to evaluate job applicants. These automated systems use computer-based techniques like facial recognition, sentimental analysis, and natural language processing. While proponents of artificial intelligence hiring systems claim improved efficiency and reduced human error as benefits, research studies have repeatedly shown that artificial intelligence systems express discrimination based on race and gender. In 2018, for example, computer scientists at the Massachusetts Institute of Technology examined gender classification tools offered by IBM, Microsoft, and Face++. The study found that every company’s

---

7 In 2018 President’s Management Agenda (PMA), the Trump administration outlined “a long-term vision for modernizing the Federal Government in key areas that will improve the ability of agencies.” The modernization plan aims to remove “structural issues” so that government agencies can foster better and faster decision-making processes and, ultimately, serve the American people. The 2018 PMA defines 14 Cross-Agency Priority (CAP) goals, which federal institutions “must collaborate to effect change and report progress in a manner the public can easily track.” Of the 14 CAP goals, adopting the latest technologies in Human Capital Management and the Security Clearance process make up two parts.


facial recognition system achieved higher accuracy on male subjects than female subjects, scoring 8.1% to 20.6% more accurately on males than females. When researchers considered ethnicity, each company performed worst on darker-skinned female subjects. Compared to lighter-skinned male subjects, machines were 20.8% to 34.4% less accurate in identifying darker-skinned female subjects’ gender. Furthermore, 93.6% to 95.9% of all error occurred to darker-skinned subjects.12

The American Civil Liberties Union (ACLU) carried out a similar investigation but using members of Congress, comparing congress-members’ faces against mugshots. In ACLU’s analysis of Amazon Rekognition—a facial recognition tool used by at least one police department—it was found that people of color accounted for nearly 40% of all incorrect matches while they occupied 20% of seats in Congress.13 14

Some companies claim to “remove bias” from the hiring process entirely by performing sentimental analyses in video interviews,15 and their clients testify to the effectiveness of these unconventional methods.16 However, machines exhibit racial bias in reading human emotions. In one study, Face++ and Microsoft systems consistently categorized Blacks as

---

being angrier than the Whites, even when researchers controlled the subjects’ degrees of
smiling individually.\textsuperscript{17}

The flaws in the facial recognition technology reached the general public when Google’s
facial recognition tool labeled African-Americans as gorillas in 2015. The company
publicly apologized and promised to take “immediate action to prevent this type of result
from appearing.”\textsuperscript{18} However, three years later, Google has ultimately decided to stop
facial recognition services, stating that the company must work through “important
technology and policy questions” before offering facial recognition services.\textsuperscript{19}

Grotesque machine expressions can also be found in natural language processing (NLP).
One striking case is when the Microsoft chatbot, Tay, learned to speak racist and sexist
remarks on Twitter. Twitter is a cyber medium where human users exchange messages
called tweets. Here, the Microsoft chatbot learned natural forms of human language
through the Twitter users it interacted, whereas humans’ tweets served as the training
data for Tay. The innocent chatbot quickly learned to incite hateful words against Blacks
and women. Consequentially, Microsoft shut down Tay within hours of release.\textsuperscript{20}

Studies have also shown that machines can mirror subconscious human bias when they
are not actively presenting human bias. In 2017, computer scientists at Princeton
University discovered that implicit human biases could be found in machine corpus

\textsuperscript{17} Rhue, Lauren. "Racial Influence on Automated Perceptions of Emotions." SSRN Electronic Journal,

\textsuperscript{18} Schupak, Amanda. “Google apologizes for mis-tagging photos of African Americans.” CBS News, July 1,
americans-as-gorillas.


\textsuperscript{20} Price, Rob. “Microsoft is deleting its AI chatbot’s incredibly racist tweets." Business Insider, March 24,
from-ai-chatbot-tay-2016-3.
derived from word embedding (a neural network NLP technique used to extract contextual information of words in documents). The Princeton team created an algorithm to calculate distances between words stored in the machine’s lexicon, then compared their results with psychological studies in which implicit human biases were measured. It was found that biases contained in the machine’s corpus were nearly identical to implicit biases manifested by human minds. For example, machines associated pleasant words (i.e., love, peace, health) with European-American names while associating unpleasant words (i.e., hatred, murder, sickness) with African-American names; career-oriented words (i.e., executive, management, career) were closer to male names, but family-oriented words (i.e., home, marriage, children) aligned to female names.

In spite of ethical drawbacks, NLP systems have automated millions of interviews by engaging in direct conversations with job applicants. Furthermore, automation service providers claim that artificial intelligence systems have dramatically reduced the time and costs for some multinational companies such that these systems are integral to their clients’ recruitment process. Nevertheless, NLP machines have not always produced

---


24 Caliskan, Bryson, and Narayanan, Semantics Derived Automatically from Language Corpora Contain Human-like Biases.


good outcomes for job candidates with certain profiles. In 2018, Amazon stopped developing an artificial intelligence recruitment tool after noticing a biased pattern in their computer program: It was discriminating against female candidates. A project that had been in development since 2014, the recruitment tool was intended to filter out only the top applicants among hundreds of resumes. Instead, the machine categorically penalized resumes containing the word: women.27

From the talent acquisition perspective, artificial intelligence presents a dilemma. On the one hand, the technology has the potential to transform the recruitment industry and organizations lagging behind the technology may end up losing top talent in competition.28 On the other, executives must consider not only effective solutions to modern-day problems (i.e., high turnover) but run the risk of confronting legal issues and incurring high costs.29 30 31

The American Bar Association (ABA) warns that “there is potentially great liability” in artificial intelligence hiring systems.32 In particular, the ABA highlights the possibility of

---


disparate impact arising from algorithm-based methods. Disparate impact can exist in the
absence of “explicit intent to discriminate, if they disparately impact a protected group.”
That is, even if employers take precautions to protect individuals belonging in certain
demographics, employers can commit unintentional discrimination if a plaintiff presents
evidence showing a negative impact on protected groups “so disproportionately that
courts can infer discrimination from that impact.”
Legal discussions are further complicated when employers outsource artificial
intelligence hiring systems. In such cases, it is “unclear how to apportion contributory
liability in a lawsuit,” and vendors may refuse to acknowledge liability and claim
negligent use by clients.
Moreover, “the greatest risk” that the ABA underscores is the “lack of formal legal
authority on the subject.” In 2018, The White House took the free market approach on
artificial intelligence technologies by choosing not to create formal regulatory
guidelines. This position has not changed in the 2019 executive order on artificial
intelligence. In the meantime, policymakers are grappling with ways to govern the
evolving machines, and addressing social injustices amplified by artificial intelligence is
one of the primary topics in artificial intelligence policy discussions.

---
34 Gay and Lown, Big Data in Employment Law: What Employers and Legal Counsel Need to Know.
35 Gay and Lown, Big Data in Employment Law.
without formal regulatory guidelines, employers are left to “hope their predictions – based on algorithmic analyses, no doubt – are correct.”\textsuperscript{39}

\textsuperscript{39} Gay and Lowin.
HISTORY & BACKGROUND

The concept of machine intelligence dates back to 1950 when a young British mathematician published a paper in a philosophical journal.40 Turing, who is often referred to as the father of computer science, started the theoretical paper with a question, “Can machines think?” He then described a blind test called the imitation game. The game is played by three players: a human interrogator, a human responder, and a machine responder. The interrogator’s objective is to tell apart the machine from a human, but because the imitation game is a blind test, the interrogator does not know the responders’ identities. So the interrogator must ask a series of questions and evaluate the answers provided by the responders.41

Although Turing could not test the imitation game due to technological limitations of his time,42 Turing grounded a theoretical foundation for the generations that followed.43 Over the years, people created new ways for machines to process information and named it artificial intelligence.44 These artificial constructs of the human mind imitate human

---

43 Chris, McGuire, Huang, and Yang. The History of Artificial Intelligence.
behaviors like speech, memory, and learning. They are sophisticated software that defeated humans in tasks what many would consider intellectual markings.45 46 47

But machines are more than a piece of hardware to humans. People see the image of themselves in machines. Take futurist films and novels for example. Some fictitious narratives present cyborgs as killing machines while others portray artificial minds as peaceful sentient beings seeking to walk among humans as equal citizens.48

In the real world, computers are built to resemble human beings.49 Hundreds of businesses have replaced humans with machines in many parts of the recruitment process. For instance, IKEA, Microsoft, Burger King, and PepsiCo have automated over a million interviews by outsourcing machine recruiters, and companies like Goldman Sachs and LinkedIn have developed in-house intelligent recruitment tools.50 51 Because the recruitment process consumes a significant amount of time and associated costs,52 artificial intelligence hiring tools could have appealed to many organizations with high


51 Jeffrey Dastin. Amazon scraps secret AI recruiting tool that showed bias against women.

volumes of job applicants. In fact, some companies claim to have cut time and costs by nearly one-third using machine recruiters compared to traditional hiring methods. Machine recruiters start the hiring process by writing position descriptions. These algorithm techniques use historical data to predict applicant response rates based on words contained in job announcements. Upon completing the writing process, machines automatically post vacant positions in online platforms or recommend humans to make targeted advertisements in specific geographic locations. When a specified number of resumes fill the inbox, algorithmic tools called applicant tracking system (ATS) swiftly through thousands of resumes to identify the most promising candidates. About 95% of Fortune 500 companies use some form of ATS technology to screen resumes. Then, machines contact selected candidates over the phone to talk about vacant positions. Alternatively, prospective candidates may also communicate with chatbots via online or take an automated assessment depending on hiring needs. If the machine recruiter is satisfied with a candidate’s qualifications for the vacancy, it schedules a virtual

---

61 Robot Vera. Robot Vera will find top candidates for you.
meeting with that candidate and conducts a “face-to-face” interview with or without human interventions.\textsuperscript{65} \textsuperscript{66} \textsuperscript{67} \textsuperscript{68} \textsuperscript{69}

Behind each step of the machine’s hiring process, venture capitalists invest hundreds of millions of dollars in companies engineering those specific recruitment tools.\textsuperscript{70} \textsuperscript{71} \textsuperscript{72} The increase in the capital flow indicates a calculated move in the current recruitment market valued at $200 billion.\textsuperscript{73} Collectively, artificial intelligence technologies are expected to contribute $15.7 trillion to the global economy by 2030. Sectors in healthcare, automotive, financial services, personalized retail services, media, transportation & logistics, energy, and manufacturing will see the most significant boost from artificial intelligence technologies.\textsuperscript{74}

In addition to forecasting technological developments and related economic outlooks, educating the existing workforce presents another challenge to many organizations. In

\textsuperscript{65} Umoh. \textit{Meet the robot that’s hiring humans for some of the world’s biggest corporations.}
Beyond “Moneyball,” Putka and Dorsey suggested that artificial intelligence technologies evolve faster than HR-centered organizations can thoroughly evaluate and adopt them in practice. Indeed, machines are developing more quickly than HR organizations can civilize them. While 66 percent of CEOs believe that cognitive computing can add significant value in HR, HR professionals are not familiar with artificial intelligence technologies well enough to use it in workplaces.

Furthermore, stakeholders in artificial intelligence hiring systems face the risk of uncertainty under the current regulatory landscape since no federal regulation guides machine standards in the United States. In other words, if organizations invest in machine-based recruitment tools, some of its parts or the entire product might become unserviceable due to unforeseen legislation in the future.

Under current regulatory conditions, one industry fore-runner has called on the government to regulate artificial intelligence technologies. In December 2018, the president of Microsoft Corporation released a statement in the company’s blog by saying that “the time for action has arrived.” Notably, Microsoft underlines the widespread bias against women and people of color in machines, therefore the need to create a “legislation that will put impartial testing groups like Consumer Reports and their...

---


counterparts in a position where they can test facial recognition services for accuracy and unfair bias in a transparent and even-handed manner.”

To ensure transparency and accountability, the company recommends enabling third-party testing and certification of artificial intelligence products; requiring the disclosure of technology capabilities and limitations; mandating human review of machine decisions to avoid unlawful discrimination; guaranteeing the protection of privacy by requiring notice and clarifying consent in data collection; and protecting the democratic freedom and human rights.79

Microsoft’s demand resonated with some prominent leaders in the tech industry. In 2016, five technology giants—Microsoft, Facebook, IBM, Amazon, and Google—formed an alliance known as Partnership on AI (PAI). The partnership aimed to set best practices on artificial intelligence by addressing ethical issues related to safety, fairness, transparency, social good, and privacy. Since its founding, PAI membership has grown to about 80 members, expanding to civil societies, journalists, academic institutions, and research organizations such as the American Psychological Association, ACLU, Human Rights Watch, The New York Times, :) Affectiva, and the University of California, Berkeley. No government institution joined the partnership as of yet.80

While American tech companies lead the world in the race to artificial intelligence, the United States government trails behind among developed nations in terms of funding


artificial intelligence research. In 2019, the Trump administration issued an executive order on artificial intelligence called *Maintaining American Leadership in Artificial Intelligence* (a.k.a., *American AI Initiative*). The executive order aligns the nation’s artificial intelligence efforts toward research and development using five principles: developing appropriate technical standards and reduce safety barriers, protecting civil liberties, driving “breakthroughs” across the federal government, preparing the future workforce, and promoting American-friendly international environment while protecting American innovators.

However, the *American AI Initiative* prioritizes research and development without allocating funds or creating incentives, and federal agencies lack resources to carry out the plans outlined by the president. As an example, the Brookings Institution pointed out that “our national government invests only $1.1 billion” in artificial intelligence research. In contrast, the Chinese government has committed $150 billion to artificial intelligence technologies, France about $1.85 billion, and South Korea $2 billion.

---

Despite the lacking appropriations in artificial intelligence research, federal agencies have begun to explore the use of artificial intelligence in practice.\(^8\) Consider the Central Intelligence Agency (CIA) for example. In July 2018, the CIA announced plans to expedite its hiring and security clearance process by implementing virtual interviews and artificial intelligence technologies.\(^9\) Although the CIA did not disclose the exact type of artificial intelligence tool it plans to use in their hiring process, the decision made by the hard-headed agency demonstrates just how far recruitment technologies have advanced in recent years.

CIA is not alone in the race towards intelligent hiring systems. Other federal institutions like the U.S. Secret Service, Federal Aviation Administration, U.S. Customs and Border Protection, Federal Emergency Management Agency, U.S. Office of Personnel Management, Transportation Security Administration, and U.S. Immigration and Customs Enforcement appeared in tech-recruitment themed seminars.\(^9\) But, so far, only a handful of government institutions have formally adopted artificial intelligence in their recruiting process, and the level of technological engagement varies by institutions. For instance, the National Aeronautics and Space Administration has been screening resumes


using ATS software since 2011 while less tech-savvy agencies outsource recruitment analytic services.\textsuperscript{91, 92}

As machines increasingly shape social constructs, artificial minds influence conventions and norms to the extent that it impacts people’s lives. Talent acquisition in the space of federal law enforcement is no exception. As a premier law enforcement agency, the U.S. Secret Service aims to hire and retain top talent, and the agency must compete against institutions in both the public and private sectors. But the agency is not equipped with sophisticated recruiting tools like many organizations in the private sector. So, borrowing the words said by the president of Microsoft: the time for action has arrived.


POLICY PROPOSAL

Name. Responsible Artificial Intelligence Standard of Ethics (RAISE).

Overview. The policy creates compliance standards for developers engineering artificial intelligence hiring tools for the U.S. Secret Service. Under RAISE, the agency develops both technical and ethical specifications for emerging recruitment technologies based on five pillars: (1) equal employment opportunity, (2) protection of individuals living with disabilities, (3) human autonomy over machines, (4) human liberty and safety, and (5) product integrity: third-party testing and certification.

Goal. To ensure equal employment opportunity protections for all qualified U.S. citizen in hiring processes facilitated by artificial intelligence recruiters.

Authorization. Executive Order 13859, section 1(b): “The United States must drive development of appropriate technical standards and reduce barriers to the safe testing and deployment of AI technologies in order to enable the creation of new AI-related industries and the adoption of AI by today's industries;” and section 1(d): “The United States must foster public trust and confidence in AI technologies and protect civil liberties, privacy, and American values in their application in order to fully realize the potential of AI technologies for the American people.”

RAISE Requirement 1. Equal Employment Opportunity: Machines must treat every person equally. The U.S. Secret Service dutifully upholds the egalitarian principle that “Equal Employment Opportunity (EEO) is a fundamental right of all employees and applicants for employment.”93 Therefore, artificial intelligence hiring systems entering the U.S. Secret Service must align with the agency’s diversity mission. For example,

facial recognition tools must yield equal accuracy, when reading emotions, across every
demographic or ethnic background, national origin, religion (i.e., religious ornaments and
facial markings), disability-related characteristics (i.e., facial burns, eye-patch, etc.), or
other no less important protected membership outlined by the EEO Commission. 94

RAISE Requirement 2. Protection of individuals living with disabilities: Artificial
intelligence-based hiring tools must have design features adapted to individuals living
with disabilities or provide alternative means where machines cannot accommodate to
their needs. The U.S. Secret Service is fully committed to the Executive Order 13548,
Increasing Federal Employment of Individuals With Disabilities. 95 As of 2016, the real
number and proportion of federal employees living with disabilities have been at its
highest “than any time in the past 35 years” since President Obama ordered the executive
order in July 2010. 96 97 Artificial intelligence hiring systems will not impede or hinder the
hiring goals outlined in Executive Order 13548. If an intelligent tool cannot
accommodate to an applicant’s disabilities (i.e., chatbot system interacts with an
applicant living with blindness), design features must possess mechanisms to direct the
affected individual to a reasonable alternative.

RAISE Requirement 3. Human autonomy over machines: Artificial intelligence hiring
systems must align with human values, needs, and feedback at the convenience of

95 United States Secret Service. “Commitment to Hiring Individuals with Disabilities.” Individuals with
fy2015.pdf.
disabilities/25911.
humans. Machines may employ computational methods to reach a conclusion, but only humans shall have the authority to make decisions. Likewise, humans will have complete and undeniable control over machines. Machines must provide ample time, space, and opportunity for humans to express comments, and they will be open and receptive to human feedback without expressing negative emotions. Machines must possess the ability to store and process human inputs, and all machine must comply with human orders. Machines cannot command other machines without human authorization. Machines shall never initiate, add, edit, share, or delete any data or algorithm without human consent. Machines shall provide full disclosure of collected information and analyzed data to humans. At any moment, humans can initiate, interrupt, edit, delete, copy, share, salvage, or destroy any part of machines without machine consent. Furthermore, machines need to be replaceable in any part of the hiring process in case of a malfunction or manufacture defect. And machine suppliers must provide ways to detect malfunctions and defects where the said product does not function as intended.

**RAISE Requirement 4. Human Liberty and Safety.** Machines must adhere to the Constitution of the United States. Machines may not enter a personal space without consent, and humans have the right to know that they are communicating with machines. Whenever machines greet a human, machines must disclose its machine-identification before engaging in conversation with humans. Humans will have the right not to share their biometrics information such as fingerprints, facial features, or other personal data as defined by employment laws and federal laws governing the land. Furthermore, artificial intelligence-enabled hiring systems must be built with safety in mind. Intelligent tools must have clear warning signs indicating its purpose and
limitations, and every product or service shall have user-friendly manuals and
instructions that a reasonable person can access, understand, and execute.

RAISE Requirement 5. Product integrity: third-party testing and certification. The U.S.
Secret Service will secure safety, fairness, transparency, and reliability in artificial
intelligence-enabled hiring products and services by mandating third-party testing and
certification. Artificial intelligence products and services must be tested for artificial
intelligence safety and receive certification from reputable independent testing entities.
Some examples of artificial intelligence safety testing parameters and techniques include
cybersecurity,\textsuperscript{98} adaptive stress testing,\textsuperscript{99} statistical parity difference, equal opportunity
difference, diversity in face images, and mitigating bias in training data.\textsuperscript{100} \textsuperscript{101}

Implementation. To be clear, RAISE does not modify the agency’s existing hiring
workflows. Instead, the policy defines technical specifications and ethical compliance
standards for artificial intelligence hiring systems entering the U.S. Secret Service. The
policy process starts by developing specific RAISE requirements and codifying them into
a formalized policy. Then the agency implements the policy by publicizing standards and
guidelines to the general public. This way, artificial intelligence developers in the private
sector can develop products or services with an understanding of what the agency seeks
in artificial intelligence hiring systems. Finally, the agency measures the effectiveness of
the policy by totaling the number of artificial intelligence hiring systems that satisfy
RAISE standards.


Phase 1. Effective immediately, the Office of Equity & Employee Support Services (EES) has 180 days to organize a task force comprised of the following agency components: Chief Information Officer (CIO), Office of the Chief Counsel (OCC), Office of Strategic Planning and Policy (OSP), Office of Legislative and Intergovernmental Affairs (LIA), Office of Communications and Media Relations (CMR), Talent and Employee Acquisition Management (TAD), and HR Research and Assessment (HRR). The task force shall develop RAISE requirements by providing technical and professional guidance pertaining to their scope of practice.

Phase 2. The U.S. Secret Service informs the general public about RAISE by publishing official standards and guidelines for artificial intelligence hiring systems. The agency will issue press releases, form public-private and intragovernmental partnerships, establish a program liaison, and distribute reading materials across printed and cybernetic mediums.

---

102 The United States government openly disclosed the organizational structure of the United States Secret Service to the general public.


Phase 3. The effectiveness of the policy shall be measured by 1) tallying the number of inquiries made by artificial intelligence developers in the private sector, 2) totaling the number of artificial intelligence hiring systems meeting RAISE standards, and 3) performing sentimental analyses using state-of-the-art text-mining techniques.\textsuperscript{107} \textsuperscript{108}

Timeline. EES will enter RAISE as an initiative item for the 2020-2021 cycle. So the finalized version of RAISE policy and accompanying guidelines must be ready for publication by the end of FY 2021 (roughly, September 2021).

Costs. Internal Personnel. Assuming that each task force component dedicates one personnel to develop RAISE, the cost of developing RAISE could range from $556,648 to $1,323,336 per year.\textsuperscript{109} \textsuperscript{110} However, these estimates are speculative fixed costs based on salaries, and members may attend to other responsibilities while they are assigned to the task force. In other words, the agency will spend the money with or without the proposed policy, but we cannot estimate the loss of opportunity costs not knowing the selected personnel for the task.

Intragovernmental Personnel Act. Alternatively, the agency could allocate funding to dedicate a program manager for RAISE, which could cost anywhere between $57,510 to $152,352 per year,\textsuperscript{111} and take advantage of the Intergovernmental Personnel Act (IPA). In a nutshell, the IPA authorizes “the temporary assignment of employees between the


\textsuperscript{109} The calculation uses salary ranges GS-11 to GS-15 (adjusted for 2019 Washington D.C. locality pay) multiplied by the number of task force components.


\textsuperscript{111} The calculation uses salary ranges GS-9 to GS-14 for a nonsupervisory position (adjusted for 2019 Washington D.C. locality pay).
Federal Government and State, local, and Indian tribal governments, institutions of higher education and other eligible organizations.” The Office of Personnel Management describes the IPA as a resource that could provide funding for “temporary assignments” for eligible organizations.

Instead of expending internal resources, the U.S. Secret Service could receive a financial reimbursement for outsourcing subject matter experts who can study artificial intelligence capabilities on behalf of the agency. To phrase it another way, the IPA can pay for salary, per diem for travel and relocation, and leave (i.e., sick pay), provided that the temporary hire meets the requirements defined in IPA.

POLICY ANALYSIS

Effectiveness and Technical Feasibility. RAISE mandates third-party testing and certification of artificial intelligence tools to mitigate the negative effects of unreliable market conditions. In a 2019 market survey, for example, a technology-oriented venture capital firm reported that only 60 percent of artificial intelligence startup companies possessed “evidence of AI material to a company’s value proposition.” To phrase it another way, 40 percent of “companies that people assume and think are AI companies are probably not” equipped with technologically advanced artificial intelligence tools.

---

The breach of integrity in the artificial intelligence market becomes a problem for buyers like the U.S. Secret Service because there is no regulatory mechanism to flag and identify counterfeit products. Honest developers may withhold proprietary information to protect the time and resources spent in the development of advanced hiring tools, and some companies could possess the fiduciary duty to act in the best interest of their shareholders. But if developers withhold information about their products or services, buyers have less information to gauge the authenticity of the product or service in question, and that leads to an imbalance of information shared between sellers and buyers. When there is an informational asymmetry between sellers and buyers, apprehensive consumers become reluctant to pay the just-price for said goods or services, or some consumers may not engage in trading to avoid flawed merchandise (a.k.a., lemon), so the overall market fails to reach its optimal potential.\textsuperscript{117} Hence, if companies purporting to be backed by artificial intelligence technologies lack evidence to their claim, the U.S. Secret Service faces the risk of acquiring a counterfeit in objectionable market conditions, which could render employment protection measures ineffective when the counterfeit tool facilitates the hiring process at the agency.

To adequately address the risks associated with adverse selection in the lemon market, RAISE mandates third-party testing and certification of artificial intelligence hiring tools. This requirement aligns to recommendations proposed by industry leaders in the field of artificial intelligence technologies. In \textit{Ethics and AI}, a technology conference held at The Carnegie Mellon University, the director of Microsoft Research Lab offered a solution to guarantee transparency and standards conformity in artificial intelligence. “I see someday

us wanting to make sure some independent party that we trust as a proxy has certified, for example, the datasets that we used, the processes in place that systems are fair and unbiased [...] an Underwriters Laboratories or an FDA [...] somebody looking at this as best practice.”\textsuperscript{118} 119 120 In short, the esteemed artificial intelligence researcher echoed the solution proposed by the Microsoft president: “Enabling third-party testing and comparisons” will guarantee the integrity of artificial intelligence technologies in marketplaces.\textsuperscript{121}

Indeed, many organizations have standardized third-party testing and certification practices to ensure product integrity and safety. A good example is the U.S. Food and Drug Administration (FDA). The FDA protects the public health by testing and approving a wide range of food, drugs, animal products, and medical devices.\textsuperscript{122} Because the FDA holds manufacturers to safety standards, the federal regulator acts as the intermediary and provides a piece of mind to consumers. But under certain conditions, the FDA relies on reputable independent entities to test and certify goods on their behalf. For instance, the FDA recognizes a number of UL certified medical devices as a safe and trustworthy alternative to an FDA inspection.\textsuperscript{123} 124

\textsuperscript{121} Brad Smith, \textit{Facial Recognition: It’s time for action}.
From a technical standpoint, the U.S. Secret Service needs an independent party to conduct safety testing on behalf of the agency. Although the agency possesses skilled and experienced artificial intelligence developers, legislative obligations tie technical resources to protective and investigative assignments—the core mission of the U.S. Secret Service. So enabling the third-party testing and certification process could effectively guarantee the compliance of fairness and safety standards without impeding the chief duties.

However, validating standards compliance through independent testing could delay adopting artificial intelligence hiring systems at the U.S. Secret Service because companies might have had spent years developing intelligent tools without addressing the requirements laid out in RAISE. Also, while studies have attempted to address some of the commonly known biases in machines, there is no consensus-based golden standard for ensuring fairness and safety in artificial intelligence models, and no well-established product-testing organization offers third-party testing services for artificial intelligence safety in hiring tools.

Furthermore, artificial intelligence hiring systems lack design features to draw the causal relationship between candidate characteristics and hiring decisions, which means machines cannot sufficiently explain why it thinks certain candidates would be more qualified than others. And even if developers invent tools to unravel algorithmic black
boxes, such methods need to be scientifically validated instruments that an average person can learn how to use at the agency. So, while mandating ethical standards could effectively secure fairness and safety in machines, precautionary measures could delay standards conformity, and some artificial intelligence companies may not pursue a business relationship with the U.S. Secret Service to avoid the burden of costs associated with stringent and unwavering EEO and disabilities protections requirements.

**Efficiency and Legality.** Nevertheless, safeguarding EEO and disabilities protections in machine algorithms is not only morally compelling, but they are also financially responsible. In 2017, the U.S. Secret Service reached a $24 million in a settlement after spending 16 years on a legal battle involving racial discrimination allegations. And the actual cost of the lengthy case could have been more substantial than the amount explicitly defined in the monetary sum. While the settlement amount quantifies the loss in terms of budgetary outlay, the resolution does not reflect damages associated with the agency’s reputation, morale, trust culture, workplace distractions, and the potential loss of productivity that might have occurred throughout the 16 years of dealing with the dispute. Clearly, the agency should avoid another situation that might warrant similar disputes in machine-to-human interactions.

---


But the agency faces the risk of encountering other types of discrimination lawsuits in the coming years, which can be just as costly if not more. As of 2019, the U.S. Secret Service employs about 7,000 personnel comprised of Special Agents, Uniformed Division Officers, Technical Law Enforcement Officers, and Administrative, Professional, and Technical employees. Under the FY 2018-2025 Secret Service Human Capital Plan, the agency plans to expand the current number of the workforce to 9,595 by the end of FY 2025. Since each new hire bears some legal risks, should the agency decide to equip artificial intelligence in the hiring process, the time and resources spent on developing ethical guidelines for artificial intelligence hiring systems justify the investment.

On the flip side, implementing fairness and safety measures could reduce the affordability of artificial intelligence hiring tools in the long-run because merchants will internalize the marginal cost of developing a safer product and pass the added expense down to consumers. Also, safe artificial intelligence hiring systems may not

---

materialize in a timely manner. As with many job assessment models at the U.S. Secret Service, artificial intelligence hiring tools entering the agency will require proof of empirical evidence and the time to undergo a rigorous peer review process, subject to reproducibility. Thus, lowering the risk of discrimination and accompanying lawsuits may come at a higher price tag and, conceivably, not anytime soon.

Nonetheless, precautionary measures should not be overlooked because courts may treat talking machines the same way as humans. The theoretical posture—that machines have the right to enjoy the freedom of religion, speech, and protest—could appear distant from today’s generation. However, our democratic system already offers non-human entities the same constitutional rights that we enjoy as humans.140 Take the case of Citizens United v. Federal Election Commission for example. In the case, the Supreme Court ruled that “limiting independent expenditures on political campaigns by groups such as corporations, labor unions, or other collective entities violates the First Amendment because limitations constitute a prior restraint on speech.” In other words, the Supreme Court recognizes non-human but legal entities such as corporations and unions as legitimate members of our society that can participate in the nation’s democratic process when they speak through campaign contributions.141 In a reasonable person’s mind, speech is not limited to monetary spending.142 And machines are also non-human entities. So if machines act as agents by speaking the opinions of human or non-human but legal entities, it follows that the First Amendment extends to machines.

If courts acknowledge machines as a legitimate and legal entity, then machines can theoretically become tortfeasors as well. Let us say that machine interviewers representing some legal entity incite hate speech, inflict emotional distress, or cause defamation in hiring, then the theory of *respondeat superior* can pass the liability of damages caused by machine-agents to its employer (i.e., the U.S. Secret Service).\(^{143}\) So if a machine interviewer delivers disparaging remarks or rejects job applicants based on race, gender, sex, disability, religion, age or other no less important protected characteristics, then the machine’s employer could incur the financial costs. Therefore, ethical guidelines are a pragmatic, wise, and fiscally responsible way to approach artificial intelligence hiring systems.

**Administrative Feasibility.** The U.S. Secret Service staffs about 2,000 administrative, professional, and technical employees.\(^{144}\) But for the past ten years, federal employee surveys ranked the U.S. Secret Service as, or close to, the worst place to work in the federal government,\(^{145}\) and a series of security breaches and scandals ensued the agency within the same timeframe.\(^{146}\) Following the repeated mishaps, a study led by the Office of Inspector General at the Department of Homeland Security revealed that substantial workloads negatively impact employees’ work-life balance, and the growing operational demands continue to consume the U.S. Secret Service as a whole.\(^{147}\) The proposed policy

---


will add pressure to undergoing SSSP, even though the workforce has grown in recent years.\textsuperscript{148} However, if artificial intelligence hiring systems streamline the hiring process more efficiently than traditional methods, then the administrative burden may decline in the future.

\textit{Social Feasibility}. Historically, automation technologies have thought to influence blue-collar jobs by outsourcing repetitive laborious tasks. In recent years, however, advancements in the technology also threaten the stability of white-collar jobs. Artificial intelligence technologies will digitize and replace about half of all U.S. workforce within the next two decades,\textsuperscript{149} and some white-collar jobs face displacement rates as high as 70\%.\textsuperscript{150 151 152}

By introducing the idea of artificial intelligence hiring system to the U.S. Secret Service, we unfold the element of automation and the possibility of job replacements. This could pose a significant concern to many people who work in the federal government for the sense of job security.\textsuperscript{153} So, while some people might welcome the idea of artificial intelligence hiring tools, a significant portion of the workforce may compound skeptical attitudes against emerging technologies.

\begin{flushright}
\textsuperscript{148} U.S. Department of Homeland Security. \textit{USSS Budget Overview}.
\end{flushright}
POLITICAL ANALYSIS

Internal reactions to Director Randolph D. Alles’ appointment. When President Trump announced that a retired Marine general would lead the U.S. Secret Service, members of the premium law enforcement agency expressed concerns about an outsider leading the duties of presidential protections and investigative assignments.154 At the same time, the U.S. Secret Service had been subject to reoccurring controversies for many years under the leadership of their own.155 And in the face of poor morale and high attrition rate,156 some key decision-makers and influential figures—both inside and outside of the U.S. Secret Service—rejoined by saying that the agency needs fresh perspectives from the outside to transform the working culture under the new oversight of the Department of Homeland Security.157 158 159 Whatever the case, the director faces the monumental challenge of leading the agency under the time of stress. As a newcomer to the agency, he will either build or disrupt the trust and confidence of the highly-esteemed loyal staff.160

Earn the trust of the workforce by meeting employee demands: At a time when intelligent tools have standardized many aspects of recruitment, introducing an

159 The U.S. Department of the Treasury had oversight on U.S. Secret Service until 2003 when the U.S. Department of Homeland Security took on the responsibility of the oversight.
innovative recruitment strategy could advance the director’s position by meeting the demands of the workforce. We can find evidence in the 2018 Federal Employee Viewpoint Survey. One year following the director’s appointment, a government-sponsored survey reported that the U.S. Secret Service improved the most among all of the federal agency subcomponents by climbing 11-points higher in the Best Places to Work in the Federal Government rankings.161 162

Notably, the agency saw the largest gain in morale when the workforce perceived that the leadership adopted strategic recruitment practices and rewarded innovation at the workplace.163 164 Therefore, introducing artificial intelligence hiring systems could possibly increase workforce morale and build employee support.

**Take the advice of seasoned experts: introduce the intelligent recruitment tool as means to modernizing the existing business systems.** When the agency overcame “the worst place to work in the federal government” status, the director may have secured confidence among some employees.165 However, while the improvement in survey rankings could be a good tell-sign, the director can rally more support around him by innovating business functions.166 Under the FY 2018-2022 U.S. Secret Service Strategy

---

Plan (SSSP), Director Alles convened subject matter experts (SMEs) across workforce components to identify Key Performance Indicators steering the agency towards successful mission outcomes. As a result, the Secret Service developed five strategic goals and determined that the agency must modernize the existing business processes by the end of FY 2022.167

From here, we can piece together three key points: employees at the U.S. Secret Service want more innovation in the workplace; adopting strategic recruitment functions increased workforce morale; and SMEs call for modernizing business systems. So enabling innovative technologies in the business process—namely, artificial intelligence in recruitment and hiring—is a politically sound initiative.

**Alternative Option.** The director has the option to disregard every key point altogether. However, ignoring the SMEs recommendations would be a significant departure from the directives outlined in the SSSP, so it does not make sense from a policy standpoint. And SMEs would have to convene again to reach a consensus on a new recommendation, so it would disrupt SMEs daily functions. Also, considering that FY 2018-2022 SSSP distributed to the workforce already (it has been made available to the general public as well), not following through with the original directive could confuse the workforce. Furthermore, ignoring the demands of the workforce, especially when surveys have shown a positive relationship with morale, does not make sense from a political angle. On the other hand, it could be argued that there could be other ways of listening to the demands of the workforce. And the director can explore different recruitment strategies.

---

We do not discuss other types of recruitment strategies because 1) doing so would be out of scope, and 2) the list could be exhaustive.

**The threat of job security: a possible unintended consequence of the policy.** The leadership should approach the workforce demands with caution because introducing effective recruitment tools could signal a wrong message. For example, while artificial technologies have said to be effective in HR processes (i.e., predicting employee attrition with 95% accuracy),\(^{168}\) the technology that drives these innovative tools have replaced 30% of all HR staff in at least one tech company engineering such tool—IBM.\(^{169}\) Under such precedents, employees might mistakenly interpret RAISE as a threat to job security as most Americans do,\(^{170}\) in spite of the fact that RAISE does not mention anything about replacing humans in the current hiring process.

**Potential outcomes of the unintended consequence.** Misguided understandings can have grave implications to an organization, and overlooking the element of job security could severely damage the agency from the inside-out.\(^{171}\) Studies have shown that even the *perceived* threat of job security can lower employee trust and heighten job-related

---


stress, decrease safety compliance and increase work-related injuries, and, ultimately, reduce overall performance.

**Political sensitivity of adverse outcomes.** That makes job security a sensitive topic to the director. Politically speaking, if the agency unleashes another fallout under the Trump-appointed leadership, it could draw negative publicity and agitate the president who vowed to undo every single “damage” caused by President Obama. Additionally, employee performance indicators are of chief concern to congress-members who pressed the agency over ceaseless controversies during the past decade. So on the one side, artificial intelligence recruitment systems could potentially boost workforce morale and win the trust of the workforce, but it could also have the opposite effect and upset bureaucratic actors if not handled correctly.

**Mitigate adverse outcomes through preventative communication.** Given the magnitude of possible unintended consequences, it would be politically sensible to convey transparent communication to reduce misunderstandings and mitigate associated conflicts. Create a publicity strategy to clarify the intent and purpose of introducing

---

177 In 2017, Congress enacted legislative mandates for the U.S. Secret Service, stipulating conditions for funding the agency based on performance indicators related to hiring and retention.
emerging technologies in the recruitment process: artificial intelligence hiring tools will augment the existing workforce—rather than replacing them in place of machines.  

Director Alles’ experience meets the eye with RAISE in addressing the needs of the U.S. Secret Service. Director Alles has the experience to adopt sophisticated technologies for mission success. In fact, he has a history of promoting emerging applications despite political challenges, and that track-record might have helped him to serve as the Director of the U.S. Secret Service. When the director served as the head of Air and Marine Operations at U.S. Customs and Border Protection (CBP), he built a reputation by defending the use of $18 million in the Predator Drone program when congress members doubted the effectiveness of the aerial technology.

Eventually, the director’s persistent pursuit of technological innovation earned him standing in successful mission outcomes. And he benefited from the strong relationship with John F. Kelly when the former Secretary of the Department of Homeland Security paved the way for Director Alles to lead the U.S. Secret Service as the top official. Similarly, tackling the hiring and retention challenges at the U.S. Secret Service with emerging technologies could raise the director’s national profile, once again, and grow a favorable political climate for potential opportunities in the future.

---


180 The Predator drone program equipped the U.S. Customs and Border Protection with an aerial technology that used augmented reality functionalities to detect and identify targets along the border.


184 John F. Kelly served as the Secretary of the Homeland Security prior to joining the White House as the Chief of Staff in 2017.
Public’s attitude towards artificial intelligence in policing—and U.S. Secret Service.

Outside of the U.S. Secret Service, the expansion of artificial intelligence in policing has been stirring some apprehension in the public sphere. In April 2019, for example, Turing-laureates and artificial intelligence developers at Microsoft, Google, Harvard, UC Berkeley, DeepMind, and Facebook called on Amazon to stop selling facial recognition technologies to law enforcement agencies until regulatory oversights mature in place, calling that these technologies negatively impact women and people of color.

The organized petition extends to the U.S. Secret Service. When the agency launched a pilot program to test facial recognition technologies around The White House, civil rights organizations like the ACLU emphasized that the “facial recognition is one of the most dangerous biometrics from a privacy standpoint.” Although the esteemed legal institution acknowledged the protection of the President of the United States as legitimate grounds for using the tool, the lack of clarity in ethical and technical parameters concerned social scholars at ACLU.

Highlight the ethical aspects of RAISE in public messages. RAISE orients the technical specifications of artificial intelligence hiring programs based on five ethical pillars:

Protection of 1) equal employment opportunity, 2) individuals living with disabilities, 3) human autonomy, 4) individual liberties and safety, 5) product integrity. The five pillars

---


directly address the pressing concerns expressed by members of the public by
demonstrating our commitment to diversity and liberties of the people.

Alternatively, the agency can partner up with artificial intelligence developers. However,
this could backfire and thus pose a high risk for negative publicity. Recently, Google
disbanded an artificial intelligence ethics advisory board. The board members feared the
militarization of artificial intelligence technologies when an executive of a drone
company joined the group, which led to member resignations in protest.188 Given the
director’s influence over the Predator Drone program at CBP, a similar fallout is highly
likely.

---

intelligence-ethics.html.
RECOMMENDATION

Adopt the policy and develop ethics standard for artificial intelligence hiring systems.

Codifying RAISE will protect job applicants by defining system parameters and prevent unverified recruitment systems from entering the agency.

Politically mindful: the policy raises the agency's national profile and addresses public concerns. RAISE could bring many parties to the table. The White House, members of Congress, the press and media, the general public, civic institutions, artificial intelligence developers, or other entities might hear about RAISE and monitor our progress.

While some people might feel uncomfortable about a law enforcement agency like the U.S. Secret Service approaching artificial intelligence technologies, RAISE will secure civil rights at the nexus between emerging technologies and the Secret Service. Our predecessors have made the ultimate sacrifice to preserve an institution at which we must protect the fruits of our democratic process. As such, the authority and power granted to us are the means of securing the integrity of our nation: the voice of the people. RAISE will build trust and confidence by aligning our position with public interests.

RAISE takes a cost-effective approach to accomplish strategic goals. RAISE empowers the workforce to drive innovation at no expense other than salary payouts. Since the FY 2018-2025 Secret Service Human Capital Plan has already budgeted personnel salaries, the cost of RAISE development is a matter of maximizing the use of personnel rather than finding a new source of budget.

However, even under that scenario, we can cover the outsourcing cost through IPA assignments. This should reduce the cost of ethics research down to zero provided that the agency finds developer(s) willing to lend expertise to the U.S. Secret Service.


At the U.S. Secret Service, RAISE will position civil rights at the heart of machines. The policy will require machines and their creators to secure human rights, diversity, non-discrimination, fairness, and safety. Grounded by the principles of equality, RAISE will ensure intelligent machines to speak at the intersection between the mind and the heart.

Machine recruiters working for the Secret Service will treat all people equally, with respect, regardless of background. RAISE will stay consistent with the Constitution of the
United States—this, we will defend with life; no cost outweighs the noble principle in which the American people rely upon.
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