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Abstract

Continuum manipulators have become prevalent in many minimally invasive surg-

eries due to the advantages they offer, such as enhanced dexterity and better access

to confined surgical sites. However, because of their compliant, flexible, and deli-

cate structures, adaptation of these manipulators to orthopaedic interventions—where

large contact forces are present—has not yet been apparent. A major challenge in

these interventions is the constrained nature of the workspace where the CM may

come into contact with the surrounding bone and tissue. As such, this work inves-

tigates control and sensing paradigms that enable the use of CMs for orthopaedic

applications. In particular, a variety of highly flexible embedded fiber optic sensors,

together with model- and data-driven frameworks for real-time shape sensing and

contact detection, as well as motion control of the CM are presented and explored.

Motivated by less-invasive treatment of pelvic osteolysis (bone degradation) be-

hind the acetabular cup during total hip revision surgery, a dexterous robotic system

for autonomous debridement of osteolytic bone lesions in confined spaces is devel-

oped. The proposed redundant system comprises a conventional rigid-link robot with
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a CM attached to its end. Concurrent control of the hybrid system is achieved via an

optimization-based constrained controller that generates control commands on-the-fly

during the surgery. The proposed system, allows the surgeons to impose a variety of

safety, mechanical, and task-specific constraints to the execution of a desired debride-

ment task. In an envisioned surgical scenario, the surgeon determines the surgical

plan and continuously interacts with the system via a graphical user interface, while

the robotic system performs the desired task autonomously (i.e. task-level autonomy).

Through extensive simulation, as well as phantom and human cadaver experiments,

it is shown that performance and dexterity of the developed flexible system are far

superior than those of rigid instruments used in conventional treatment approaches.
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Chapter 1

Introduction

1.1 Motivation

Advances in robot-assisted surgery have focused on minimizing the invasiveness

of a given procedure while also maintaining an optimal outcome [1,2]. Over the past

decades, minimally invasive surgery (MIS) has become an appealing trend in robotic

surgery due to the many advantages it offers, such as reducing patient discomfort.

Even though robotics has generally improved performance in MIS, adaptation to con-

fined and difficult-to-access surgical sites has been limited [3]. To this end, continuum

manipulators (CMs) have played a significant role in enhancing dexterity, workspace

reach, and maneuverability in confined spaces during surgeries [3]. Examples of the

use of CMs for these purposes can be found across surgical domains such as cardiac [4],

abdominal [5], head and neck [6], and transnasal [7]; most of which are concerned with
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soft tissues. In comparison to these surgical domains, otrhopedic surgeries involve in-

teractions of instruments with hard tissues and bone, resulting in significantly higher

contact forces. Under these conditions, CMs must have much higher structural stiff-

ness while also producing comparable curvatures as to maintain the advantages they

have produced in other surgical fields. As such, despite all the benefits that CMs of-

fer compared to conventional rigid-link robotic manipulators, their use in orthopaedic

interventions has not yet been apparent [3].

Autonomous surgery involves the performance of tasks where part or all of the

task is completed by an intelligent robotic system. There are several important ad-

vantages of automation in surgery, which include increasing task precision, improve-

ments to surgical efficiency and execution, physiologic tremor filtering and motion

scaling, and computer-aided guidance under various medical imaging and sensing

modalities [2, 8–10]. Orthopaedics was one of the earliest medical applications for

deployment of autonomous surgical robotics in the operating room [11]. A com-

mon feature among most of the robotic systems developed so far for orthopaedics,

however, is the incorporation of rigid-link robots and instruments as the core sys-

tem components. While these systems have potentially improved surgical outcome

by introducing precision, increasing accuracy, and providing guidance and assistance

to surgeons, several challenges and limitations associated with these systems remain

unexplored [11]. A restricting factor in use of such systems in orthopaedic interven-

tions is the limited dexterity and access to confined spaces in human anatomy. To
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address such limitations, the goal of this research is to develop a surgical workstation

that contains a dexterous redundant robotic system for autonomous removal of bone

lesions in confined spaces by combining a conventional rigid-link robot for general

positioning and a CM developed specifically for orthopaedic applications equipped

with advanced embedded sensors.

An immediate orthopaedic surgery candidate that could benefit from the enhanced

dexterity offered by the developed system is the treatment of osteolysis in total hip

arthroplasty (THA) revision surgery [12]. After THA, the wear of the polyethylene

liner leads to the formation of polyethylene particles that cause macrophage activa-

tion and consequently degradation of the bone surrounding the acetabular implant.

Conventional treatment of osteolysis involves insertion of rigid instruments through

the screw holes of the acetabular cup prosthetic. This allows debriding of the os-

teolysis when the acetabular cup is well-fixed and its detachment from the bone is

not preferred due to the invasiveness of the procedure (e.g. damage to the healthy

bone). However, a review of the literature indicates that on average, less than 50%

of the lesion is successfully removed in this approach [13]. Additionally, there is no

guarantee that only the undesired regions of bone and tissue (i.e. the lesions) are

removed. The developed system in this research, on the other hand, leverages the

high flexibility of the CMs to enable access to regions behind the acetabular cup that

are difficult to reach with rigid instruments and also grants the surgeons great control

over removing only the target points that they have identified as part of the lesion.
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Other orthopaedic surgeries that could potentially benefit from flexibility and

dexterity of the robotic system developed in this work include avascular necrosis of the

hip [14,15] (e.g., core decompression of the femoral head), benign lesion removal [16],

treatment of metastatic bone decease [17], shoulder and knee arthroscopic surgeries

[18, 19], or any other intervention that requires high dexterity and sufficient rigidity

during interactions with hard lesions. Examples of such applications could extend to

spine [20] and otorhinolaryngology interventions [21] (e.g. lateral skull base surgery).

1.2 Objectives and Scope

The goal of this research is to develop and evaluate a surgical workstation contain-

ing a dexterous redundant robotic system for autonomous removing of bone lesions

in confined spaces by integrating a rigid-link robot for general positioning and a CM

previously developed for orthopaedic applications [22–24]. The CM design allows for

a great degree of flexibility and dexterity for enhanced maneuvers in confined spaces,

yet sufficient rigidity during interactions with bone or hard tissues. A range of design

and manufacturing techniques, as well as mechanics-based and data-driven algorithms

are explored to integrate the CM with advanced miniature fiber optic sensing tech-

nology enabling real-time shape sensing and distal end position estimation with great

accuracy. Flexible instruments with different functionalities and applications are fab-

ricated to perform various debridement tasks while following the CM’s non-constant
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curvature shape during articulation. The surgical workstation additionally includes a

C-arm for optional intraoperative intermittent X-rays for navigation and monitoring

purposes. An optimization-based multi-objective controller framework is designed

and implemented to facilitate incorporation of various safety and surgical constraints

in the form of virtual fixtures (VFs) applicable to the surgery. The controller gener-

ates joint-level velocity commands on the fly to drive the system autonomously to-

ward desired surgical target points specified by the surgeon while satisfying the safety

constraints. While the developed system and proposed strategies may be generally

used in a variety of applications, this research focuses on less-invasive autonomous

treatment of osteolytic lesions.

1.3 Thesis Overview

Chapter 2 orients the reader with medical and technical background associated

with THA and history of medical robotics for orthopaedic interventions. Chapter

3 describes the envisioned surgical scenario and the mechanical components of the

envisioned and developed surgical system. In particular, a brief history of the design

iterations for each of the main components of the system is presented to familiarize

the reader with the background and evolution of the system.

Chapter 4 introduces a variety of concepts for design of embedded fiber optic

sensors (FOS) for CM sensing during large deflection bending. In particular, two sen-
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sors using multi-point fiber optic technology and one sensor using distributed sensing

technology are fabricated and calibration and characterization experiments are per-

formed. Subsequently, Chapter 5 discusses various model- and data-driven algorithms

for shape sensing, distal-end position estimation (DPE), and contact detection of the

CM with the environment. Chapter 6 develops and compares model-dependent and

model-independent closed-loop control of the CM in free and constrained environ-

ments using the FOS feedback.

Chapter 7 brings all the pieces from previous chapters together for developing and

testing of a complete integrated system. The constrained concurrent control frame-

work of the combined system (positioning robot and CM) with various constraints

and strategies for autonomous performance of debridement tasks in confined spaces

are introduced and discussed. The FOS feedback components developed in Chapters

4 and 5 are combined with the kinematics model and optical tracker feedback from the

positioning robot and necessary calibration steps are described. Further, preoperative

considerations for calibration, registration and preparation of the system as well as

intraoperative steps toward execution of desired tasks are explained. The chapter is

concluded with results from various simulation, phantom and human cadaver studies

that evaluate the performance of the developed system.

Chapter 8 concludes the work, summarizing important development and inherent

limitations. The chapter also identifies future directions for further advancement

toward next generations of the workstation.
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1.4 Contributions

The author’s contributions include:

• Design, fabrication and characterization of different novel fiber optic embed-

ded sensors that address the design criteria and fitting limitations of the non-

constant large curvature CM under study, while simplifying the fabrication and

CM assembly procedures.

• Development, implementation, evaluation and comparison of mechanics-based,

model-dependent methods as well as data-driven supervised machine learning

algorithms for shape sensing and contact detection of large curvature CMs both

in free and constrained environments using FOS.

• Development and implementation of a simulation framework with real-time vi-

sualization for constrained concurrent control of the combined system (posi-

tioning robot and CM) using constrained optimization. In addition, implemen-

tation and evaluation of different strategies for regularization and recovery of

the constrained control optimization problem from infeasible search space in

the context of orthopaedic surgeries, particularly the less-invasive treatment of

pelvic osteolysis.

• Development and integration of a complete dexterous robotic workstation for

autonomous minimally invasive orthopaedic interventions using CMs, with a

focus on the robotic-assisted treatment of pelvic osteolysis.
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• Conducting extensive experiments in simulation environment, on simulated saw-

bone phantoms, and on human cadaveric specimens to identify the performance

of the system’s components. In addition, experimental evaluation of the surgical

workflow and clinical steps including the required calibration and registration

procedures during phantom and human cadaver studies.
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Chapter 2

Background

2.1 Summary and Motivation

The intention behind this chapter is to provide the reader with relevant medical

and technical background associated with the contents of this thesis. The chapter

begins by the medical background related to total hip arthroplasty (THA) and treat-

ment of pelvic osteolysis. Conventional treatment methods are described and conse-

quently the motivation behind the need for robotic systems leveraging the flexibility

and dexterity of continuum manipulators (CMs) is made apparent. The second part

of the chapter describes pertinent technical background about the history of medical

robotics in orthopaedic interventions and the levels of autonomy in the state-of-the-art

systems.
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2.2 Medical Background

2.2.1 Total hip arthroplasty

THA is one of the most common orthopaedic surgeries with over 500, 000 con-

ducted annually in the USA and the UK [25]. The rate of primary THA is steadily

increasing; there has been a 50% increase in the rate of primary THA from 1990 to

2002 in the USA to 69 per 100000 population [26]. Similar trends can be seen in other

countries such as the UK, Finland, Norway, and South Korea [25, 27]. By 2030, a

174% increase of THA is expected when compared to 2005, resulting in 572, 000 an-

nual procedures [26]. Of note, there will also be an increase in procedures on younger

populations with less than 65 years of age. These patients will make up 50% of THA

by 2030 [28], leading to an increased timespan that patients live with implants.

The orthopaedic surgeon John Charnley is considered the father of the mod-

ern THA by introducing a low-friction prosthesis that consisted of a small-diameter

femoral head and a polyethylene acetabular component [29]. The implant was set

in bone using what is commonly referred to as bone cement (polymethylmethacry-

late) [29, 30]. Even though different material choices were explored in future design

iterations, the low-friction prostheses used today for THA contain identical basic

components to the original implant proposed by Charnley (Fig. 2.1).

Severe osteoarthritis is the main condition for patients undergoing THA. Other

less common causes include osteonecrosis (bone death), fracture, dysplasia (a shallow
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Figure 2.1: Components of an implant used in THA. Image courtesy of http://

orthoingo.aaos.org.

hip socket) and bone tumors that break down the hip joint [28,31]. THA is typically

considered when conservative treatments such as physical therapy, oral pain medi-

cation, and weight loss have been ruled out. In these situations, before undergoing

surgery the patient continues to exhibit severe pain, stiffness, or limited ability to

perform daily activities such as walking [31,32].

Generally, THA comes in two styles: cemented or uncemented [33]. In the ce-

mented approach, bone cement (typically polymethylmethacrylate) is used to fix both

the femoral and acetabular implants to the bone. The uncemented approach was de-

veloped to reduce complications such as infection and osteolysis (defined in Section

2.2.2) observed in initial uses of cemented implants. For an uncemented THA, sur-

geons press-fit implants with some surface coating to exploit bone growth into and
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around the implant. Uncemented implants, however, generally demonstrate poorer

results compared with cemented implants [34].

2.2.2 Revision total hip arthroplasty

As with any other mechanical device, a THA can be subject to various forms of

mechanical or biological failure. Such a failure may require a reoperation of the hip

replacement, called revision THA, to address the cause of failure and its consequences.

Although both THA and revision THA procedures have the same goals—to relieve

pain and improve function and quality of life—revision surgery is different than pri-

mary THA. Revision hip replacement is a longer, more complex procedure. It requires

extensive planning, as well as the use of specialized implants and tools. Much like

primary THA, rates for revision THA have been increasing [26,28]. By 2030, revisions

in the USA are expected to increase 137% to 96, 700 operations annually [26].

The possible risks and complications of revision THA include: dislocation, in-

fection, instability, mechanical loosening, implant failure, osteolysis, and fracture

[28, 31, 35]. Many of these indications (instability, loosening, failure, and fracture)

generally require replacement of the implant components. Osteolysis is the degra-

dation of bone occurring at the bone-implant interface (Fig. 2.2). This degradation

typically occurs due to wear of the polyethylene liner, cement, or metal, causing

macrophage activation and osteoclast-mediated resorption [28, 31, 36, 37]. This can

occur in both cemented and uncemented implants [34,38].
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Osteolysis

Acetabular
Implant

Rigid Tool

Osteolysis

(a) (b)

Figure 2.2: Osteolysis occurring behind the acetabular implant after THA. (a) simu-
lation, (b) X-ray image. Images obtained and modified from https://www.youtube.

com/watch?v=Knv61EYQF-U&t=77s and http://www.wheelessonline.com/ortho/

thr_osteolysis

Early reports on the treatment of osteolysis advocated the removal of a well-fixed

socket during revision surgery for osteolysis [39]. The removal of the implant allowed

exposure of all the osteolytic areas to achieve complete debridement and grafting.

However, potential damage and loss of the surrounding bone in this treatment ap-

proach may compromise placing of another acetabulr component [40]. The more

recently proposed less-invasive treatment, however, maintains the well-fixed acetabu-

lar component while replacing the liner and the ball of the femoral component [40,41].

In this approach, first an incision is made to obtain wide exposure of the periacetab-

ular bone. This exposure is crucial to allow adequate observation for exchanging the

liner, testing the acetabular for stability, and for debridement and bone grafting of

osteolytic lesions [40]. The liner and screws are then removed from the acetabular

implant to provide a pathway for surgeons to access and treat the osteolytic lesions.

By inserting rigid tools such as curettes (Fig. 2.3) through the screw holes of the
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Figure 2.3: Example curette tool used in treatment of osteolyis during revision THA.

implant, surgeons debride the lesion and graft the bone. However, a review of the lit-

erature indicates that on average, less than 50% of the lesion is successfully removed

in this approach [13]. This lack of success is likely due to the combination of com-

plex lesion geometries and rigid tools used conventionally. Untreated osteolysis may

lead to implant loosening (Fig. 2.4), which may require the more invasive complete

component replacement. As such, enhancing the surgeon’s access to lesion increases

the chances of a better treatment and could potentially improve the outcome of the

revision THA. It can further prevent potential future complications and reduce the

need for traumatic revision surgery replacing these components.
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Figure 2.4: Acetabular component loosening (arrow). Image courtesy of https:

//orthoinfo.aaos.org/.

2.3 Technical Background

2.3.1 Medical Robotics in Orthopaedic Interven-

tions

Robotic technology is one of the fastest growing sectors within the healthcare in-

dustry [42]. Over the past decade, robots have augmented nearly two million surgical

operations worldwide [11]. There are several important advantages of robot-assisted

surgery, which include increasing precision due to sub-millimeter robot control, en-

hancing surgeons’ ability to perform important and subtle tasks (e.g. by filtering hand

tremor), promoting surgical safety and consistency, improving surgical efficiency and

execution, and computer-aided guidance and navigation under various medical imag-

ing and sensing modalities [8, 9, 43].

The global surgical robotics market is expected to increase substantially, growing
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from $4.9 billion in 2016 to $12.8 billion in 2021 and $16.74 billion by 2023, with

a cumulative annual growth rate of over 20% [44]. In particular, the knee and hip

arthroplasty robotics market has grown from $84 million in 2015 to $375 million

in 2017, and the global orthopaedic medical robots market is anticipated to reach

between $2 billion and $4.6 billion over the next five to six years as a new generation

of robotic devices, systems, and instruments is introduced to address a rising number

of orthopaedic conditions [11].

Orthopaedics was one of the earliest medical applications for deployment of sur-

gical robotics in the operating room [11]. ROBODOC (originally Integrated Surgical

Systems Inc. Sacramento, CA, USA, currently TSolution One by Curexo Technology

Corporation, Fremont, CA, USA) was the first commercially-available active medical

robot in any discipline; which allowed precision planning and milling of the femoral

component in THA and later Total Knee Arthroplasty (TKA) [45, 46]. CASPAR

(Ortho-Maquet/URS Ortho Rastatt, Germany) was another early surgical system

for image-guided THA and TKA similar to ROBODOC. Even though CASPAR for

THA has been shown to increase the accuracy of femoral preparation, the increased

surgery time, blood loss and higher complication rate ceased further clinical use of this

system for THA [47, 48]. The Acrobot system (Acrobot Co Ltd., London, UK) was

introduced in 1999 which used software based on computed tomography (CT) to accu-

rately plan TKAs pre-operatively and guided the surgeon’s hand motion with active

constraints intra-operatively [48]. The Robtic Arm Interactive Orthopaedic System
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(RIO; MAKO Stryker, Fort Lauderdale, Florida), a haptic system, was developed in

2004 for THA and TKA [11, 49, 50]. It acts as a hand-held robotic device enforcing

cutting boundary guides on the surgeon’s hands via virtual fixtures (VFs) [48]. The

iBlock robotic cutting guide (OMNIlife Science, East Taunton, MA, USA) is another

example of orthopaedic surgical robotic systems that got FDA approval in 2010 for

imageless, bone mounted femoral resections in TKA [48,51]. The Navio PFS system

(Smith and Nephew, London, UK), developed in 2012, is an example of a handheld

open platform sculpting device for optimizing accuracy in implant positioning and

safety in TKA [49]. ROSA robot (ROSA Knee Robot, Zimmer Biomet, Warsaw,

IN, USA) is among the most recent systems developed for TKA that received 510 K

approval from the FDA in early 2019 [52].

A common feature among all the above-mentioned robotic systems in orthopaedics

is the incorporation of rigid-link robots and instruments as the core system com-

ponents. While these systems have potentially improved surgical outcome by in-

troducing precision, increasing accuracy, and providing guidance and assistance to

surgeons, several challenges and limitations associated with these systems remain un-

explored [11]. A restricting factor in use of such systems in orthopaedic interventions

is the limited dexterity and access to confined spaces in human anatomy. To address

these limitations, flexible robotics has shown great potential in minimally invasive

surgery (MIS), laparo-endoscopic single site interventions and natural orifice trans-

luminal endoscopic surgery [53–56]. However, despite all the benefits that flexible
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robotics offer compared to conventional rigid-link robotic manipulators, their use in

orthopaedic interventions has not yet been apparent [3, 53].

2.3.2 Autonomy in Surgical Robotics

Robot autonomy refers to the performance of tasks where part or all of the task

is completed by an intelligent robotic system [9]. Even though autonomy has been a

familiar concept in surgical robotics since the early days, more attempts have been

made recently to provide clearer definitions of different levels of autonomy in medical

robots, as well as the associated regulatory and ethical considerations [9, 42, 57, 58],

similar to other fast-emerging fields such as autonomous self-driving cars [59].

Surgical robotic systems can be divided to different classes depending on their

level of dependence on human surgeon during the execution of surgical tasks. A

broad classification of the surgical robots with respect to the system type includes

autonomous, semi-autonomous, and passive robotic systems [60]. Another naming

convention for a similar categorization proposes active systems, semi-active systems,

and passive systems (from a surgical operation point of view rather than a mechanical

definition) [45,61]. In these definitions, an active (autonomous) system automatically

performs an intervention, a semi-active (semi-autonomous) system performs the in-

tervention under the direct control of the surgeon (e.g. a ’hands on’ or ’cooperative

control’ mode with potential safeguards against motions beyond the surgical plan),

while a passive system does not actively perform any part of the intervention (e.g.
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positions a tool guide). In this classification, the ROBODOC and CASPAR are

examples of active (autonomous) system, while Acrobot and RIO are examples of

semi-active (semi-autonomous) systems.

The level of autonomy with which a surgical robotic system can perform surgical

tasks can be further categorized beyond only autonomous and semi-autonomous sys-

tems. Such a classification has been proposed in [9], dividing the levels of autonomy

in surgical robotics systems to direct control, shared control, supervised autonomy,

and full autonomy. Other such categorization in the context of regulatory, ethical

and legal considerations has been proposed in [42, 62] which proposes six levels of

autonomy for medical robots. The spectrum spans from level 0 (no autonomy or

tele-operation) to level 5 (full autonomy with no human in the loop), with robot

assistance, task autonomy, conditional autonomy, and high autonomy as the filling

autonomy levels in between the two.

A great example of the level 0 (direct control or tele-operation) system is the

da Vinci surgical system (Intuitive Surgical, Inc., Sunnyvale, CA) for minimally in-

vasive laparoscopic surgeries. The Acrobat and RIO are examples of level 1 (robot

assistance or shared control) systems where VFs and active constraints provide some

mechanical guidance or assistance to the surgeon, and the ROBODOC is an example

of a level 2 system with task autonomy (bone milling). Of note, the recent advent

of deep learning methods with unprecedented access to data, as well as inexpensive

and powerful computing hardware has the potential promise to bring higher level
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autonomous systems closer to reality. A level 5 surgical robotic system where the

robot performs the surgery without the need of a human is, however, currently in the

realm of science fiction [42].

With this background in mind, the goal of this research is to develop a surgical

robotic system for orthopaedic applications with a focus on the less-invasive treatment

of osteolysis that:

• Mitigates the problems associated with rigid-link robots and instruments by

incorporating the enhanced dexterity and maneuverability offered by CMs.

• Assists the surgeon by executing their desired surgical plan autonomously (au-

tonomy level 2), while they can supervise the surgery and intervene, if necessary.

2.4 Conclusion

This chapter provided the reader with a brief review of the medical background

associated with primary and revision THA, as well as the technical background as-

sociated with medical robotic systems for orthopaedic interventions and definitions

for different levels of autonomy. In particular, problems and limitations related to

conventional rigid-link robotic manipulators and instruments were discussed. In con-

sideration of such limitations, the important role of flexible robotics with high dex-

terity in the next generation of orthopaedic surgical systems is more apparent. The

advantages associated with robot-assisted surgery as well as the different levels of
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autonomy in such surgical systems were discussed. With the provided background

in mind, the goal of this research was outlined as developing an autonomous surgical

robotic system for MIS orthopaedic interventions that leverages the flexibility and

dexterity of CMs.
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Chapter 3

Surgical Workstation Overview

3.1 Motivation

This chapter describes an overview of the envisioned and developed surgical work-

station for autonomous minimally invasive orthopaedic interventions in confined spaces.

The main design considerations of the system are originated from the requirements

for the less-invasive treatment of pelvic osteolysis, even though different orthopaedic

interventions (e.g. avascular osteonecrosis) could potentially benefit from the system.

The envisioned preoperative and intraoperative steps necessary for the robot-assited

treatment of osteolysis are described. Several components of the system are intro-

duced and the design and fabrication iterations (different generations of the com-

ponents) are described. The components described herein include: the continuum

manipulator (CM), flexible instruments, and the actuation unit. A brief overview of
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the sensing and control strategies is also discussed, although thorough exploration of

these components is postponed to chapters 4 through 6.

3.2 Contribution

A multitude of individuals were involved with the design and development of dif-

ferent components of the surgical workstation. A detailed list of the contributors is

provided in each subsection of the chapter. The author integrated the overall surgi-

cal system and contributed to the development of many of the system’s components,

in particular, the design and characterization of the second generation of the CM

and the actuation unit, design and manufacturing of the sensors, development and

implementation of the control architecture and software development. Partial com-

ponents of the work presented in this chapter were submitted to IEEE Transactions

On Mechatronics which is currently under review [63].

3.3 Envisioned Surgical Workstation

3.3.1 Envisioned System

The envisioned surgical workstation consists of a redundant robotic system that

could explore the anatomy of interest in presence of physical and safety constraints.

To mitigate the challenges associated with the rigid-link robotic manipulators and
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rigid surgical instruments, a CM exhibiting high dexterity and flexibility is incor-

porated as the main component of the system for navigation to difficult-to-access

locations in the anatomy. To achieve redundancy to perform various surgical tasks,

the CM is combined with a six- or seven-degree-of-freedom (DOF) positioning robot.

The combined redundant system must then be controlled concurrently to leverage the

redundancy of the system while satisfying several safety and physical constraints or

virtual fixtures (VFs) to assist the surgeon. These constraints could broadly include:

• Position and velocity limits for the robotic system to avoid potential damages

to the system.

• An adjustable programmable Remote Center of Motion (RCM) as the system

entry point to patient’s body or anatomy of interest.

• Potential task-space or joint-space VFs to limit the motion of the system (en-

tirely or partially) to a desired allowable region.

To achieve precision and fast response in the design of such a controller, a reliable and

robust feedback system is essential. A couple of important criteria must be taken into

consideration for the feedback component of the system. In particular, the chosen

sensing modality must:

• Comply with the flexibility and small size of the manipulator.

• Provide feedback with high streaming rate for incorporation into a real-time

controller design.
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• Not require a direct line of sight for sensing, since during surgery the manipu-

lator and consequently the sensor are not visible from outside the patient body.

• Not interfere with (or be interfered by) medical sensing modalities present in

the operating room such as Magnetic Resonance Imaging (MRI) or X-rays.

Another crucial aspect of the system being developed for orthopaedic interventions

is the debridement instruments (tools). There are also certain criteria for designing

these instruments for the envisioned system, namely they must:

• Comply with the flexibility and small size of the manipulator.

• Be compatible with different material hardness during debridement tasks (soft

and hard tissue and bone).

• Provide sufficient torque for the debridement tasks while adopting to various

shapes of the manipulator.

Appropriate actuation mechanisms must also be designed for the CM and accom-

panying flexible instruments. In particular, the system must include an actuation

module for controlling of the CM and an actuation module for driving the instru-

ments. Such an actuation unit device may be mounted on the end-effector of the

rigid-link positioning robot and serves as the connecting component and integrator

between the CM and the positioning robot.

The envisioned surgical workstation also includes an optional C-arm device for ob-

taining intermittent X-rays for navigation, registration, confirmation or alteration of
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Figure 3.1: Envisioned surgical workstation.

the surgical plan, localization of the CM and instruments with respect to the anatomy

and region of interest, and/or for updating the models associated with sensing and

control. An optical tracking system is also present in the envisioned workstation for

sensing, calibration, and registration purposes. Fig. 3.1 demonstrates the envisioned

system and the above-mentioned components for the robot-assisted less-invasive treat-

ment of pelvic osteolysis. In this illustration, a UR-10 robot (Universal Robots, Inc.;

Odense, Denmark) has been used as the positioning robot. Fig. 3.2 also demonstrates

a cartoon illustration of pelvic osteolysis, and how the CM is exploring the region

behind the acetabular implant.
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Figure 3.2: Cartoon illustration of the less-invasive treatment of osteolysis with a
CM.

3.3.2 Envisioned Surgical Scenario

Our envisioned scenario for the robot-assisted less-invasive treatment of osteoly-

sis would require obtaining a model of the lesions to be removed from behind the

acetabular cup implant from computed tomography (CT), or multiple X-ray images.

Given proper calibration between the CM and the positioning robot, the combined

robotic system will be concurrently controlled to bring the CM’s distal end (tip) to

the target points, as digitized by the surgeon in the preoperative model, while the

flexible instruments passed through the CM debride the lesions. The control loop is

closed with the CM tip position feedback from the embedded sensor supplemented
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by an optical tracker, intermittent X-ray imaging, and/or endoscopic view, if desired.

In addition, appropriate VFs are incorporated into the control algorithm so that the

CM can approach and insert the cup screw hole without any collision to the cup,

while ensuring safety features to avoid any damage to the patient, rigid-link robot,

or the CM. It is worth noting that the key challenge of this procedure is the use of a

CM integrated with flexible cutting instruments to interact and accurately mill/drill

the sclerotic wall (hardened tissue) surrounding the lesion. The sclerotic wall, a hard

material, may cause buckling and undesired behavior of the CM and its flexible in-

strument during the procedure. Of note, successful osteolytic lesion treatment using

this surgical robotic system is dependent on the well-defined performance of all the

involved components.

3.3.2.1 Preoperative and Planning Module

A clinical use-case of the system begins with the preoperative and planning module

during which the following steps are performed:

• Obtaining a preoperative CT from the anatomy of interest.

• Planning and annotating the desired region (points) of debridement on the

preoperative CT by the surgeon.

• Determination of the desired safety and physical constraints as well as VFs such

as forbidden regions to be enforced by the surgical system during the surgery.
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• Calibration and preparation of the embedded sensors and flexible tools.

• Determination of the transformation between the positioning robot and the CM

by performing a hand-eye calibration procedure [64].

3.3.2.2 Intraoperative Module

For execution of the preoperative plan, the robotic system must be registered to

the patient (anatomy). The registration step can be performed using either an image-

based or image-free approach. In the image-based approach, a 2-D/3-D registration

algorithm (e.g. [65,66]) can use the CM as a fiducial to determine the transformation

between the preoperative CT, the X-ray projection, and the patient’s anatomy. In

the image-free approach, an optical tracker together with a digitization tool could be

used to touch the surface of the anatomy or implant and collect a 3-D point cloud. A

point cloud to surface registration algorithm [67] can then be used to determine the

transformation between the coordinate frame of the preoperative CT and coordinate

frame of the optical tracker. A hand-eye calibration [64] could further be incorporated

to establish the transformation between the robotic system (hand) and the optical

tracker (eye).

Once the patient’s anatomy is registered to the preoperative CT and proper cal-

ibration between the CM and the positioning robot is obtained, the robotic system

traces and removes the surgical target points outlined by the surgeon autonomously

while ensuring the safety features to avoid any damage to the patient or the system.
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The surgeon can intervene at any given point to pause and resume the debridement

task, adjust the overall speed of the task execution, modify or skip the pre-planned

target points, or even alter the surgical plan completely. Once the surgical plan is

executed, the robotic system is retracted from the anatomy and the treated region

behind the acetabular implant is grafted.

3.4 Developed System

The following describes the efforts in bringing the envisioned surgical workstation

and its components from Section 3.3 to reality. In particular, a range of hardware

components of the system such as the CM, rigid-link positioning robot, flexible tools,

and actuation unit along with different design iterations are discussed. Further, the

sensing modalities, control and software architecture are briefly described (thorough

description of these components is postponed to later chapters). Fig. 3.3 shows the

developed surgical workstation deployed in a mock operating room.

3.4.1 Rigid-link Positioning Robot

3.4.1.1 Contribution

The author was responsible for integration and bringing about the envisioned

system using the UR-5 robot for initial phantom experiments and the UR-10 robot for
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Figure 3.3: Developed surgical workstation deployed in a mock operating room.

further phantom experiments, as well as human cadaver experiments. Additionally,

the author tuned and optimized the controllers using each of these robots for the

less invasive treatment of osteolysis. Dr. Ryan Murphy and Mr. Paul Wilkening

implemented the software for kinematics of the robots and Ms. Rachel Hegeman

helped with modifying the software for the robot communication.

3.4.1.2 Choices of Manipulators

The envisioned surgical robotic workstation includes a rigid-link robot for posi-

tioning the CM to desired surgical sites. Integration of such robot with the CM brings

about additional degrees of freedom for the combined system resulting in a redun-

dant robotic system. Presence of such redundancy is extremely beneficial particularly
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when the system is subject to constraints such as a programmable RCM in minimally

invasive interventions. As such, a number of different robotic manipulators such as

the UR-5 or UR-10 (Universal Robots, Inc.; Odense, Denmark), the lightweight LBR

Med robot (KUKA; Ausberg, Germany), the Panda robotic arm (Franka Emika; Mu-

nich, Germany) or any other robotic manipulator with six or seven degrees of freedom

could be used for positioning the CM in the desired surgical workspace. Fig. 3.4 shows

a few of such potential choices. While the algorithms and methods proposed and de-

scribed in this dissertation are independent of the choice of the rigid-link positioning

robot, the UR-5 and the UR-10 manipulators were chosen as the positioning robots

to develop the surgical workstation and perform phantom and cadaver evaluation

experiments, respectively.

(a) (b) (c) (d)

Figure 3.4: Examples of positioning robots. a) UR-5, b) UR-10 (courtesy of Univer-
sal Robots, Inc.), c) LBR Med Robot (courtesy of KUKA), d) Panda robotic arm
(courtesy of Franka Emika)
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3.4.2 Continuum Manipulator

3.4.2.1 Contribution

The original design and manufacturing procedure of the CM used throughout this

dissertation was proposed by Kutzer et al. [23]. The second (and current) design

iteration of the CM was introduced to address several difficulties associated with

the previous manufacturing approach and mitigate the challenges during integration

and deployment of the embedded sensors into the manipulator. The author was

responsible for the design aspects of the manipulator from the sensor integration

standpoint, while Dr. Farshid Alambeigi came up with the design and Dr. Yu Wang

and his team at Beihang University in China manufactured the CM from the design

concept. The author also performed the evaluation experiments for load bearing

capabilities of the CM.

3.4.2.2 Design and Fabrication Iterations

The design concept for the cable-driven CM used in this dissertation was first

developed by Kutzer et al. [23] for orthopaedic applications where relatively large

interaction forces are present. The main motivating application behind the design

of the CM was the less-invasive treatment of pelvic osteolysis described in Chapter

2. The CM was constructed of two superelastic nitinol (NiTi) tubings with several

equidistant notches to achieve flexibility in the plane of articulation, while remaining
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stiff and force-bearing in all other planes (Fig. 3.5). NiTi, a nickel-titanium alloy, was

chosen as the manufacturing material for the CM due to bio-compatibility (suitable

for medical applications), and super-elasticity (suitable for large curvature bending

and enhanced dexterity of the manipulator).

As demonstrated in Fig. 3.5(c), the CM contained a central open lumen with 4.0

mm diameter as instrument channel and four channels with 0.5 mm diameter running

internally through the length of the manipulator (two on each side) for embedding the

actuation cables and potential sensing units. One major advantage of such design was

that the sensors, instruments and actuation cables were encapsulated within the walls

of the manipulator, which safeguarded against potential damages during interaction

with tissues and bones.

In the fabrication procedure proposed by Kutzer et all. [23], the first-generation

CM was built from two nested NiTi tubes. The reason behind choosing two NiTi

tubes was to enable the manufacturing process for wire electrical discharge machining

(EDM) of the four internal channels. Considering the application requirement of

passing the CM through the screw holes of an acetabular implant, the inside diameter

(ID) and outside diameter (OD) of the outer tube were chosen 5.0 mm and 6.0

mm, respectively, while those of the inner tube were chosen 4.0 mm and 5.0 mm.

As mentioned before, the inner tube 4.0 mm open lumen was designed for passing

different flexible tools through the manipulator for debridement tasks. The outer

diameter of 6.0 mm was also chosen such that the CM could fit into the screw hole of an
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Figure 3.5: Continuum manipulator developed for minimally invasive orthopaedic
interventions. (a) straight configuration (unbent), (b) bent configuration, (c) distal
end cross section view of the first generation CM (nesting of two NiTi tubes), (d)
distal end cross section view of the second generation CM (single NiTi rod with
enlarged sensor channels), (e) side notch as a result of introducing the wire EDM
from the side of the manipulator.

acetabular implant with screw holes greater than 6.0 mm. For instance, the Zimmer

Trilogy acetabular component (Cat. No. 6200-48-22) has three 6.6 mm diameter screw

holes. The overall length of the CM was also optimized at 35.0 mm such that the CM

could exhibit substantial lesion converge when fully inserted into a lesion [22,23,68].

The manufacturing process for the first CM generation was as follows: after cutting

the inner and outer tubes to length on a lathe, the drive cable channels on the outside

of the inner tube were cut. After mounting the outer tube over the inner tube, an

EDM wire threaded through the existing inner tube channels cut the cable channels

on the inside of the outer tube. A machine vice pressed the tubes together and an

EDM process cut the notches into the manipulator. This manufacturing process,
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however, required a lot of effort especially during the tight nesting of the two NiTi

tubes and the wire EDM step to cut the cable channels on the outer tube such that

they were aligned with the inner tube half-channels. To mitigate these challenges, for

the second generation CM, a few alterations were considered in the manufacturing

process and channel dimensions, so that the machining process could be done in a

cheaper and simpler fashion and the embedded sensor assembly could be performed

easier and more reliably.

For the second generation of the CM, a few key aspects from the earlier iteration

remain unaltered. For instance, the overall ID and OD of the CM were kept at 4.0

mm and 6.0 mm, respectively, so that the CM could fit through the screw holes of

the acetabular implant, and also flexible debridement tools could be inserted through

the inner lumen. The overall length of the manipulator also remained at 35.0 mm.

To reduce the manufacturing procedure challenges, however, rather than two NiTi

tubing, a single NiTi rod was used in the second design to avoid the complications

associated with fitting of the two tubes. To cut the sensor channel, however, the wire

EDM was introduced from the side of the manipulator on each side and was moved

inside the NiTi material such that the actuation cable and sensor channels on one

side were created in a continuous motion. This procedure was repeated on the other

side of the manipulator to create two additional channels.

An obvious advantage of such approach was the great access to the surface of the

manipulator for performing the wire EDM procedure in a single step. Additionally,
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the small notch on the side of the manipulator as a results of the wire EDM (see

Fig. 3.5(e)) enabled further access to the embedded sensors during assembly into the

CM channels and application of adhesive for securing them on the CM. To allow

further simplification in the sensor assembly process and to ensure less constrained

relative motion of the sensor in the CM channel, the diameter of the sensor channels

were changed from 0.5 mm to 0.6 mm, compared to the first CM generation design.

3.4.2.3 Load Bearing

As mentioned in the previous section, the CM was particularly designed for or-

thopaedic interventions where the contact forces are relatively high. As such, the CM

capabilities in bearing large loads must be evaluated. Kutzer et al. [23] performed

various end-effector force testing experiments within the CM’s bend plane. The goal

of the experiments was to determine the manipulator’s end-effector reaction force

while the CM cables were actuated to push the manipulator against a load cell placed

at the distal end of the manipulator. A series of seven CM configurations were con-

sidered in those experiments with the total bend angle ranging from −135◦ to 135◦

with a 45◦ step. For the considered experiments in the plane of bend, end-effector

reaction forces as large as nearly 2.00 N were reported. The out of plane load-bearing

experiments were, however, inconclusive since the maximum bearing load sustainable

by the CM before rupture was not reported in that study.

To this end, experiments were performed to determine the maximum distal-end
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force that the CM can sustain before breaking. For the purpose of this experiment,

the CM was rigidly fixated on an actuation unit with the plane of bend parallel to

the table. The actuation cables were counter-tensioned to 4.00 N to hold the CM

firmly at the straight configuration (zero bend angle). The reason for performing the

experiment at this configuration was that the maximum end-effector moment arm

about the base of the CM (proximal end) occurs at the straight configuration. As a

result, for a fixed end-effector force, the CM is more susceptible to being damaged in

zero bend angle due to larger moments about the base of the CM.

As shown in Fig. 3.6, a three-axis force sensor (OMD-10-SE-10N, OptoForce;

Budapest, Hungary) was mounted on a linear stage equipped with a feed lever for

adjusting the vertical (z-direction) position. The initial position of the linear stage

was set such that the force sensor was in visible contact with the distal end of the

manipulator while maintaining a 0.00 N reading. The feed lever was rotated slowly

to move the linear stage downward, exerting larger end-effector forces on the distal

end of the CM and consequently larger moments on the proximal end of the CM. The

motion was continued until the CM was ruptured from the proximal end. Fig. 3.6

demonstrates the evolution of the end-effector force applied perpendicular to the plane

of bend during this experiment. A maximum force of 11.54 N was observed before

occurrence of rupture which is sufficient for contact forces observed during interaction

with and debridement of hard simulated bone and soft tissue [69,70]. Sustaining such

a large out-of-plane distal end force is one of the unique features of this particular
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(a)

Force Sensor

(b)

(c)

Actuation Unit

Feed Lever
Linear
Stage

Rupture 
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Figure 3.6: (a) Force test experimental setup, (b) close-up view demonstrating the
force sensor and CM, (c) end-effector force test result during exertion of out-of-plane
distal end force.

CM, making it a great candidate for orthopaedic interventions.

3.4.3 Flexible Debridement Instruments

3.4.3.1 Contribution

The original idea and initial testings for the design and manufacturing of the flexi-

ble instruments were introduced and performed by Dr. Mehran Armand. Dr. Farshid

Alambeigi and Dr. Yu Wang designed and manufactured the flexible instruments for

treatment of hard tissues and Dr. Hao Liu designed and manufactured the micro

debrider for soft tissue debridement. The author manufactured several flexible in-

struments with various tool-tip head dimensions for quick and simple integration into

the developed surgical robotic system.
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3.4.3.2 Design and Fabrication

As described in Section 3.4.2, the CM used in the developed surgical system

contains an instrument channel of 4.0 mm and outer diameter of 6.0 mm, designed

to fit through the screw holes of an acetabular implant. The CM is flexible in a

single plane (plane of bend) and stiff and force-bearing in all other planes. Flexible

tools passing through the instrument channel for debridement tasks must therefore

comply with the dimensions of the instrument channel and also be flexible enough to

adopt to the shapes attained by the CM. Furthermore, despite lacking a thoroughly

rigid shaft, the flexible tools should be able to transmit the torque necessary for

debridement tasks.

To this end, various flexible instruments were custom-designed for different lesion

debridement tasks including side milling and drilling of soft [70] and hard tissue and

bone [69]. All the instruments consisted of a rigid stainless steel tube (2.5 mm outer

diameter) and a 35.0 mm length flexible torque coil (Asahi Intec USA, Inc.) with 3.5

mm outside diameter. The torque coil provided sufficient torque to the tip of the tool

for debridement tasks, while it adapted to various shapes of the CM.

For soft tissue debridement, a micro debrider with engaging teeth and suction

capabilities was designed and studied in removing simulated soft tissue (soft gelatin

phantoms) [70] (Fig. 3.7(a)). The interested reader can consult [70] for thorough

explanation on the design concepts and evaluation experiments of the midro debrider

on soft gelatin phantoms. For the removal of the sclerotic tissue (hard tissue), a
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Figure 3.7: Flexible debridement tools [63, 69, 70]. (a) micro debrider for soft tissue
debridement, (b) tool for hard tissue and bone debridement tasks consisting of a rigid
shaft, a flexible torque coil for following the CM shape and different tool heads, (c)
CM and flexible tool integration.

variety of end-mill instrument heads were fabricated from carbide with two and four

spiral flutes (Fig. 3.7(b)) and with outside diameters of 9/64′′ (3.57 mm), 13/64′′

(5.16 mm), 15/64′′ (5.95 mm), 1/4′′ (6.35 mm), and 9/32′′ (7.14 mm). In particular,

the end-mill shafts were first machined down to 2 mm outer diameter and 3 mm in

length. The trimmed end-mills were then inserted into the torque coils and secured

in place by reinforced epoxy (J-B Weld 8265S).

From the surgical workflow perspective, the flexible instruments must contain the

capability to be quickly interchanged according to the surgical plan and different

phases of the surgery. The decision on choosing a particular tool-head size depends

on the realization of the trade-off between larger lesion removal and easier integration
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with the CM. For a fixed motion and contact with the specimen, a larger tool head

can remove a greater chunk of the lesion, while a smaller tool head (less than 4.0 mm)

can be easily interchanged and integrated during the surgery from the proximal side

of the manipulator. Of note, for other surgical applications such as the less-invasive

treatment of osteonecrosis by core decompression of the femoral head, different flexible

tool heads might be required. Fig. 3.7(c) demonstrates a drilling bit instrument

integrated with the CM for such application [69].

3.4.4 Actuation Unit

3.4.4.1 Motivation and Contribution

As outlined for the envisioned system in Section 3.3, an actuation unit serving as

the connector between the CM and positioning robot must be designed and developed.

The mechanism must contain separate and appropriate modules for actuation of the

CM and the flexible instruments. Several dimension considerations must be taken

into account to ensure the actuation unit is compatible with the design requirements.

The first generation of the actuation unit with robot-mounting capabilities was de-

signed and developed by Dr. Farshid Alambeigi and Dr. Yu Wang. After preliminary

phantom and cadaver experiments (both pelvic osteolysis and the core decompression

of the femoral head) conducted by the author, the second generation of the actuation

unit with several improvements and modifications over the first generation unit was
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designed and fabricated by Mr. Gavin Sun, Ms. Rachel Hegeman and Dr. Farshid

Alambeigi with the help of the author with integration of the sensor housing and

modification of the parts during the coarse of the phantom and cadaver experiments.

The first generation custom-designed C++ code for position and velocity control

of the actuation cables were implemented by Dr. Ryan Murphy. The author fur-

ther improved the controller by developing and implementing an automatic position

homing (desired cable pre-tension) procedure for the CM, as well as implementing a

cable tension force control algorithm via velocity commands that could be used for

the debridement tasks.

3.4.4.2 Design and Fabrication Iterations

Preliminary evaluations on a human cadaver with an acetabular implant suggested

that the combination of an axial roll motion about the CMs shaft and the bending

motion of the CM (in-plane articulation) provided sufficient dexterity and workspace

for the robot-assisted less-invasive treatment of osteolysis. Since the CM’s primary

use-case was determined to be orthopaedic interventions in confined spaces, a remote

mechanism to actuate the CM and the flexible instruments from the proximal side

of the manipulator seemed as a suitable option. Additionally, certain design and

dimension considerations were taken into account to ensure the actuation unit was

located far enough from the point of entry to the patient’s body for the minimally

invasive interventions.
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Figure 3.8: First generation actuation unit [71, 72]. (a) simulation rendering, (b)
developed system.

The appropriate actuation unit must meet certain design and application require-

ments such as:

• At least two actuators for generating cable displacements for controlling the

planar CM to c-shape articulations. The number of actuators could be changed

depending on the particular CM being used for the surgery. In particular, three

or four actuators may be required for creating s-bend articulations (curved shape

with an inflection point) and six actuators may be required for actuating CMs

with three dimensional motion capabilities.

• Force sensing capability may be required for direct measurement of the cable

actuation forces. This is beneficial for integration of force into the control algo-
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rithms and also to avoid potential cable damage during control (e.g. excessive

force applied beyond the allowable range).

• Appropriate tool actuation unit is required to provide sufficient torque for ro-

tating the flexible instruments during various debridement tasks. In addition,

the actuation unit must contain the capability for easy integration of the in-

struments from the proximal side of the unit (the side that the actuation unit

mounts onto the positioning robot).

• Depending on the choice of positioning robot, the weight and size of the actua-

tion unit must comply with the robot’s maximum allowable payload (e.g. 5 kg

for the UR-5).

Following the design requirements mentioned above, the first generation of the actu-

ation unit was designed and developed [69] (Fig. 3.8). This actuation unit contained

two DC motors (RE16, MaxonMotor Inc.) with spindle drives (GP16, Maxon Motor,

Inc.) to actuate the CM cables. In addition, the actuation unit was rotated about

its central axis by another DC motor (RE16, GP16C, Maxon Motor Inc.) adding

another DOF (roll motion) to the integrated robotic system. The actuation unit

additionally included four load cells (Model 31 Mid, Honeywell Inc.) for measuring

the CM cable tensions. The actuation unit provided a central channel for passing

the flexible instruments through its central structure. The instruments were rotated

by the tool actuation unit mechanism comprising of a DC motor (EC 22, GP22C,
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Figure 3.9: Second generation actuation unit [63]. (a) simulation rendering, (b)
developed system, (c) the collet mechanism restricting the axial and rotational motion
of the CM.

Maxon Motor Inc.), a transmission and a quick connection mechanism. In this ac-

tuation unit, a custom-designed printed circuit board (PCB) was used to power and

connect the individual Maxon controllers (EPOS 2, Maxon Motor Inc.) on a CAN

bus. A load cell mounted in series with each motor measured the tension in the cable

and was routed through an instrumentation amplifier on the PCB. A custom C++

interface performed independent velocity or position control of each motor using pro-

vided libraries by Maxon which communicated with the PC over a single mini-USB

cable.

Even though beneficial for the preliminary experiments, the first generation actua-

tion unit exhibited room for improvement in design and assembly. In particular, with
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the goal of simplifying the assembly procedure, reducing the existing backlash, and en-

hancing adaptability to various minimally invasive interventions, a second generation

of the actuation units was designed and developed. To increase structural stiffness,

several of the laser-cut acrylic sheet components of the first generation design were

replaced by sturdier 3-D printed elements. To reduce friction while maintaining com-

pactness of the design, thrust bearings were incorporated into the roll DOF of the

actuation unit (first generation design did not contain bearings). The CM mounting

mechanism on the first generation actuation unit aldo lacked proper axial and radial

restriction of the CM shaft. In the second generation design, a threaded collet mech-

anism (Fig. 3.9(c)) was incorporated to restrict the CM from radial motion, while a

step limit together with a pair of set screws were added to the system to limit the

CM shaft’s axial motion.

Further, preliminary cadaver experiments (both pelvic osteolysis and core decom-

pression of the femoral head) revealed that the actuation unit shaft’s length must be

elongated to avoid potential collision of the unit with the patient’s body or surgical

table. To remedy this problem, an extendable shaft mechanism with adjustable length

(15.0 cm to 22.0 cm) was designed from Aluminum as the central shaft of the second

generation actuation unit. Fig. 3.9 shows the simulation rendering and the developed

second generation actuation unit, and Fig. 3.10 demonstrates the integrated UR-5

positioning robot and the actuation unit.
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Figure 3.10: Second generation actuation unit integrated with the UR-5 positioning
robot [73].

3.4.5 Sensing and Control

Successful deployment of the developed surgical workstation for autonomous mini-

mally invasive interventions can be achieved only with suitable accompanying sensing

and control modules. For these modules, several challenges are introduced at the me-

chanical, algorithmic, and software design level. The size and dimension limitations

associated with the CM, flexibility of the CM, workspace constraints and stiff envi-

ronment properties associated with orthopaedic interventions impose restrictions on

the choice of the sensing modalities and incorporated control strategies. Potential

collision and contacts of the CM with the unknown rigid and soft obstacles require

development of advanced algorithms to enhance the sensing accuracy and robust-

ness for reliable control of the system. Furthermore, a complex system such as the
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developed workstation with several components and elements requires a software ar-

chitecture that provides reliable connection and fast communication among all the

components and autonomously generates control commands in real-time given the

surgeon’s input.

The detailed description and evaluation of various sensing and control strategies

as well as software considerations for the developed system are postponed to the next

chapters. In particular, different sensor designs and algorithms for the CM will be

discussed in Chapters 4 and 5, CM control strategies are described in Chapter 6, and

closed-loop concurrent control of the combined system with feedback is explained and

evaluated in Chapter 7.

3.5 Conclusion

An overview of the envisioned and developed surgical workstation and its com-

ponents were presented in this chapter. Design and manufacturing requirements and

considerations for each system component were discussed and the evolution of de-

sign and fabrication iterations were described. The envisioned surgical workflow and

the preoperative planning and intraoperative execution were briefly explained. The

following chapters will focus on the sensing and control strategies and provide an

in-depth overview of the preoperative and intraoperative steps in realistic phantom

and cadaver studies.
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Chapter 4

Sensor Designs

4.1 Motivation

Shape sensing is essential to accurate closed-loop control of continuum manipu-

lators (CMs). Previous efforts [22, 74–77] involved developing models for estimating

shape from CM actuation cable length or tension force measurements. A great body

of research exists for modelling the internal device friction (e.g. tendon/channel inter-

action) [78–82] that could potentially enhance the accuracy of the model-based shape

sensing algorithms. However, due to system uncertainties such as backlash, inaccurate

modeling assumptions, and unknown tissue/lesion interactions, these model-based ap-

proaches may not be sufficiently accurate for CM shape estimation.

As such, in presence of such uncertainties, direct sensing of shape may yield more

accurate and reliable results. The small size and also flexibility of the CMs, how-
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ever, restricts the choice of suitable sensors. Furthermore, minimally invasive surgery

imposes additional requirements and limitations on the selection of the sensor. The

application specifics for the less-invasive treatment of osteolysis, for instance, demand

the manipulator to be capable of reaching and maneuvering in the environment be-

hind the implant, hence limiting CM visibility to optical tracking systems or external

cameras. As such, a shape sensing technique not requiring direct line of sight must

be incorporated. The CM is also designed for large curvature bending applications,

therefore requiring a shape sensing method that could withstand and detect local

large curvatures on the CM up to at least 66 m−1 (corresponding to 15 mm radius of

curvature).

Several approaches exist for shape and tip sensing of CMs. Examples of such

sensing approaches include electromagnetic (EM) tracking [83–85], infrared imaging

[86], external cameras [87–90], and medical imaging methods such as fluoroscopy

[91], X-ray [66, 92] and ultrasound [93, 94]. While in principal, the integration of

existing external sensors such as camera systems or EM tracking coils are feasible, in

practice the small size of CMs and the clinical setting usually impede straightforward

implementation of these sensors. EM tracking requires an environment without any

magnetic objects that could interfere with the magnetic field and decrease accuracy

[84]. External cameras require line of sight with the robot, which is not possible in

minimally invasive interventions [3].

Even though in a medical application, the use of medical imaging modalities such
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as fluoroscopy and X-ray seems relevant, there is limitation in extensive intraoper-

ative use of these methods for real-time shape sensing due to radiation exposure.

Ultrasound is also a cost-effective choice for real-time imaging in applications where

the robot is surrounded by liquid or soft tissue (e.g., cardiac, vascular, or abdomi-

nal surgery) [3] and is not suitable for orthopaedic applications, which is the focus

of this dissertation. Optical fiber shape sensing [95, 96], however, provides real-time

feedback without requiring a direct line of sight. Their small size, flexibility, and

minimal effects on stiffness are advantages that make these sensors a great candidate

for integration in CMs [84,97,98].

As such, this chapter is pursued with the intention of proposing several fiber op-

tic sensors (FOS) for robust and reliable shape sensing of large deflection CMs. In

particular, two sensors using optical fibers with Fiber Bragg Grating (FBG) [96] and

one sensor with higher spacial resolution using the Optical Frequency Domain Reflec-

tometry (OFDR) technique [99] are proposed. The OFDR technique is specifically

beneficial in capturing local deflections and inflexion points when the CM takes on

complex shapes. The main goal of the chapter is to introduce sensor design varia-

tions to maximize sensor manufacturing reliability and repeatability, as well as ease

of integration with the CM, while minimizing the fabrication complexity and effort.

Characterization procedures for verification of successful sensor fabrication are also

discussed. Current chapter focuses on the design, characterization, and calibration

of different optical fiber sensors for large curvature CM sensing, while Chapter 5 is
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dedicated to various sensing algorithms for shape, distal-end position estimation, and

contact sensing using the sensors introduced in this chapter.

4.2 Contribution

The author’s contributions in this chapter are as follows:

• Proposing two FBG-based optical fiber sensor designs to reduce strenuous CM

sensor manufacturing steps compared to previous work in the literature.

• Integration of an OFDR-based sensor into the CM and evaluation of the sensor-

CM assembly.

• Introducing metrics for realization and optimization of the trade-off between

sensor sensitivity and ease of assembly by computation of the sensor assembly

neutral axis location.

• Proposing and conducting characterization and calibration procedures for veri-

fication of successful sensor fabrication.

Mr. Michael Pozin helped the author during the characterization and calibration

experiments for the notched nitinol (NiTi) FBG sensor. Mr. Frederic Monet and

his team at the Polytechnique Montreal affiliated with University of Montreal gra-

ciously developed and fabricated the OFDR-based sensor, while the author equally
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contributed during integration of the sensor with the CM as well as the design, per-

forming, and analyzing the evaluation experiments.

The work presented in this chapter was published in two IEEE Sensors conferences

(2016 and 2017) [100, 101] and in International Symposium on Medical Robotics

(ISMR) 2018 [72].

4.3 Background

FOS have been widely employed for strain, curvature, force, torque, temperature

measurements and pressure monitoring in various applications [102, 103]. Several

advantages are associated with FOS such as small size, light weight, flexibility, bio-

compatibility, immunity to radio frequency interference and EM interference, high

accuracy, facilitation of distributed sensing, capability of remote sensing, and high

data streaming rate [96, 102]. These characteristics make fiber-optic-based sensing

very suitable for shape estimation of small CMs and other flexible medical devides

such as biopsy needles [104–109] and catheters [110–114].

FOS can be broadly divided into two categories [102]: 1) multi-point sensing for

which the active portion of the fiber is usually less than 1 cm, and 2) distributed sens-

ing where the entire fiber is the sensor (higher spacial resolution). A particular type

of multi-point FOS are Bragg-grating-based sensors, termed FBGs, that are written

onto an optical fiber at several points along the length of the fiber [96, 115]. The

55



CHAPTER 4. SENSOR DESIGNS

important feature of a written grating is that depending on the local strain, it reflects

particular wavelengths of the light that is sent through the fiber and transmits all

others [96]. The reflected wavelength information can be detected by an interroga-

tion device and be used to estimate strain and subsequently curvature at each active

segment.

Distributed sensing FOS also follow a similar concept but they can use a regular

fiber instead of written FBG sensors. As such, the spatial resolution is no longer

dependant on the number and physical position of the FBGs, but rather on the

fiber interrogator parameters. A trade-off between multi-point and distributed FOS,

however, exists in spatial resolution, cost of fabrication and associated challenges, and

complexity of interrogation techniques. As a result of these trade-offs, in recent years,

adaptation to the FBG-based sensors has been more apparent in sensing applications

for CMs and other flexible medical devices, compared with distributed FOS [3,84].

A multitude of FBG sensor designs and techniques for embedding the sensor in

CM can be found in the literature [84]. The type of FBG fibers used in these studies

can be divided to single- [116] and multi-core fibers [117]. Multi-core fibers are more

expensive than single core fibers, whereas the smaller cross sectional area of the multi-

core fibers could be beneficial when space limitation is a concern [117]. The relative

placement of fibers and sensor substrate can be broadly categorized into triangular

[118], rectangular [117], and helical [97,119]. While each design is advantageous from

certain perspectives, the most commonly incorporated approach with simpler design
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considerations seems to be the triangular configuration [84]. A variety of sensor

substrates such as NiTi wires [116, 118] and polymer tube [120] have been used for

different CMs. Embedding of the FBG sensor into the CM can be divided to either

direct attachment or placement on the central back-bone of the CM or insertion into

allocated sensing channels within the body of the manipulator [84,98,116,118].

In terms of the incorporated number of fibers and FBGs in the FOS, various

researchers implemented and evaluated different combinations depending on the ap-

plication and used CM. Roestious et al. [116] attached three fibers each with four

FBGs to a 1.0 mm outside diameter (OD) NiTi substrate and placed it in the hol-

low shaft of a cable-driven CM. Ryu et al. [120] suggested a 1.05 mm OD polymer

tube as sensor substrate instead of NiTi and developed a prototype sensor with only

one single fiber. Xu et al. [97] proposed a helically wrapped sensor with three FBG

fibers attached to a 2.0 mm OD NiTi tube for simultaneous curvature/torsion/force

measurements of concentric tube robots. Wei et al. [121] also suggested a helically

wrapped sensor using only one fiber with multiple FBG nodes that was wrapped

around a hellically notched 0.3 mm NiTi substrate.

The above-mentioned studies have reported maximum curvature sensing of 22.7m−1

using FBGs [98]. In an effort to increase the curvature detection range of the FBG-

based sensors Liu et al. [118] and Farvardin et al. [122] proposed a novel method of

detecting large deflections by attaching a fiber array with three FBG active areas to

two 125µm OD NiTi wires as substrates. The components were glued together to con-
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struct a sensor with triangular cross section. The sensor assembly was subsequently

integrated into the sensor channels of the CM. While results indicated effectiveness of

these sensors in detecting large deflections, it was subjected to a complicated, cumber-

some and strenuous fabrication process requiring several trial and error runs to ensure

accurate attachment of the components. Maintaining the geometry of the assembly

(relative position of the fiber array and NiTi wires) and consistent repeatable fabri-

cation procedure were also not guaranteed in their proposed method. In an effort to

minimize the challenges associated with design and fabrication of FOS for large curva-

ture CM shape sensing, in this chapter, the author developed two FBG-based sensor

designs using two different substrates that enhance sensor manufacturing repeatablity

and reduce sensor assembly complexities. Moreover, to the best of our knowledge,

for the first time this thesis introduces a distributed FOS for high resolution sensing

with capability to detect complex CM shapes.

4.4 Fiber Bragg Grating

An FBG sensor is normally written onto a short segment of an optical fiber, and it

is able to reflect particular wavelengths of the input light with the full spectrum while

transmitting all the other ranges [96,102,123]. This is achieved by creating a periodic

variation in the refractive index of the fiber core, which generates a wavelength-

specific dielectric mirror [115]. Fig. 4.1 demonstrates an FBG sensor and the working
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principle. The optical fiber itself is made of silica glass or plastic as thin as a human

hair. It consists of two parts: the inner core and the outer cladding [96]. Cladding

is a glass layer made up of lower refractive index glass to maintain guidance of light

within the core. Both parts are encapsulated by a single or multiple layers of primary

polymer coatings for protection and easiness of handling.

An interrogator device emits light through the fiber and detects the wavelength of

the reflected light associated with each FBG segment on the fiber. The fundamental

principle behind the operation of an FBG is Fresnel reflection [124], where light

traveling between media of different refractive indices may both reflect and refract at

the interface. The refractive index will typically alternate over a defined length. The

reflected wavelength λB, called the Bragg wavelength, is defined by the relationship:

λB = 2ne Λ (4.1)

where ne is the effective refractive index of the grating in the fiber core and Λ is the

grating period (Fig. 4.1). The effective refractive index and the grating period are

affected by changes in mechanical strain and temperature. Changes in the effective

refractive index, subsequently, results in a change in the Bragg wavelength accord-

ing to 4.1. An FBG sensor can therefore be used as a sensor for either measuring

mechanical strain or temperature. The shift in the Bragg wavelength (∆λB) due to
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Figure 4.1: Fiber Bragg Grating working principle. Image obtained from https:

//en.wikipedia.org/wiki/Fiber_Bragg_grating.

applied strain (ε) and change in temperature (∆T ) is given by [123]:

∆λB = λB [ (1− pe)ε︸ ︷︷ ︸
strain

+ (αΛ + αn)∆T︸ ︷︷ ︸
temperature

] (4.2)

where pe is a constant containing photoelastic contributions, and αΛ and αn are the

thermal expansion coefficient and the thermo-optic coefficient of the fiber, respec-

tively.

The principle behind detection of mechanical strain in FBG-based FOS follows

that of a cantilever beam as proposed in mechanics of materials textbooks [125,126].

A fiber alone does not detect any mechanical strain in bending because the FBG nodes
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are placed at the neutral plane of the fiber. As such, a mechanical substrate must be

incorporated to offset the FBG nodes from the neutral plane of the fiber-substrate

assembly. This offset in FOS is sometimes referred to as sensor bias [98, 118]. Inline

with beam theory principles, the points located at a larger offset from the neutral

plane of the beam experience larger mechanical strain during bending [125,126]. With

this principle in mind, two different sensor substrates for large curvature shape sensing

of CMs are proposed, while minimizing the fabrication and assembly complexities.

4.4.1 Polycarbonate Tube Substrate

According to beam theory principles, the key aspect of large deflection shape

sensing is the bias distance between the FBG array location relative to the neutral

plane of the sensor. To address the limitations in maximum curvature detectable by

FOS proposed by researchers (Section 4.3), Liu et al. [98, 118] proposed an FBG-

based shape sensor incorporating two 125 µm OD NiTi wires as sensor substrate.

They used acrylate ultraviolet (UV) adhesive to attach these wires to a single FBG

optical fiber along the longitudinal axis in a triangular configuration with trial and

error. A major challenge associated with this assembly was the lack of control over

the relative location of the wires and fiber. Further, there was no guarantee that the

triangular configuration was maintained throughout the length of the sensor.

To mitigate the above-mentioned challenges, the author proposes the use of a tube

substrate made of e.g. polymer (material selection discussed in Section. 4.4.1.2) with
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longitudinal lumens in a triangular configuration (the most commonly used config-

uration) for integration of fibers and potential NiTi wires to strengthen the overall

structure. The predefined geometry of the tube and lumens will dictate a known

precise relative distance between the components. Moreover, the fixed locations of

the lumens provide more control during assembly of the components since after inser-

tion of any component, the lumen channel geometry will guide the component all the

way to the other end of the sensor. Fig. 4.2(a) shows the tube design and associated

lumens.

Figure 4.2: Tube fiber optic sensor substrate [100]. (a) Polycarbonate tube cross
section under microscope, (b) assembled and fabricated sensor.

For assembly, a component (e.g. fiber or NiTi wire) is inserted at the proximal

side of the tube and passed through the length of the tube until it protrudes from

the distal end of the tube by the length of the tube. A small amount of adhesive

is applied to the segment of the component that is exposed at the distal end. The

component is then retracted slowly from the proximal side until the distal ends of the

component and tube line up. To ensure secure fixation, a small amount of adhesive
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is then applied both to the proximal and distal end of tube.

To capture the local curvatures along the length of the CM, two sensors are fabri-

cated using the procedure outlined above and the sensors are embedded into the two

sensor channels of the CM. To fixate the sensors to the CM, small amount of adhesive

is applied at the distal end of the manipulator (Fig. 4.3) such that the distal end of

the sensors are restricted, but the remainder of the sensors can still move freely with

respect to the CM sensor channels.

Figure 4.3: The integrated CM-sensor assembly inserted into the screw hole of an
acetabular implant used in total hip arthroplasty [100].

4.4.1.1 Sensor Modeling

To better understand the model of the proposed sensor assembly, its neutral plane

is calculated. It is assumed that the sensor assembly is a composite beam comprised

of components with different moduli of elasticity in the cross section. The neutral

plane can be calculated from the equilibrium of forces acting on a cross section of the
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assembly:

4∑
i=1

∫
Ai

σidAi = 0

σi =
Ei(y + δ)

ρ

(4.3)

where σi, Ai, and Ei correspond to the stress, cross sectional area and modulus of

elasticity of the ith component of the sensor assembly, namely the tube, FBG array

and NiTi wires. ρ and δ correspond to radius of curvature and sensor bias (offset

between the FBG array and neutral plane), respectively, while y corresponds to the

vertical distance between the center of each component (i.e. fiber or NiTi) and the

coordinate frame attached to the center of the fiber (Fig. 4.2(b)). The bias for the

sensor assembly can be computed as:

δ =
(3EnD

2
n + Et(D

2
t − 3D2

l )) r

EfD2
f + 2EnD2

n + Et(D2
t − 3D2

l )
(4.4)

Where the subscripts n, f , t and l correspond to nitinol wire, FBG array, tube and lu-

men, respectively. E is the modulus of elasticity, D is the diameter, and r is the radius

of the circle on which the centers of three circular lumens are located (Fig. 4.2(b)).

The sensor bias relates the curvature and mechanical strain at a particular cross

section of the sensor using the following:

ε = δκ (4.5)

where κ and ε refer to the curvature and strain. The computed strain from (4.5) can
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be substituted into (4.2) to show that if temperature variations are negligible (i.e.

∆T ≈ 0), wavelength shift and curvature follow a linear relationship:

∆λB = λB(1− pe)δ︸ ︷︷ ︸
constant

κ (4.6)

4.4.1.2 Tube Material Selection

Of note, the sensor assembly must tolerate large deflections with great elasticity.

In addition, according to (4.4), the tube modulus of elasticity (Et) plays an important

role in sensor bias calculation; larger Et raises the sensor bias δ. The manufactured

tube with the selected material must also have smooth surface to avoid introducing

significant friction with the CM sensor channel and hysteresis in the sensor assem-

bly. Due to their flexibility, polycarbonate and low density polyethylene (LDPE)

were chosen as two possible tube material candidates for the proposed sensor design.

Considering the aforementioned criteria, polycarbonate (Shore hardness of 80) was

chosen due to higher modulus of elasticity.

4.4.1.3 Tube Geometry and Fabrication

The OD of the designed sensor assembly must be slightly smaller than the CM

sensor channels (600µm) to ensure easy sliding of the sensor assemblies within the

channels. Further, examination of (4.4) demonstrates the effect of tube geometry

on the sensor bias. The coefficients D and r in (4.4) represent the role of tube OD
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Table 4.1: Parameters used in the design and fabrication of the polycarbonate tube
sensor.

Young’s Modulus Value (GPa)

Ef 70.0

En 75.0

Et 2.6

Dimension Value (µm)

Df 125.0

Dn 125.0

Dt 500.0

Dl 150.0

r 100.0

and location of the symmetric lumens on the sensor bias. Considering the limitation

associated with the CM assembly and increasing the sensor bias, a tube with outer

diameter of 500± 15µm and three symmetric 150± 5µm lumens (Paradigm Optics,

Inc.) was designed. The rest of the parameters (diameters and modulus of elasticity)

used in the design of the tube are listed in Table. 4.1. It should be noted that a circular

cross section was chosen due to easier manufacturing process. The manufacturing was

done by a straight draw method on polycarbonate (Incom Inc., Charlton, MA, USA).

Fig. 4.2(a) shows the geometry of the cross section of the manufactured tube under

microscope (LEICA DMi8 A).

4.4.1.4 Calibration Experiments

Two sets of experiments were conducted to evaluate the fabricated sensor:

1. Sensor separate calibration

2. Integrated sensor-CM assembly calibration
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Figure 4.4: (a) sensor calibration jig, (b) sensor-CM assembly calibration jig

Previous studies have reported maximum curvature sensing of 22.7m−1 using FBGs

[98]. In experiment (1), the curvature-wavelength linearity was validated using a 3D-

printed calibration jig with constant curvatures ranging from 0 to 66.66m−1; nearly

three times as large compared to previous studies (Fig. 4.4). The orientation of

the sensor assembly was maintained throughout the calibration process by using two

clamps, one on each end of the curved slots on the jig. During each experiment,

the sensor was placed in each curvature slot and a three-minute waiting time was

imposed to ensure no motion was present (static behavior). Then 200 FBG readings

were recorded by the interrogator (Micron Optics sm130) with a frequency of 100 Hz.

To ensure robustness and elimination of outliers, each experiment was carried out a

total of five times. To reduce temperature variations, the calibration jig was placed

within an enclosure (Fig. 4.5).

In experiment (2), the behavior of the sensor in detecting the CM large deflec-
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Figure 4.5: Calibration jig placed inside an enclosure to reduce temperature variation.

tion was evaluated. For this purpose, the sensor was embedded into the CM sensor

channel and small amount of adhesive was applied to the distal end (tip) of the ma-

nipulator to secure the sensor. The sensor-CM assembly was then calibrated in five

different CM bending angles (30◦, 45◦, 60◦, 75◦, 90◦). Fig. 4.4 demonstrates the 60◦

calibration board as example. Similar to the sensor-only calibration, the experiments

were repeated five times and experimental setup was confined within an enclosure to

reduce temperature variations. Sampling rate and waiting time before recording data

were similar to those used during the sensor-only calibration experiments. To validate

the linearity between curvature and wavelength readings, the wavelength-curvature

linear fit equation was generated using four of the calibration angles. The wavelength

data from the fifth bending angle was then used in the fit equation to predict the

curvature and measure prediction error (leave-one-out experiment).
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Figure 4.6: Top: Sensor calibration results. Bottom: Integrated sensor-CM calibra-
tion results

4.4.1.5 Results and Discussion

The average of the five wavelength data corresponding to a specific curvature in

each set of experiment is plotted in Fig. 4.6. With the r-squared correlation coefficient

R2 ≈ 0.99, results validate the linear wavelength-curvature relationship for all three

FBGs in both sets of experiments. Additionally, all three lines in each graph have

exhibited nearly similar slopes. The leave-one-out experiment reported 3.3% error

in detecting the curvature. Consistent calibration results indicate the capability and

reliability of the new simplified sensor assembly method in detecting large deflections.
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Table 4.2: Sensor bias computations for different combinations of fiber and NiTi
wires used.

Number of fibers Number of NiTi wires δ(µm)

1 2 125

2 1 73

3 0 55

This improves manufacturing efficiency and assembly accuracy of large deflection

shape sensors.

Of note, the three lumens considered in the design of the polycarbonate tube

can be used for embedding different combinations of fiber and NiTi wires. There

would then be a trade-off between the number of sensory information (potentially

more accurate sensing), cost (if more fibers with FBGs are used) and the sensor

bias (if more NiTi wires are used). Since the modulus of elasticity of a NiTi wire is

larger than that of fiber, incorporation of two NiTi wires increases the sensor bias

and consequently sensitivity of the sensor. Table 4.2 reports the computed sensor

bias for different combinations of fiber and NiTi wire components used in the sensor

assembly.

4.4.2 Notched Nitinol Substrate

The geometry of the polycarbonate tube described in Section 4.4.1 guaranteed

a unique pattern for the fiber and NiTi wires integration, motivating manufacturing

repeatability, while meeting other criteria such as flexibility and high bend capability.
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Despite the manufacturing improvements over the previously designed shape sensors

(e.g. [98, 118, 122]), the polycarbonate tube assembly introduced new issues such as

non-uniform adhesive distribution along the length of the fiber due to the enclosed

geometry and lack of complete exposure and access to the lumens. In addition, as

can be observed from the calibration results in Fig. 4.6, the small line slopes indicates

low sensitivity of the fabricated sensor to small curvature changes, leading to a small

signal to noise ratio (SNR). In such situations, shape reconstruction becomes more

susceptible to noise introduced by the FBGs and temperature variations. These

limitations encouraged the development of a new sensing technology which could

address the above-mentioned issues. As such, another sensing unit for large deflection

shape sensing in CMs is developed and methods for characterization, evaluation, and

calibration of the proposed sensor assembly are described.

4.4.2.1 Design Requirements

Considering the mentioned challenges for shape sensing of a CM with large deflec-

tion, the following criteria are defined for the shape sensing unit. In particular the

attempt is to design and a sensor which:

1. is easy to fabricate, assemble, and evaluate

2. is inexpensive when compared to other fabrication methods including multicore

FBGs
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Figure 4.7: Fiber optic sensor with notched NiTi substrate.

3. can be used for 2-D and 3-D shape sensing of CMs

4. can be used for large deflection shape sensing

5. exhibits large SNR

6. demonstrates high sensitivity to small local deformations

4.4.2.2 Substrate Design and Geometry

To address the design requirements, the aim is to develop a sensing unit that

provides better access to the sensor components during integration and assembly. As

such, considering the equations governing the behavior of the FBG sensors (i.e. (4.2)

and (4.6)), a sensor is designed that consists of a 60 mm long NiTi wire as substrate

with 500µm OD and three 150µm diameter grooves along the longitudinal axis of
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the NiTi. The length of the substrate was chosen longer than that of the CM for

facilitation of the sensor integration with the CM. The grooves on the NiTi substrate

were engraved 120◦ radially from one another by laser (Potomac Laser, Baltimore,

MD), (Fig. 4.7) to ensure easy placement of the sensor components (requirements 1

and 3). NiTi was chosen as a substrate for the sensing unit due to its superelasticity,

providing flexibility and large deflection capability, yet greater structural strength as

compared to the polycarbonate substrate introduced in Section 4.4.1 (requirement

4). In addition, larger radial distances of the grooves from the center of the NiTi

provide for larger sensor bias, leading to higher sensitivity, when compared to the

previously developed polycarbonate-substrate sensor (requirement 5 and 6). Three

125µm diameter cladding polyimide optical fibers (Technica Optical Components,

China), each with three active FBGs were placed and glued (JB Weld Quick Set-

ting Epoxy Syringe) onto the easily accessible grooves along the length of the NiTi

(requirements 2 and 3).

4.4.2.3 Sensor Characterization

With the presence of the manufacturing concerns, validation of the assembly pro-

cedure (fiber attachment, active area placement along the length of sensor, etc.) and

wavelength-to-curvature calibration is necessary to identify potential manufacturing

mistakes and to avoid error propagation in shape reconstruction. After fabricating

the sensor, the structural symmetry and integrity of the sensor was validated. The
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data acquired by this experimentation enabled the characterization of the sensor to

ensure its successful manufacturing.

To perform the experiments, the sensor was cantilevered using a pin vise and

mounted on a manual axial rotational stage attached to a manual z-directional linear

stage mounted to an optical table (Fig. 4.8). The sensing unit was clamped in the

pin vise and oriented such that a single fiber component was aligned facing vertically

upwards (yellow fiber shown if Fig. 4.9(b)). The opposing side of the cantilever was

point-supported and placed on a scale to measure applied force to the free end of the

cantilevered sensor. The entire experimental setup was enclosed from the surrounding

environment such that external vibrations, temperature fluxes, and surrounding air

currents effects on the sensor were minimized.

Three configurations at 120◦ intervals were tested such that each fiber component

was facing the positive z-direction once. In each configuration, the linear stage was

adjusted at 0.5 mm increments in the negative z-direction from the height of point

support contact resulting in a total of 6.0 mm deflection. It was then returned to its

original height at the same incremental rate to evaluate hysteresis effect. Each set

of experiments for each of the three sensor configurations was repeated five times.

Overall, a total of 390 experiments were carried out. Fig. 4.9 depicts the average of

five trials wavelength shift versus the average measured force values for three different

configurations (a, b, and c).
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Figure 4.8: Sensor symmetry validation experimental setup [101].

Figure 4.9: Notched NiTi Sensor characterization experiments results. (a), (b), (c)
force-wavelength shift relationship in different configurations of an individual fiber
with three FBGs (black, red, blue), (d) overlay plot of all experiments
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Figure 4.10: Calibration experiment results. a) calibration setup, b) curvature-
wavelength shift relationship for an individual fiber in different configurations, c)
wavelength deviation from mean values over five trials

4.4.2.4 Sensor Calibration

For shape reconstruction, the relationship between the curvature and the wave-

length shift of the nine integrated FBG sensor nodes (three on each fiber) is required.

A calibration jig with discrete constant curvature slots ranging from 0◦ to 90◦ of

deflection with 5◦ intervals and constant arc length was developed (Fig. 4.10). The

sensing unit was fixed between two clamps, which rigidly interacted with the cali-

bration jig such that the sensor was always concentrically aligned with the edge of

slot. The length of the sensor was accommodated to fit within the calibration slots,

while the two clamps maintained the orientation of the sensor relative to the clamp.
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Once the clamp-sensor assembly was placed into the selected slots, the sensor was

completely fixed in the x-y plane with all nodes undergoing a constant curvature.

Complimentary jigs were developed such that the positive and negative effect of cur-

vature could be investigated. The sensors were examined at all radii of curvature

(ranging from 0 to 20 mm) provided by both jigs (positive and negative) and were

each sampled a total of five times. Three configurations at 120◦ intervals of rotation

of the sensor relative to the clamps were tested such that each fiber was facing the

positive z-direction once. Five trials were conducted at each orientation. Data were

collected at a rate of 100 Hz for two seconds. Data from all five trials were averaged

and plotted in Fig. 4.10(b).

4.4.2.5 Results and Discussion

Fig. 4.9 demonstrates the behavior of all three active areas (marked in black,

red, blue, respectively) on an individual fiber (shown in yellow), when the fiber is

in different configurations. The active area marked in black and blue are closest to

the gripper side (see Fig. 4.8) and the support, respectively (experiment A, Fig. 4.9).

The following are the observations deduced from Fig. 4.9:

• Wavelength shift for all active areas are positive (tension) when the fiber is

in configuration a and c (since it is below the neutral axis), as opposed to

configuration b, which has all negative (compression) wavelength shift values

(since the fiber is above the neutral axis)
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• Maximum wavelength shift for each individual active area is greater in config-

uration b, compared to configurations a and c, due to an increased distance of

the fiber relative to the neutral axis in configuration b

• In all three configurations, the active area closest to the gripper undergoes a

greater wavelength shift, due to larger deflections near the gripper (Fig. 4.8)

• The force-wavelength relationship is linear (r-squared measure of 0.99), with

little hysteresis in loading and unloading experiments (average force and wave-

length shift hysteresis 0.47 mN and 17 pm, respectively)

• Force to wavelength ratio (line slope) is similar for all the active areas in con-

figuration a and c (Fig. 4.9-d, where all configurations data are overlaid), since

the fiber distance to the neutral axis is the same for these two configurations.

These results confirmed the proper fabrication and attachment of the fibers to the

NiTi substrate. Any deviation from the observed behavior in Fig. 4.9 suggests issues

with gluing or inconsistent structural integrity of the sensor assembly.

Fig. 4.10(a) shows the calibration jig used for the calibration experiments. Fig. 4.6

(b) demonstrates the wavelength shift relation with curvature for an individual fiber,

when placed in different configurations. Experimental results demonstrate higher

sensitivity (up to 8 nm wavelength shift) of the sensor to changes in curvature, com-

pared to the polycarbonate sensor described in Section 4.4.1 (up to ≈ 4 nm) and Liu

et al [98, 118] (up to ≈ 5 nm). Such large wavelength shifts diminish the effect of
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Figure 4.11: FBG sensors: (a) first generation using two NiTi wires, (b) second
generation using polycarbonate tube substrate, (c) third generation using notched
NiTi substrate, (d) polycarbonate tube cross section, (e) notched NiTi cross section.

noise, such as temperature variation, and enable detection of small curvature changes.

Wavelength shift deviations from the average value in each set of five experiments is

plotted in Fig. 4.10(c), which indicates a root mean square error of 92 pm (red line)

and a mean error of 63 pm, both of which are small relative to the sensitivity of the

sensor, meeting the sensor assembly requirements.

Of note, Fig. 4.11 shows the three different generations of FBG sensors developed

for the system (note the differences in the geometry, choice of substrate, and number

of fibers used in each design). The first generation was developed by Liu et al.

[98, 118], while the second (polycarbonate substrate) and third generation (notched

NiTi substrate) were described in this chapter.
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4.5 Distributed Sensing

Even though FBG-based FOS have shown great potential in shape sensing of CMs

and other flexible medical devices, due to the limited number of sensing locations,

these sensors become unreliable in the presence of many inflection points in complex

shapes. Distributed sensing with higher spatial resolution using the OFDR technique

can address such problems. OFDR is an interferometric technique that was first

developed as a way to measure optical fibers’ reflectivity, and therefore detect losses

or breaks in the fibers. The OFDR method for distributed sensing was first described

by Froggatt et al. in 1998 [99]. They showed that it could also be used for sensing

strain and temperature variations along a fiber’s length in the same way as a regular

FBG, but in a completely distributed approach. As such, regular fiber can be used

instead of expensive FBG sensors, and spatial resolution is no longer dependant on

the physical position of those FBGs in the fiber, but rather on the fiber interrogator

parameters. OFDR-based sensing has since been demonstrated to be very accurate for

temperature and strain sensing [127], but also for distributed shape sensing [128–130].

OFDR interrogators are currently available with very fast acquisition speed (250

Hz) and spatial resolutions of less than 1 mm. However, SNR is typically very low due

to the small backscattering of regular optical fibers. This limits the sensing accuracy

that can be obtained with such high acquisition speeds and spatial resolutions.

In order to perform the strain measurements, a tunable laser source scans the

fiber under test across a certain scanning bandwidth ∆λ (see Fig. 4.12(a)). A Fourier
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transform is then performed to transfer this signal in the spatial domain, thus obtain-

ing the fiber reflectivity as a function of position. For every sensing point xm in the

fiber, a certain gauge length ∆x is then defined (dashed rectangle in Fig. 4.12(b)).

This gauge length defines the spatial resolution of the system. A longer gauge length

means more data points can be used, and thus better sensing resolution can be ob-

tained, but the spatial resolution decreases. An inverse Fourier transform is then

performed across this gauge length to return in the spectral domain. The sample

measurement is then compared to a reference measurement, and the cross-correlation

between sample and reference measurement results in a peak, shown in Fig. 4.12(e).

The position of that peak gives the spectral shift for this specific point across the fiber

length. This spectral shift is proportional to both temperature and strain variations

between reference and sample measurements, as was described in (4.2).

4.5.1 Random Optical Gratings by Ultraviolet Laser

Exposure1

In order to enhance the sensing accuracy, random optical gratings by ultraviolet

emission (ROGUEs) can be written in the fiber core to increase backscatter by up to

50 dB. This enhancement in backscatter results in more than an order of magnitude

improvement in sensing accuracy [132]. As such, those sensors can provide very

1The development and characterization of ROGUE fiber triplet was performed by Frederic Monet

and his team at Polytechnique Montreal.
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Figure 4.12: Cartoon illustrating the different OFDR steps for a single sensor along
the fiber’s length [131, 132]. Steps are: (a) signal in the spectral domain, (b) signal
in the spatial domain, (c) gauge length window in the spectral domain, (d) cross-
correlation with the reference, (e) cross-correlation result and (f) spectral shift along
the fiber’s length. Steps (c) to (f) are repeated for every sensing point along the
sensing region.

accurate measurements at a high acquisition rate and spatial resolution.

4.5.1.1 ROGUE Writing

The ROGUE fabrication process is covered in [132]. Briefly, the random grating is

written using a 213 nm Q-switched laser in a Talbot interferometer scheme, presented

in Fig. 4.13. The phase mask separates the ultraviolet light in two beams, which

are then recombined on a moving optical fiber, resulting in an interference pattern

written on the photosensitive fiber as it is being moved. The random electric signal

applied on the piezoelectric element results in an overall random pattern written

in the fiber, generating the ROGUE. The fiber used was an SMF-28 from Corning,
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a standard telecommunications fiber, that was loaded with deuterium to enhance

photosensitivity. However, because the standard fiber coating has very high UV

absorption, it had to be removed prior to the ROGUE writing.

Figure 4.13: ROGUE writing setup [132].

4.5.1.2 ROGUE fiber triplet

The ROGUE fiber triplet used for the OFDR was fabricated using a different

manufacturing technique, described in [133]. Using a polymer extrusion, this tech-

nique protects the uncoated optical fibers where the ROGUEs were inscribed by

encapsulating them in a polymer coating, as well as fixing their geometrical configu-

ration. Furthermore, as all three fibers are being pulled continuously, this allows the

fabrication of triplets of arbitrarily large lengths, thus enabling possible industrial

implementation.
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Because this fabrication method does not offer a control on the fiber position

which is as accurate for the method used for the FBGs, additional steps were taken

to characterize the fibers’ arrangement inside the triplet. To do so, a tomography

workbench was developed to non-destructively image and reconstruct the fibers’ po-

sitions along the triplet’s length. Fig. 4.14 shows this characterization setup. The

triplet is imaged in transmission, and rotated across 180◦. This results in a tomo-

gram of the transmitted light as a function of the rotation angle. This transmitted

light is simply the line integral of the light’s propagation through the triplet, and the

tomogram consists of different projections of this line integral. In order to recover

the cross-section image of the fiber triplet, all that is needed is to apply the correct

transformation. In this case, the transformation is the inverse Radon transform, as

described by A. M. Cormack [134].

4.5.1.3 Results and Discussion

Fig. 4.15 displays the reconstruction of the first and second iteration of the fiber

triplet manufacturing. As it can be observed in the left image, if an equilateral triangle

configuration had been assumed for the triplet, the results for the first iteration

would be very inaccurate. Such an important deviation from the expected triangular

shape can be explained by the triplet fabrication process. As the initial triplet was

over 600µm in diameter, it was too large to fit inside the CM’s sensing channels.

Therefore, some of the excess polymer had to be melted off to reduce the triplet’s
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Figure 4.14: Tomography calibration setup [131]. The fiber triplet is held by two fiber
clamps (PhotoNova Inc.) that are rotated by a stepper motor across 180◦. Every 0.9◦,
a camera captures the transmitted image, magnified by a microscope objective. A
3-D printed triplet holder maintains the triplet in position, but allows it to rotate
freely. The triplet is bathed in a refractive index matching liquid that diminishes the
refractive index variation between the polymer and the ambiant air.

diameter. However, this caused the fibers inside the triplet to move away from the

triangular arrangement, further confirming the importance of this characterization

step. The triplet fabrication process could be optimized to achieve triplets of smaller

diameter, either by better control of the extrusion parameters (speed, temperature,

etc.) or by the choice of a polymer with different properties. This would ensure better

control over the geometrical configuration of the fibers. The second iteration of the

triplet extrusion demonstrated progress in optimizing the manufacturing process, as

demonstrated by the extruded sensors displayed in the right image of Fig. 4.15.
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Figure 4.15: Reconstruction of the fibers’ position inside the triplet by tomography.
The center and diameter of the fibers are shown by red dots and circles, respectively.
Left: First iteration of the fiber triplet. The oval shape of the overall triplet can be
observed. Right: Second iteration of the fiber triplet. As can be observed, the fibers’
configuration is much closer to the optimal equilateral triangle.

4.5.2 Interrogator Devices

The FBG and distributed FOS each require specific interrogation devices to mea-

sure the wavelength shift associated with each sensor. Currently available commer-

cialized interrogators for FBGs can generally provide faster data streaming rate com-

pared to those developed for distributed sensors. This is due to the higher spatial

resolution (more active sensing points) and excessive computation steps during the

signal processing procedure for the distributed sensors, as described in Section. 4.5.

During all the experiments in this thesis, the FBG sensors were interrogated us-

ing a commercially available interrogator with max streaming rate of 1 KHz (Micron

Optics sm 130, Atlanta, GA, USA), while the distributed triplet was interrogated

using a commercially available OFDR interrogator (ODiSI-B, Luna Innovations Inc.,
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Figure 4.16: Interrogator devices used for experiments. Left: For FBG-based sensors
(image courtesy of Micron Optics). Right: For distributed OFDR-based sensors
(image courtesy of Luna Innovations Inc.).

Roanoke, VA, USA) with maximum streaming rate of 250 Hz with a spatial resolu-

tion of 2.6 mm. For a higher spatial resolution with the distributed sensor during

our experiments, however, the interrogation settings were set to 24 Hz, with a 0.65

mm spatial resolution. Those settings were the ones that offered the best spatial

resolution, but are however limited in the acquisition speed. As such, the trade-off

between the sensor’s spatial resolution and rate of data acquisition must be consid-

ered depending on the application and requirements. Fig. 4.16 shows the interrogator

devices used for the FBG and distributed sensors.

4.6 Conclusion

This chapter explained the importance of use of FOS for real-time shape feed-

back of flexible medical devices such as CMs. Design and fabrication requirements

associated with fiber optic shape sensors for CMs with large deflection bending capa-
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bilities were described and the trade-offs between the design, use, and interrogation

of multi-point (FBG-based) and distributed (OFDR-based) sensors were discussed.

While distributed sensors provide higher spatial resolution compared to FBG-based

sensors, it is also possible to fabricate sensors with larger FBG density, thus increas-

ing spatial resolution. However, the manufacturing costs would increase accordingly,

and the fabrication of a sensor with FBGs spaced by as little as 0.65 mm would be a

major challenge in itself. On the contrary, the interrogation of FBG sensors can be

performed with faster rates due to easier and fewer computation steps.

Compared to other proposed approaches [98,116,118,120], the polycarbonate tube

substrate improved the control over sensor geometry and increased repeatablity of

fabrication. Even though the enclosed design of the lumens provided safe placement of

fiber and NiTi components in the sensor, it also introduced challenges associated with

uniform application of adhesive for secure fixation of the fiber and substrate. However,

the the accessibility of the grooves in the proposed notched NiTi substrate design,

provided great advantage and control in optical fiber placement and attachment over

the previously developed sensing units resulting in a higher SNR and sensitivity to

small local curvatures. The small size of the NiTi substrate (0.5 mm) compared

to e.g. [106] also increased the flexibility of the sensor for large deflection bending

applications such as the one studied in this thesis.

Commercially-available robotic technologies have also reported the use of FOS for
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shape and force sensing [95, 135–138]. The Ion2 (Intuitive Surgical, Inc., Sunnyvale,

CA), a robotic-assisted endoluminal platform for minimally invasive peripheral lung

biopsy, is an example of such systems. This system features a 3.5 mm outer-diameter

catheter with a 2.0 mm working channel that can move 180◦ in all directions and pass

through small and difficult-to-navigate airways within the lung. In addition, the Fiber

Optic RealShape (FORS) technology (registered trademark of Koninklijke Philips

N.V.) [139–141] enables the Ion system with active robotic control of the catheter’s

position throughout the entire navigation and biopsy process. The FORS technology

uses one or more optical fibers structurally configured under the OFDR principle for

extracting high density strain measurements of the optical fiber derived from light

emitted into and reflected back within the optical fiber(s). The FORS technology

enables shape sensing of the Ion’s catheter at 100 Hz. At the time of writing of this

dissertation, however, no other information regarding the spatial resolution, method

of assembly, and shape reconstruction accuracy of the Ion is available.
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Chapter 5

Sensing Algorithms

5.1 Motivation and Background

This chapter introduces several sensing algorithms using fiber optic sensors (FOS)

for shape reconstruction, distal-end position estimation (DPE) and contact detection

for continuum manipulators (CMs) in constrained environments. Conventionally,

these problems are approached by development of mechanics- or -kinematics-based

models that rely on many assumptions about the geometry or physical properties

of the CM or its environment [3, 84]. Models can provide insightful information

about the effect of individual parameters on the performance. Moreover, they can

help in improving the design by developing intuition and physical understanding of

the behaviour. The performance of such model-dependent algorithms, however, is

heavily influenced by the accuracy of the models, their capability to capture the
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underlying physics of the problem, and validity of the assumptions. Furthermore, the

uncertainties or unanticipated disturbances present in previously unseen constrained

environments (e.g. during a surgical intervention) may result in poor performance of

these models.

Another drawback of the traditional model-driven approaches is that they may not

accommodate adequate complexity due to model simplifications (such as model lin-

earization) [142]. They also require a deep understanding of the system or the process

to account for all the necessary variables that could capture the underlying physics

of the system. With recent unprecedented access to data, as well as inexpensive and

powerful computing hardware, data-driven approaches have demonstrated the ability

to capture richer information from raw input data by learning representations of data

with multiple levels of abstraction [143,144].

The first aim of this chapter is to study the complications and challenges associated

with these model-dependent sensing approaches in CMs using FOS for shape recon-

struction and contact detection. The second goal is to propose several data-driven

model-independent methods to mitigate these challenges in presence of uncertainties

such as unknown obstacles during surgical interventions. These methods are evalu-

ated in various cases in free and constrained environments mimicking real surgical

scenarios.

92



CHAPTER 5. SENSING ALGORITHMS

5.2 Contribution

The contributions of the author in this chapter include:

• Development, implementation, and evaluation of several data-driven model-

independent approaches such as Deep Neural Network (DNN), Temporal Neural

Network (TNN) and linear regression for fiber optic shape sensing and DPE of

CMs in free and constrained environments.

• Evaluation and comparison of model-dependent approaches for shape sensing

and DPE with the proposed data-driven methods.

• Development and implementation of a date-driven contact detection method

without any prior knowledge about the CM workspace or constrained kinematics

model as well as evaluation of the proposed method in constrained environment

with soft and hard obstacles.

• Evaluation and comparison of shape sensing accuracy of CMs using multi-point

fiber Bragg grating-based (FBG-based) and distributed random optical gratings

by ultraviolet emission (ROGUE-based) FOS for large deflection bending and

reconstruction of CM complex shapes in free and constrained environments.

Mr. Cong Gao helped the author in implementing the data-driven methods for

DPE and conducting the evaluation experiments. Mr. Frederic Monet equally con-
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tributed with the author in performing the shape sensing experiments using the dis-

tributed FOS.

The work presented in this chapter was published in International Conference on

Robotics and Automation (2020) [131], International Conference on Medical Image

Computing and Computer-Assisted Intervention (MICCAI) 2019 [145] and Interna-

tional Symposium on Medical Robotics (ISMR) 2019 [146]. Also the remainder of

the presented work is currently under review at IEEE Sensors Journal [147].

5.3 Model-Based Sensing

5.3.1 Motivation and Background

Compared to rigid link robots, CMs can adopt to various shapes and exhibit com-

pliance when interacting with obstacles and contacting organs [3]. Although beneficial

for minimally invasive surgery (MIS) applications, the flexibility and conformity of

the CMs makes accurate shape sensing and DPE challenging. As outlined in Chapter

4, FOS offer several benefits compared to other sensing modalities and hence they

have gained attention as a suitable method for CM shape sensing and DPE.

In recent years, a multitude of FBG-based FOS for CM shape sensing have been

studied in the literature. Roesthuis et al, [116] reported CM shape sensing in free

environment using a triangular configuration sensor (three optical fibers) with four

FBGs on each fiber. They reconstructed the shape using a model-driven approach
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and performed an additional calibration step to correct for inaccuracies in DPE by

scaling the reconstructed values from the algorithm. Liu et al. [118] and Farvardin

et al. [122] developed two triangular configuration FOS each constructed of one fiber

with three FBGs and embedded the sensors in the wall channels of a large deflection

CM. They reconstructed the shape by performing a calibration to establish a mapping

between the curvature and FBG wavelength information, followed by a model-driven

geometrical approach to estimate the shape in free and constrained environments.

Ryu et al. [120] developed a prototype FBG sensor using one fiber attached onto the

surface of a polymer tube and reported the model-dependent shape reconstruction

results only in free space. Xu et al. [97] introduced the concept of helical configuration

sensor design with three fibers for simultaneous curvature, torsion and force sensing.

However, they did not provide any evaluation study on the accuracy of curvature

estimation and shape reconstruction using the proposed method. Wei et al. [121]

further explored this concept by incorporating only one fiber wrapped around a nitinol

(NiTi) wire back and fourth along the length of the substrate. Similarly, no evaluation

studies on the accuracy of estimations were provided. Table 5.3.1 summarizes the

sensor design and model-driven shape reconstruction and DPE results reported in

the above-mentioned studies.

As can be observed from Table 5.3.1, while previous studies have provided good

insight about design considerations of FBG-based sensors for CMs, they lack a com-

prehensive and unified evaluation of the shape reconstruction and DPE results, spe-
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Table 5.1: Review of FBG-based continuum manipulator DPE by different research groups (NR = not reported).

Research Group
FBG Sensor Design Manipulator DPE Mean (Std) (mm)

# Fibers # FBGs Substrate (OD) # Sensors Configuration Length Sensor Assem. Free Constrained

Roesthuis et al.

[116]
Three Four

NiTi wire

(1.0 mm)
One Triangular 160 mm

Integrated in

Backbone

No Calib.:

x: 2.04 (1.58)

y: 2.03 (1.77)

NR

Roesthuis et al.

[116]
Three Four

NiTi wire

(1.0 mm)
One Triangular 160 mm

Integrated in

Backbone

With Calib.:

x: 0.96 (0.46)

y: 0.44 (0.26)

NR

Liu et al. [118] One Three
2 NiTi wires

(0.125 mm)
Two Triangular 35 mm

Embedded in

Side Lumen
0.41 (0.3)

0.61 (0.15)

0.93 (0.05)

0.23 (0.1)

Xu et al. [97] Three One
NiTi tube

(2.0 mm)
One Helical 90 mm

Wrapped on

Manipulator
NR NR

Farvardin et al.

[122]
One Three

2 NiTi wires

(0.125 mm)
Two Triangular 35 mm

Embedded in

Side Lumen

1.14 (0.77)

0.81 (0.99)

3.49 (1.13)

2.73 (0.77)

0.96 (0.35)

Ryu et el. [120] One NR
Polymer tube

(1.05 mm)
One Triangular 80 mm

Glued along

Substrate
0.84 (0.62) NR

Wei et al. [121] One Four
NiTi wire

(0.3 mm)
One Helical 110 mm

Wrapped on

Manipulator
NR NR
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cially when the CM takes more complex shapes during interaction with obstacles and

contacts with the environment. Moreover, there are many differences associated with

these studies with regard to the design specifications of the CM and FBG sensor (such

as length, substrate material and geometry, number of optical fibers and FBGs, etc),

as well as the design of the evaluation experiments. As an example, the maximum

bending curvature enforced on the CM during the experiments or the complexity of

the CM shapes has not been reported in many of the previous evaluation studies.

As such, a conclusive comparison between these results may not be readily achieved.

With such variations in previous experimental studies, a thorough comparison study

on a single sensor and CM assembly in various experimental scenarios (free and con-

strained environment) could be beneficial. Further, all the previous studies focus

only on integration of FBG-based (multi-point) FOS into CMs. We therefore provide

a thorough evaluation study and compare the results of model-driven shape recon-

struction algorithms using FBG- and ROGUE-based sensors in free and constrained

environments using the large deflection CM introduced in Section 3.4.2. Of note, the

FBG sensor is fabricated using the notched NiTi substrate outlined in Section 4.4.2.

Fig. 5.1 shows these sensors integrated with the CM.

5.3.2 Shape Reconstruction

A common technique for shape sensing and DPE using FBG sensors is to find

the curvature at discrete locations, interpolate curvature along the length of the
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Figure 5.1: (a) the FBG fiber triplet with three active areas, (b) the ROGUE fiber
triplet with distributed sensing, (c) CM during articulation, (d) CM tip view showing
the actuation cables, the FBG, and the ROGUE triplet integrated into the CM, (e)
NiTi notch pattern in the CM design

sensor, compute slopes and reconstruct the shape from proximal to distal end of

sensor (base to tip) by integration [84, 98, 105, 106, 116, 118]. Particularly, in this

model-driven approach, first the strain at each sensor cross section with FBG nodes

is found by (5.1). This equation follows a rearrangement of (4.2) with the assumption

that temperature variation among the FBGs located at a particular cross section is

negligible [123].

ε =
∆λB

λB(1− pe)
(5.1)

where λB is the Bragg wavelength, pe is the strain constant for optical fiber and ε is

strain. Based on the sensor’s geometry, a system of nonlinear equations (5.2) is then

solved at each cross section with three FBG nodes in a triangular configuration (Fig.
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5.1) to find local curvature (κ), curvature angle (φ), and a strain bias (ε0) entailing

the temperature effects or common mechanical strain at the cross section:



εa = −κrasin(φ) + ε0

εb = −κrbsin(φ+ γa) + ε0

εc = −κrcsin(φ+ γa + γb) + ε0

(5.2)

where subscripts a, b, and c correspond to the three fibers, and r, γ are geomet-

rical parameters which can be obtained from design or estimated in a calibration

procedure [106, 116]. Assuming a relationship (typically linear [98, 106, 116, 118]) be-

tween curvature and arc length, and dividing the sensor length to n sufficiently small

segments, curvature (κ) and its direction (φ) can be interpolated between each two

consecutive FBG points and extrapolated at the proximal and distal end of the sensor

to establish discrete mappings f and g:

κi = f(si)

φi = g(si)

 forfor i = 1, . . . , n (5.3)

Now using the curvature at each segment (κi for i = 1, ..., n), the slope of each

segment ∆s with constant curvature can be found by:

∆θi =
∆s

ρi
= κi∆s (5.4)

Establishing an appropriate local coordinate frame to the beginning of each seg-

ment (Fig. 5.1), the shape and consequently the distal-end position can be recon-
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structed segment by segment using (5.5):

Pi+1 = Rx,φ
i Pi + ∆Pi

∆Pi =

[
ρisin(∆θi) 0 −ρi(ρi − ρicos(∆θi))

]T (5.5)

where ρi = 1/κi is the radius of curvature and Rx,φ is the rotation of φ about the

local x axis. Using (5.5) for i = 1, ..., n, the tip position of the sensor (Pn) can be

found. For CMs in which the FBG sensor is not placed on the center axis of the CM,

all Pi should be shifted by the distance between sensor’s and CM’s centers (Lshift in

Fig. 5.1(e)) to obtain the 3-D position of the center-line of the CM.

It must be noted that in absence of at least three FBGs at each active cross section

of the sensor, estimation of local curvature (5.3) can be performed by calibrating the

FBG sensor wavelength data (λ) against curvature (κ), typically using a 3D-printed

or laser-cut calibration jig with constant curvatures such as the ones demonstrated

in Fig. 4.4:

κ = Π(λ) (5.6)

where Π is the mapping between the raw wavelength data and the local curvature

at sensor cross sections with FBG nodes. One downside to the calibration-based

approach for local curvature estimation is that the approach is limited to planar

motions only, since the angle of curvature is assumed to be constant in this approach.

That said, the approach is still useful when fewer than three FBGs are available at
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each cross section.

5.3.3 Experiment Design and Setup

Using the model-driven reconstruction approach presented in the previous section,

we aim to evaluate the performance of both FBG- and ROGUE-based FOS in free

and constrained environments. In particular, inspired by CM worksapce in a MIS

surgical procedure, three sets of experiments were considered:

1. The CM was bent in free environment, without any obstacles. In this case,

the curvature is relatively uniform along the CM’s length, resulting in a C-like

shape. Fig. 5.2(a) shows the snake bending in free environment.

2. Obstacles were placed in different places along the CM’s path. This forced the

CM to take on a more complex shape, resulting in a more complex curvature to

recover. These experiments were designed to imitate the behaviour of the CM

in real work environment, where obstacles such as bone, tissue, organs, etc. are

inevitable.

3. An S-shape was forced on the CM, in order to see the limitations of both

techniques when attempting to resolve a more complex shape. This S-shape is

presented in Fig. 5.2(b).

As described in Section 4.4.2, the FBG sensor consisted of three fibers each with

three FBGs 10 mm apart (last FBG located at 5 mm from the distal end of the manip-
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ulator) attached to the longitudinal grooves of the 0.5 mm diameter NiTi substrate.

The FBG data streamed by an optical sensing interrogator (Micron Optics sm 130)

at 100 Hz. The ROGUE-based sensor was constructed according to specifications de-

scribed in Section 4.5.1.2 and the interrogation settings (ODiSI-B, Luna Innovations

Inc.) were set to a 0.65 mm spatial resolution, resulting in 24 Hz data streaming rate.

As such, for the 35 mm length of the CM and sensor, a total of 53 points were being

sensed in the optical frequency domain reflectometry-based (OFDR-based) sensor.

Both sensors were integrated into the sensor channels of a second generation CM

(Section 3.4.2) and secured with small adhesive applied to the distal end of the ma-

nipulator. The CM was mounted on a first generation actuation unit equipped with a

stereo camera system providing the ground truth shape (described in Section 5.3.4).

Of note, the red markers attached to the CM in Fig. 5.2 serve as the ground truth

information tracked by the stereo camera system. All experiments were run on a

computer with an Intel 2.3 GHz core i7 processor with 8GB RAM, running Ubuntu

16.04.

5.3.4 Ground Truth Data

In order to generate ground truth data for the true shape of the CM at any given

instance, a stereo camera setup with 1024 × 768 resolution cameras (Flea2 1394b,

FLIR Integrated Imaging Solutions Inc.) was used to track colorized markers at-

tached to the center-line of the CM. The stereo camera pair was calibrated using the
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Figure 5.2: CM bending in a) free environment, and b) S-shape. The red markers
are used in conjunction with a pair of stereo cameras as ground truth to compare the
shape reconstruction.

stereo camera calibration toolbox in MATLAB and using a 8×6 checkerboard with 5

mm squares. Fig. 5.5 demonstrates the results of the stereo pair calibration with an

overall mean error of 0.12 pixels. For each stereo image pair, the 2-D pixel locations

of the marker centers were found in each image by applying a color segmentation

with experimentally-determined thresholds. An interactive graphical user interface

was written in Python to facilitate the process of determining the color segmentation

thresholds. The intrinsic and extrinsic parameters from the calibration procedure

were then used in custom-written Python code to find the corresponding markers

within the two color-segmented images and obtain the 3D location of the markers

by triangulation [148]. An erosion morphological operation, followed up with a di-

lation were applied to the segmented images to remove potential noise in the color

segmentation algorithm. Of note, a custom-designed jig (Fig. 5.4) containing three

markers with known pre-determined spatial locations was used for validation pur-

103



CHAPTER 5. SENSING ALGORITHMS

Actuation Unit

Raw ImagesColor SegmentationStereo Triangulation

Right

Left

Stereo 
Cameras

Continuum Manipulator

Figure 5.3: The experimental setup including the CM actuation unit integrated with
a calibrated stereo camera pair. Raw images obtained from the camera pair are first
color-segmented and then 3-D locations of the markers are computed by triangulation.

poses. The jig was translated and rotated in the desired workspace of the stereo pair

and a sequence of image pairs were recorded. Using the parameters obtained from

the calibration process, a 0.02 mm mean 3-D position accuracy error was observed

when triangulating and measuring the distance between the markers.

5.3.5 Data Collection

FBG and OFDR data were streamed at 100 Hz and 24 Hz, while the images

from the stereo pair camera system were obtained at 30 Hz frequency. A thread-safe
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Markers

Figure 5.4: Custom-designed 3-D printed validation jig for the stereo pair setup.

mechanism from open source C++ cisst-saw libraries1 [149,150] was used to record the

data for each of these sources in parallel, using a separate CPU thread for each source.

All the data was time-stamped and pre-processed during the evaluation experiments

to choose the corresponding data from each source with similar time-stamps.

5.3.6 Results and Discussion

5.3.6.1 Free Environment CM Bending

The first measurement was performed when the CM was bent in free environ-

ment. Previous studies showed good accuracy for FBG-based sensing, typically for

relatively small needle and CM curvatures (below 22.7m−1) [84,106]. In these exper-

iments, however, we evaluate the capabilities of the shape sensing algorithms in large

curvatures associated with a radius of curvature as small as 20.0 mm (50.0m−1 curva-

1Code repository located at https://github.com/jhu-cisst/cisst-saw
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Figure 5.5: Top: Stereo pair calibration images and location of cameras. Bottom:
Mean calibration error in pixels for each image-pair.
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ture). Fig. 5.6(a) shows the results of the FBG-based sensor, while Fig. 5.6(b) shows

the results for the ROGUE-based sensor, recovered by the OFDR technique. As can

be observed, both methods show relatively good accuracy in small curvature bends

associated with ≈ 5mm of distal-end deflection. As the curvature becomes larger,

however, the FBG-based method’s accuracy in DPE decreases while the OFDR-based

technique still accurately estimates the distal-end position of the manipulator. In this

case, the maximum DPE error associated with the FBG- and OFDR-based sensors

are 2.34 mm and 0.96 mm, respectively.

Figure 5.6: Free-bending CM reconstruction using (a) the FBG-based sensor and (b)
the ROGUE-based sensor. In both cases, the asterisk markers show the ground truth,
obtained by the pair of stereo cameras, while the solid line show the reconstructed
shape, in 2D.

5.3.6.2 Constrained Environment With Obstacles

In the second set of experiments, obstacles were located in the workspace of the

CM such that the CM would interact with them during bending. Indeed, the inter-
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action with obstacles forces the CM to adopt a more complex shape, with quicker

variations in curvature along the CM’s length. Since the FBG triplets can only per-

form sensing where the FBGs are inscribed (in this case, in only three locations), they

cannot recover the shape as accurately as the triplets based on the OFDR technique,

which can perform sensing all along the sensor’s length with much higher spatial res-

olution. Fig. 5.7 compares the accuracy of both sensors, with obstacles placed at the

tip of the CM (solid lines) and in the middle (dashed lines). As can be observed,

the OFDR technique clearly outperforms the FBG technique when interacting with

obstacles placed both at the tip of the CM and alongside it. The maximum DPE

error obtained by the FBG and OFDR methods in these experiments were 3.02 mm

and 0.76 mm, respectively.

5.3.6.3 S-Bending

The ”S-bends” are the most complex shapes that were investigated, due to their

multiple inflection points. These shapes could be the result of the CM’s interaction

with multiple obstacles, or could be intentionally achieved to go around a solid ob-

stacle for example. They can also evaluate the limits of both sensors. Fig. 5.8 shows

the reconstruction of S-bends applied on the CM again both for FBG and ROGUE

sensors, for increasingly complex shapes. As can be observed on Fig. 5.8(a), even the

most simple S-bend cannot be accurately measured by the FBG sensors with limited

number of sensing points, and as the bend curvature increases, the tip error becomes
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Figure 5.7: CM shape reconstruction when interacting with obstacles using (a) the
FBG-based sensor and (b) the ROGUE-based sensor. In both cases, the asterisk
markers show the ground truth, obtained by the pair of stereo cameras. The solid
lines show the reconstructed shape when the obstacle is placed at the tip of the CM,
while the dashed line correspond to the shape when the obstacle is placed in the middle
of the CM. The latter is translated by 6 mm in the graphs to avoid superposition of
the plots.

increasingly large. On the contrary, on Fig. 5.8(b), a fairly accurate reconstruction

can be observed for the investigated S-bends. The maximum DPE error obtained

from the FBG and OFDR techniques in these experiments were 3.96 mm and 0.72

mm, respectively.

From those results, the tip position error can be obtained by comparing the ground

truth and the shape reconstruction. Tip position errors for all three experiments are

compiled and the two investigated techniques are compared in Table 5.2. As can

be observed, the OFDR technique outperforms the conventional FBG method by a

factor of 2 for both free-bending and obstacles interaction. The tip position error

is even more precise in the case of S-bending, where the mean error is 2.27 mm in
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Figure 5.8: CM S-bend reconstruction using (a) the FBG-based sensor and (b) the
ROGUE-based sensor. In both cases, the asterisk markers show the ground truth,
obtained by the pair of stereo cameras, while the solid line is the reconstructed shape.
Individual plots are translated by 1 mm on the graphs to avoid superposition.

Table 5.2: CM DPE (tip position) error in free and constrained environments using
FBG and OFDR sensors.

Experiment Mean (mm) Std (mm) Max (mm)

FBG OFDR FBG OFDR FBG OFDR

Free-Bending 0.83 0.32 0.89 0.29 2.34 0.96

Obstacles 0.80 0.41 0.97 0.21 3.02 0.76

S-bend 2.27 0.45 1.16 0.22 3.96 0.72

the case of the FBG technique, while it remains very low at 0.45 mm for the OFDR

technique.

In order to compare not only the tip position accuracy of both methods, but

also the overall shape deviation, errors between all ground truth markers and the

reconstructed shapes were calculated. Those results are compiled in Table 5.3. As

can be observed, while the mean errors for the FBG technique is relatively low for the

free-bending and obstacles experiments, the maximum error is still large and definitely
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Table 5.3: CM shape deviation error in free and constrained environments using FBG
and OFDR sensors.

Experiment Mean (mm) Std (mm) Max (mm)

FBG OFDR FBG OFDR FBG OFDR

Free-Bending 0.50 0.28 0.64 0.30 2.34 1.37

Obstacles 0.44 0.17 0.64 0.17 3.02 0.76

S-bend 1.33 0.27 1.06 0.24 3.96 0.96

outperformed by the OFDR technique. Furthermore, it can be observed that while

the OFDR technique is also able to reliably reconstruct S-bends with comparable

accuracy, the FBG technique exhibits large errors with maximum error of 3.96 mm.

It should be noted that, while the FBG sensor used in this study only had three

FBGs written in each fiber, it would be possible to have sensors with a larger FBG

density, thus increasing the spatial resolution. However, the manufacturing costs

would increase accordingly, and the fabrication of a sensor with FBGs spaced by as

little as 0.65 mm would be a major challenge in itself. The ROGUE-based fibers, on

the other hand, require special setups developed for the purpose of fabricating the

sensors. Even though in the recent years, FBG-based sensors have been the dominant

method in FOS for sensing of flexible medical devices, the distributed sensing tech-

niques such as the OFDR-based sensor with ROGUE writing is expected to become

more prevalent and be used to fabricate sensors of arbitrary lengths with high spatial

resolution at relatively low costs.
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5.4 Data-Driven Sensing

5.4.1 Motivation and Background

Model-driven approaches require deep understanding of the system followed by

simplifying assumptions to allow modeling of complex systems in a feasible manner.

As such, perfect emulation of the system with a model containing sufficient complexity

to capture the underlying physics of the system is challenging and a cumbersome task.

Another drawback of the traditional model-driven approaches is that key variables

are difficult to measure online due to the complexity of the design and environment

uncertainties. Data-driven methods, however, provide stable and reliable online esti-

mation of these variables based on historical measurements [151,152].

In the context of CMs in MIS, accurate shape sensing and reliable contact detec-

tion capability have been the focus of heavy research in the past years. Several studies

have attempted to tackle these problems by deriving kinematics- or mechanics-based

models (with or without using additional sensors) to detect CM contacts with the

surrounding environment [153–159] and to reconstruct shape [3,22,74,84,116]. These

approaches, however, are specific to the particular design of CM and used sensors and

thus require burdensome model development for the distinct system under study. To

minimize the effort in developing system-specific calibration devices (e.g. 3-D printed

jigs) and models with simplifying assumptions, we propose and develop data-driven

model-independent approaches to tackle shape sensing and contact detection of CMs

112



CHAPTER 5. SENSING ALGORITHMS

by extracting meaningful information from the structure of the embedded FOS data.

In the context of surgical applications, another advantage of such approaches is that

the data-driven model can be established by fast preoperative data collection and

training as discussed in this chapter.

5.4.2 Distal-end Position Estimation (DPE)

As described in Section 5.3.2, the common model-driven technique for shape sens-

ing and DPE using FOS is to find the curvature at discrete locations, interpolate and

extrapolate curvature along the length of the sensor, compute slopes and reconstruct

the shape from proximal to distal end (base to tip) by integration [84, 106, 118]. For

a distributed sensor with high resolution such as the OFDR-based one described in

Section 4.5.1.2, the model-driven can recover the shape reliably. For low resolution

sensors such as FBG-based sensors (Section 4.4.2) with limited number of sensing

points, however, this method becomes susceptible to curvature estimation errors. In

particular, the downsides associated with the model-driven shape reconstruction ap-

proach include:

1. It relies on many geometrical assumptions about the sensor or CM design.

2. It requires extraneous calibration procedures for system parameter identifica-

tion.

3. Due to limited number of active sensing locations on the fibers, the method is
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prone to error propagation during integration and shape reconstruction.

4. It uses only a subset of FBG measurements located at a particular active area

cross section for estimation of local curvature.

5. Due to the proximal to distal end integration approach for shape reconstruction,

the error is accumulated toward the distal end, resulting in poor DPE accuracy

for sensors with low spatial resolution.

To address the drawbacks associated with the conventional model-dependent shape

reconstruction approach, we introduce a new data-driven paradigm for reconstruct-

ing the CM shape and DPE. We define the problem of CM shape reconstruction as a

supervised regression problem for estimating the CM distal-end position, followed by

an optimization problem that reconstructs the shape of the manipulator. The input

to this algorithm is the sensory data obtained from the embedded FBG sensor and

the output is the DPE as well as the reconstructed shape. Similar to other supervised

learning algorithms, the proposed method consists of an offline dataset creation step,

during which the sensory data is labeled with correct distal end position. Three dif-

ferent supervised machine learning algorithms (linear and nonlinear) are incorporated

and trained on the collected dataset to learn the mapping from FBG measurements to

CM’s distal end position. This information is then passed to an optimization problem

that reconstructs the shape of the CM.

In surgical applications such as the less-invasive treatment of osteolysis, typi-
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cally the goal is to control the distal end of the CM is to target locations in human

anatomy [3]. Accurate DPE is, therefore, critical for precise execution of the surgical

task and enhanced patient safety. One of the major drawbacks of the conventional

model-dependent sensing approach outlined in Section 5.3.2 is that the DPE is a

byproduct of the shape reconstruction algorithm after integration of curvature infor-

mation from proximal to distal end of the sensor. Consequently, the reconstruction

error propagates toward the distal end of the manipulator. This error can be reduced

with high spatial resolution sensors such as distributed sensors (OFDR-based sensors)

or multi-point sensors that contain several FBG active areas along the length of the

sensor. For FBG sensors containing only a limited number of active areas, however,

the error propagation is more apparent. To remedy this problem in low spatial res-

olution FBG sensors, we introduce a novel data-driven paradigm for reconstructing

the CM shape and DPE using supervised machine learning methods. The paradigm

consists of two steps:

1. DPE step: estimating the CM distal end position using a supervised regression

learning model with FBG measurements as input.

2. Shape reconstruction step: reconstructing the shape of the CM via an optimiza-

tion approach using the DPE from step (1) as input.

For the DPE step, we aim to find a regression model that predicts the CM’s distal end

tip position in 3-D, given a set of raw FBG wavelength data along the sensor. This
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can be formulated as the following regression problem with the FBG measurements

(λ) as the independent variables and the CM distal position (p) as the dependent

variables:

p = Ψ(λ, β) (5.7)

where p ∈ R3 is the 3-D position of the CM tip, λ ∈ Rm is the vector containing the

raw wavelength data of the m FBG nodes on the sensor, β is the vector of unknown

parameters, and Ψ : Rm → R3 is the regression model that predicts the CM 3-D tip

position, given the wavelength information of the complete set of FBG nodes on the

sensor at any given time. Of note, the effect of temperature change and common axial

force in sensor readings for a single cross section can be eliminated by subtracting the

common mode from Bragg wavelength shift of each sensor, as proposed in [160,161].

Additionally, to avoid sensitivity of the data-driven algorithm to scale of the input

features, we apply a normalization (standardization) to the sensor measurements to

achieve a data distribution with mean of zero and standard deviation of one:

λ̂n =
λn − E[λn]√
V ar[λn]

(5.8)

where E is the expected mean, V ar is the variance and λ̂n is the normalized mea-

surement input to the model at time step n. Depending on the degrees of freedom

of the CM, complexity of the environment, and the shapes that the CM can obtain,

different regression models could be incorporated to capture the unknown parameters
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β. We hereby propose, describe and evaluate three different models for this purpose:

1) linear least square model, 2) DNN, and 3) TNN.

5.4.2.1 Linear Regression

Linear regression is a common regression method that models the dependent vari-

ables as a linear combination of the unknown parameters. The DPE can be modeled

as a least squares optimization problem:

min
B

N∑
n=1

r2
n = min

B
‖ΛB − P‖2

2 (5.9)

where rn is the residual error for the nth observation, Λ ∈ RN×m is a stack of N

observations of the m FBG node data, P ∈ RN×3 is the stack of N ground truth

CM distal end position observation data, and B ∈ Rm×3 is the matrix of unknown

parameters. Using (5.9), the regression model can be trained preoperatively on N

observations of the FBG and ground truth data to find the unknown parameters B

using the generalized inverse:

B = (ΛTΛ)−1ΛTP (5.10)

The trained model can then be used intraoperatively to predict CM tip position

values given the current FBG wavelength data:

p̂n = BT λ̂n (5.11)
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where p̂n is the predicted the CM distal end position, given the normalized FBG

wavelength nth data observation (λ̂n).

5.4.2.2 Deep Neural Networks (DNNs)

DNNs are becoming popular due to their increased flexibility to fit complex models

compared to traditional regression methods. Unknown parameters in the DNN model

can be trained end-to-end in a data-driven manner through backpropagation. We

define the trainable parameters in the DNN as W =
{
W (i)

}L
i=1

for W (i) ∈ RFi×Fi−1

with a corresponding bias vector b(i) ∈ RFi , where i is the layer index and Fi is the

layer size hyperparameter. For normalized raw FBG wavelength data vector at the

nth observation, λ̂n ∈ Rm, we compute activations E =
{
E

(i)
n

}L
i=1

for E(i) ∈ RFi with:

E(1)
n = f(W (1) · λ̂n + b(1)), (5.12)

E(l)
n = f(W (l) · E(l−1)

n + b(l)), (5.13)

where f(·) is the Rectified Linear Unit (ReLU) non-linear activation function, l ∈

{2, ..., L} are the second to the last layer of the network and F0 = m. The DNN

output is the corresponding nth CM distal end position p̂n ∈ R2. We use Mean

Squared Error (MSE) as loss function to optimize ‖p̂n − pn‖2
2, where pn ∈ R2 is the

ground truth tip position observation. Fig. 5.9 illustrates the architecture design of

the DNN.

118



CHAPTER 5. SENSING ALGORITHMS

Figure 5.9: Top: DNN architecture. λn is the raw FBG vector at the nth observation.
p̂n is the network output CM tip position. Hyperparameters of the fully connected
layers are listed under each block. Bottom: TNN architecture. The concatenation
process is illustrated with the time-series data.

5.4.2.3 Temporal Neural Networks (TNNs)

All the aforementioned models are trained only with individual sensor observa-

tions at a particular time step, without consideration of the time-series information.

In prior work, temporal convolutional networks (TCN) have been proposed to im-

prove video-based analysis models and makes use of time-varying features to make

predictions [162,163]. The intuition behind utilizing a time-series model lies with the

observation that input data features are often changing continuously. In the present

application, the CM manipulation and deformation also occur in a continuous man-

ner. Thus, we take the inspiration from the design of the TCNs to design a TNN for

CM DPE.
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Fig. 5.9 presents the hierarchical structure of the TNN. We follow the above no-

tations and denote the input concatenated feature with respect to time as λ̂cat,n,k =

[λ̂n−k, ..., λ̂n−1, λ̂n, λ̂n+1, ..., λ̂n+k] ∈ Rm×(2k+1), where (2k + 1) is the number of sam-

ples covered in this concatenated feature. The TNN is trained to predict the DPE

corresponding to the middle data sample p̂n. In spite of introducing a small delay in

predictions (in the order of a couple of milliseconds), the intuition behind the pro-

posed embedding of the time-series is to incorporate information about changes in the

sensory data as a result of potential contacts with the environment or stopping the

CM actuation. For the TNN, we use the same MSE loss used in the DNN approach.

5.4.3 Shape Reconstruction

Once accurate estimate of the distal end position of the CM is obtained from the

regression model, the shape of the CM can be reconstructed. To do so, we model the

CM as a series of rigid links connected by passive elastic joints using a pseudo-rigid

body model [77, 164–166]. In particular, the CM in this study can be modeled as a

n-revolute-joint mechanism due to the planar motion of the CM. Depending on the

design of the particular CM, spherical joints can also be assumed for the CM in a

general case. At any given instance, the DPE (p̂) output from the regression model

(Section 5.4.2) is passed as input to the constrained optimization (7.12) to solve for

120



CHAPTER 5. SENSING ALGORITHMS

the joint angles and consequently the shape is reconstructed:

minimize
Θc

‖p̂− f(Θc)‖

subject to Θc ≤ Θmax

fx = d.(
n∑
i=1

sin(
i∑

j=1

Θj))

fy = d.(
n∑
i=1

cos(
i∑

j=1

Θj))

(5.14)

where Θc ∈ Rn is the CM joint angles from the pseudo-rigid body model, d = Lc/n

is the distance between two consecutive joints, f(Θc) : Θc → R2 is the CM forward

kinematics mapping from joint space to task space, and Θmax is the maximum angle

each joint can take, which can be determined experimentally [22]. There is a trade-off

between choosing a more complex pseudo-rigid body model (large number for n) and

the computational complexity of (7.12).

5.4.3.1 Experiment Design and Evaluation Criteria

Similar to the experiments described in Section 5.3.2, the FBG-based sensor con-

taining three fibers each with three active area placed on the notched NiTi substrate

integrated with the CM was used for the evaluating the performance of the pro-

posed approaches when limited number of sensing points are available. Inspired by

CM motions in a MIS surgical procedure, two sets of experiments were considered

and the shape reconstruction and DPE from both model-dependent and data-driven
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paradigms were evaluated and compared. In the first case, the CM was bent in free

environment to large curvatures up to κ = 50 m−1 (corresponding to 20 mm radius

of curvature). To simulate the real scenario of the using the CM during surgery, we

performed these experiments both in presence and absence of a flexible debridement

instrument embedded in the CM open lumen (internal disturbance), as described

in Section 3.4.3. In the second case, 3-D printed obstacles (external disturbance)

were distributed at 8 different locations along the body of the CM in its workspace

(Fig. 7.16). Presence of obstacles enforced the CM to take on more complex shapes

compared to free environment bending, resulting in more challenging shape sensing

problems. These experiments were designed to imitate the behaviour of the CM in

real surgical scenarios, where presence of obstacles such as bone, tissue, organs, etc.

is inevitable.

In each experiment, the CM started from its straight pose and the actuating cable

was pulled for a maximum of 7 mm to bend the CM. The CM cables were actuated

with a velocity of 0.2 mm/s to obtain training data with high resolution. To test

generalization capability of the data-driven approach to the unknown location of the

obstacles, a K-fold cross validation technique was used to evaluate the performance

by splitting the data to training and validation sets. Particularly, each experiment

was separately chosen as the validation experiment and the models were trained on

the remainder of the experiments to evaluate the generalization of the models in

predicting unseen sensory data of the validation experiment.
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Body

Actuation Cable

Figure 5.10: Experiments: (a-h) CM bending in constrained space in presence of
internal disturbance (flexible tool) and external disturbance (obstacles at various
locations), (i) CM bending in free environment, (j) demonstrating the the location of
obstacles relative to the CM in cases a through h.

5.4.3.2 Experimental Setup

For conducting the experiments, an experimental setup similar to that of Fig. 5.3

was used. To generate the ground truth shape, red markers were attached to the

center-line of the CM that were tracked by the stereo camera pair. FBG data was

streamed by the same optical sensing interrogator (Micron Optics sm 130) at a fre-

quency of 100 Hz, while the images from the stereo pair camera system (Flea2 1394b,

FLIR Integrated Imaging Solutions Inc.) were obtained at 30 Hz frequency. The

thread-safe mechanism from open source C++ cisst-saw2 [149,150] was used to record

the data for each of these sensor sources in parallel, using a separate CPU thread for

2Code repository located at https://github.com/jhu-cisst/cisst-saw
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each source. All the data was time-stamped and pre-processed during the training

phase to choose the FBG data that corresponds to each image pair sample, since

the FBG data was streaming at a higher frequency. All experiments were run on a

computer with an Intel 2.3 GHz core i7 processor with 8GB RAM, running Ubuntu

16.04.

5.4.3.3 Network Training Hyperparameters

Both the DNN and the TNN were trained with learning rate of 1.0 × 10−3 and

batch size of 128, determined experimentally yielding best performance. We used the

Adam optimizer [167] with a weight decay of 1.0×10−5. Fig. 5.11 presents an example

of the reduction of the loss function during training and validation of the DNN model

as the number of epochs evolve. Of note, the concatenation feature length 2k + 1 in

the TNN model controls how much temporal information is included for prediction.

The k value was chosen experimentally as 5. Thus, a concatenation feature covers

2k + 1 = 11 samples in the TNN model.

5.4.3.4 Results and Discussion

A summary of the performance of the data-driven and sensor-model-dependent

approaches in shape sensing and DPE is presented in Table 5.4. In particular, using

the DNN, TNN, linear regression, and the sensor-model-dependent model, the mean,

standard deviation, and maximum error for shape reconstruction and DPE in both
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Figure 5.11: Loss function during training and validation.

constrained spaces and free environment are presented. Inspired by orthopaedic ap-

plications, the CM was equipped with a flexible instrument during the constrained

space experiments with obstacles, while the free environment experiments were per-

formed both in presence and absence of the flexible instrument. From a shape sensing

and DPE perspective, the presence of a flexible instrument is regarded as internal dis-

turbance while the presence of obstacles in the surrounding of the CM is regarded as

external disturbance. The last three columns of the table demonstrate the average

errors observed in the constrained cases (in presence of obstacle) as well as the free

environment with and without flexible instruments. A comparison of the DPE results

reveals that the DNN model achieves better generalization and outperforms the other

models on average with sub-millimeter accuracy performance in constrained and free
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Table 5.4: Comparison of results for model-dependent and data-driven dpe and shape sensing in free and constrained
environments. All units are millimeter.

Method Obs a Obs b Obs c Obs d Obs e Obs f Obs g Obs h Obstacles Free (Tool) Free (No Tool)

Shape

DNN

Mean 0.32 0.89 1.16 0.49 0.39 0.48 0.53 0.90 0.64 0.65 0.67

Std. 0.21 0.60 0.71 0.32 0.25 0.22 0.29 0.50 0.28 0.35 0.52

Max 0.65 1.74 1.95 1.22 0.81 0.65 0.98 1.51 1.95 1.16 1.22

TNN

Mean 0.37 0.82 1.10 0.58 0.40 0.48 0.49 0.62 0.61 0.72 0.65

Std. 0.24 0.55 0.83 0.42 0.25 0.28 0.27 0.32 0.23 0.48 0.36

Max 0.70 1.70 2.27 1.25 0.76 0.84 0.93 0.98 2.27 1.31 1.65

LIN

Mean 0.32 0.73 0.81 0.54 0.40 0.40 0.62 0.77 0.57 0.66 0.62

Std. 0.22 0.46 0.98 0.78 0.25 0.19 0.36 0.41 0.18 0.36 0.45

Max 0.66 1.52 2.74 1.74 0.84 0.65 1.19 1.31 2.74 1.24 1.44

MODEL

Mean 0.23 1.14 0.78 1.08 0.32 0.42 1.07 1.24 0.78 1.67 1.30

Std. 0.12 1.13 0.84 0.63 0.19 0.28 0.62 0.67 0.38 0.96 0.72

Max 0.41 3.19 2.40 2.14 0.57 1.03 2.20 2.19 3.19 3.20 2.45

DPE

DNN Error 0.23 0.48 0.16 1.22 0.36 0.38 0.93 1.11 0.61 0.11 0.78

TNN Error 0.23 0.64 1.72 0.50 0.52 0.34 0.93 0.78 0.71 0.28 0.68

LIN Error 0.21 0.98 2.74 0.87 0.32 0.13 0.49 1.31 0.88 0.29 0.86

MODEL Error 0.41 3.19 2.40 2.14 0.57 1.03 2.21 2.19 1.76 3.20 2.45
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spaces. The linear and TNN model also show relatively good performance, while the

sensor-dependent-model approach can lead to DPE with maximum error as high as

3.20 mm and 3.19 mm in large deflection bendings of the CM in presence of internal

and external disturbances, respectively. For the experiments with presence of obsta-

cles (external disturbance), the maximum observed DPE error using the DNN, TNN,

linear, and sensor-model-dependent approach is 1.22 mm, 1.72 mm, 2.74 mm, and

3.19 mm, respectively.

The slightly superior performance of the DNN compared to the TNN in maximum

reported errors (maximum CM bend) can be explained by noting that the network

mostly experiences continuous changes in data during motion of the CM, whereas

there is only one appearance of a motion stop in each experiment (at maximum CM

bend). Given the limited number of data associated with motion stops, the TNN

model may not be able to predict the stops and as a result may slightly overshoot the

predicted DPE. Such behaviour could be mediated by either adding more stop/motion

occurrences in the data set or by incorporating action information (e.g. actuation

cable displacement or motor current) in the input to the network.

Fig. 5.12 shows the shape reconstruction results using the four approaches and

their comparison with the ground truth data obtained from the markers attached to

the CM. Fig. 5.12(a), 5.12(b), and 5.12(c) correspond to the shape reconstruction in

presence of obstacle, free environment with embedded flexible tool, and free environ-

ment without flexible tool, respectively. Fig. 5.12(d), 5.12(e), 5.12(f), demonstrate
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Ground Truth 
Markers

(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.12: Shape reconstruction results using the DNN, TNN, linear, and model
methods for (a) experiment with obstacle, (b) free environment experiment with
tool, (c) free environment experiment without tool. FBG measurements and the
corresponding samples (stars) associated with the reconstruction results are shown in
(d), (e), and (f).
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the evolution of the 9 FBG measurements over the course of the experiments as well

as the sample number used for shape reconstruction starting from straight pose of

the CM all the way to maximum bend in each experiment.

Quantitatively, the shape reconstruction results are shown in Fig. 5.13, where the

mean, standard deviation and maximum errors in shape reconstruction using each

method are plotted in constrained environment, free environment with flexible tool,

and free environment without flexible tool, respectively. It can be observed that the

sensor-model-dependent approach yields to maximum shape deviation of 3.20 mm and

2.45 mm from the ground truth markers in free environment with and without flexible

tool, respectively. The increased error in presence of flexible tool can be explained

by the variations that the flexible tool may impose on the local curvature profile of

the CM which may not be captured by the limited number of sensing nodes along

the length of the sensor. Moreover, the model-dependent approach results in average

maximum error of 1.76 mm in all obstacle cases, with the worst performance in case

of obstacle (b) with 3.19 mm maximum error. For the data-driven approaches, the

DNN model outperforms the TNN and linear model with smaller maximum shape

deviation error in comparison. For the obstacle cases, the DNN, TNN, and linear

models yield maximum shape deviation error of 1.95 mm, 2.27 mm, and 2.74 mm,

respectively. For the free environment with and without the presence of tool, all three

methods result in similar accuracy performance, with the DNN model showing slight

superior performance over the TNN and linear model.
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(a)

(b)

(c)

Figure 5.13: Comparison of the absolute shape error using the DNN, TNN, linear,
and model methods for (a) all the experiments with obstacles, (b) free environment
experiments with tool, (c) free environment experiments without tool.
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The CM used in this study is a non-constant curvature CM, which makes the

modeling of the CM and sensor more challenging due to more complex underlying

behaviour. An overview of the previous studies (Table 5.3.1) reveals that compared

to other studies where the fibers are directly attached to the CM or the backbone,

the integration of the FBG sensor into the side lumens of the manipulator used

in this study further increases the modeling complexities. As such, a data-driven

approach could be beneficial by skipping the step for making several geometrical

assumptions. In addition, a segment by segment shape reconstruction in conventional

model-dependent methods suffers from error propagation especially in CMs with large

deflection (similar to the CM used in this study), since any inaccuracy in curvature

estimation at cross sections close to the base of the CM will establish an incorrect

direction for the remainder of shape reconstruction, causing inaccurate DPE.

While previous studies have demonstrated valuable insight into the design consid-

erations of the FBG sensor and integration into different CMs, they have not provided

thorough evaluation experiments on the shape sensing method accuracy in practical

cases. The comprehensive results presented in this study can therefore be used as

a baseline for the performance and accuracy of the FBG-based shape sensing with

limited number of sensing locations for CMs with large curvature bending in free and

constrained environments. Moreover, the proposed data-driven approaches for DPE

and shape reconstruction have proven valuable for such manipulators. One reason

for this outperformance is that on the contrary to the conventional shape reconstruc-
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tion methods where only wavelength information of a few FBG nodes at a certain

cross section are used to predict curvature locally, in the data-driven approach, the

wavelength information of all FBG nodes on the sensor are incorporated into the

model during each tip position prediction. Of note, the data-driven method can also

be applied to CMs with multiple backbones by incorporating separate data-driven

models for each segment and subsequently estimating the distal end position of the

next segment.

One important aspect of the data-driven approaches lies at the creation of the

dataset, as with any supervised machine learning approach. While this can be con-

sidered an additional step in preparation and use of the sensor, the benefit of learning

the parameters from real data rather than imperfect geometrical and mechanical as-

sumptions and conjectures, outweighs the hardships associated with dataset creation.

Additionally, for the conventional mechanics-based model-dependent approaches also

a calibration experiment of some sort must be performed. The calibration could

be meant for establishing a wavelength-curvature relationship or estimating some of

the parameters present in the model (system identification). For the data-driven

approaches, the average required time for collecting the data associated with each

experiment in this study was less than one minute. As a result, a combination of e.g.

10 experiments could be done in the order of 10 to 15 minutes. Of note, in a practical

setting (e.g. surgical scenario), the required data for the data-driven approach can

be generated on the fly by articulation of the CM (and consequently the embedded
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FBG sensor) and incorporation of an external source of information such as X-ray

or camera images. In another scenario, a baseline data-driven model could be estab-

lished preoperatively, while the model is updated intraoperatively as additional data

(such as ground truth data from intermittent X-ray) is incorporated into the model

for updating the network parameters (weights).

Fault tolerance is the property that enables a system to continue operating prop-

erly in the event that some of its components fail [168]. A fault-tolerant design enables

a system to continue its intended operation, possibly at a reduced level, rather than

failing completely, when some part of the system fails [169]. Optical fibers used for

CM sensing applications are delicate and susceptible to damage from excessive strain

or contact with sharp objects. In the context of medical applications, therefore, it is

important for the patient safety that the sensor can still function in case of partial

failure (e.g. fiber damage) so that appropriate system recovery procedure can be fol-

lowed. The model-driven sensing approach described in Section 5.3.2 requires at least

three optical fibers (three FBGs at each active cross section) to detect curvature and

consequently reconstruct shape. As such, failure of even one fiber in the sensor as-

sembly results in total breakdown. The data-driven method, on the contrary, can still

estimate CM’s distal-end position in 3-D with fewer than three fibers. This can be

beneficial in case one or two fibers malfunction or get damaged during the operation.

Such occurrences could be detected by the interrogator device whenever the number

of detected peak signals do not match the number of FBG nodes on a single fiber.
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Table 5.5: Fault tolerance capability in CM DPE. Units are millimeters.

Fibers Mean Std. Max

Model-driven 3 1.52 0.67 3.63

Data-driven 3 0.11 0.10 0.62

Data-driven 2 0.30 0.16 1.01

Data-driven 1 1.98 1.13 4.62

Table 5.5 summarizes the results obtained from TPE using the conventional model-

dependent approach and the data-driven regression method using different number of

FBG fibers. It can be concluded that the data-driven method not only improves per-

formance compared to the conventional model-dependent method, but is still capable

of estimating the tip position in absence of one or two FBG fibers as well.

5.4.4 Collision Detection

5.4.4.1 Background and Motivation

Compared to conventional rigid-link robots, CMs exhibit higher dexterity, flexi-

bility, compliance, and conformity to confined spaces, making them suitable for min-

imally invasive interventions. Examples of the use of CMs in medical applications

include, but not limited to neurosurgery [170], otolaryngology [6], cardiac [4], urol-

ogy [171], and abdominal [5] interventions. In these medical interventions, the CM

may be used for steering in curvilinear pathways, manipulating tissue, or merely as

a flexible pathway for navigation of flexible instruments to a desired surgical site, all
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of which accentuating the necessity of detecting CM collision or contact with bone,

tissue, or organs.

Detecting CM collisions with the environment is of great to enhance safety. This

problem has been studied in the literature. In [155], CM collisions were detected by

monitoring the distance between expected and the actual instantaneous screw axis of

motion, measured from the unconstrained CM kinematics model and electromagnetic

(EM) sensory information, respectively. In [172], collisions were detected by obtaining

the exact model of a continuum manipulator featuring multiple constant-curvature

sections and a modeled object using polygonal mesh. In [153], two model-dependent

approaches were presented: 1) using the deviation of joint forces from the nominal

CM model, and 2) using a modified CM kinematics model to detect contacts. These

studies, in addition to sensory information, required exact modeling of the CM or

objects, relying on geometrical assumptions and properties specific to the choice of

continuum manipulator.

This study aims at enhancing safety during teleoperation or autonomous control

of CMs in proximity of sensitive organs in confined spaces. We propose a data-

driven machine learning algorithm that solely relies on data from any already-available

sensor, independent of the CM kinematics model, without any prior assumption or

knowledge regarding the geometry of the CM or its surrounding environment. The

key idea behind our proposed method is to define the problem of collision detection as

a classification problem, with sensory information as the input, and occurrence/no-
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occurrence of CM collision with the environment as the output classes. A machine

learning model is trained preoperatively on the sensory data from the CM, and is

then used intraoperatively to detect collisions with the unknown environment. This

information can then be conveyed to the surgeon as audio or haptic feedback to

safeguard against potential trauma and damage to sensitive organs. We implement

our proposed method on the CM used in this thesis which is equipped with the

notched NiTi substrate FBG-based sensor for shape estimation. Using the proposed

method, the FBG sensor will serve as a dual-purpose simultaneous shape sensor and

collision detector, preserving CM small size from additional sensors.

5.4.4.2 Data-Driven Collision Detection

Most conventional CM collision detection algorithms are physics- and geometric-

based models. These approaches may lead to very complex models that do not accu-

rately detect collisions. This might be in part due to the lack of knowledge of reliable

physical models of the components, and/or due to lack of knowledge of the topology

of interacting components. To this end, we propose a data-driven approach to directly

identify a collision detection model for CMs based on empirical data. In particular,

we formulate the problem of collision detection as a supervised classification problem

with two classes: collision, and no collision. The input to this method is the sensory

data obtained from the CM and the output is the corresponding class of collision.

Similar to other supervised learning algorithms, the proposed method consists of an
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Figure 5.14: Experimental setup and the proposed framework: preoperative phase
involving model training using sensory data and camera images, and intraoperative
phase for collision detection and sonification using only sensory data.

offline dataset creation step during which, the sensory data is labeled with correct col-

lision class. A supervised machine learning model is trained on the collected dataset

to learn the nonlinear mapping from sensory data to the appropriate class of collision.

The trained model is optimized by tuning the hyper-parameters via a K-fold cross

validation by splitting the data to training and validation sets. Performance of the

tuned model is then evaluated on unseen test data from CM collisions with obstacles

with different stiffness and properties (hard and soft), placed at random unknown

locations relative to the CM. Fig. 5.14 demonstrates the proposed framework.
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5.4.4.3 Dataset Creation

To create an appropriate dataset, a vision-based algorithm based on a connected

components labeling algorithm [173] is used to segment preoperative images captured

via an overhead camera looking at the CM and the surrounding obstacles. The

images are first converted to binary format by applying appropriate thresholds. An

erosion morphological operation [174], followed up with a dilation, both with small

kernel sizes are applied to the binary image to remove potential background noise

and ensure robust connected region detection. The connected components labeling

algorithm then segments the binary image to distinguish between the background,

the CM, and obstacles present in the scene. A particular sensor sample is labeled

with the collision class, if the CM and the obstacle form a connected region in the

corresponding image frame. Fig. 5.15 indicates the segmented regions in collision and

no collision instances during the training phase.

To follow a simple and easy-to-repeat dataset creation procedure, a random-sized

oval-shaped obstacle was 3D-printed and placed in five random locations in the CM

surrounding volume. The CM was then actuated to collide with the obstacles, while

capturing synchronized sensory data and overhead camera images. The captured

images were then segmented using the vision-based algorithm to generate the corre-

sponding collision labels.
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Figure 5.15: Image collision labeling based on number of connected components. Top
and bottom rows demonstrate no collision and collision labels, respectively.

5.4.4.4 Gradient Tree Boosting

Gradient boosting is a powerful machine learning technique for classification and

regression problems. It builds a model in a sequential way and combines an ensemble

of relatively weak simple models (base learners) [175]. Let {xk}Nk=1 be a sequence

of observations, where xk ∈ Rn (n is the number of FBG sensory data at frame k)

represents the observation at frame k. Let yk be their corresponding labels (1 colli-

sion, 0 no collision). Given the training data, we train a gradient boosting classifier

with decision trees as base learners (gradient tree boosting) to detect collision. The

classifier scores can be used as probability of predicting collision. It should be noted

that gradient tree boosting, similar to most other ensemble models, are less likely to
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overfit to training data which are suitable for generalization of the model to different

obstacles placed at unseen locations. Algorithm (1) shows the training of the gradient

boosting classifier by combining an ensemble of weak learners.

5.4.4.5 Real-time Sonification

Visual feedback is one of the most common means of conveying information to the

surgeon during surgery. However, augmentation of this feedback method with many

sources of information is prone to the risk of missing crucial information [176]. Partic-

ularly, during teleoperation and control of CMs in confined spaces, the visual feedback

may be compromised by occlusion or miss-interpretation due to cluttered background;

increasing the risk of damaging sensitive organs or tissues. As a workaround to these

challenges, we convey the information associated with the collision detection via soni-

fication, i.e. the use of non-speech audio to convey information. More specifically, the

probability of collision occurrence (classifier scores) are used to alarm the user (sur-

geon) if the CM is in contact with the environment. A threshold of 80% certainty is

applied to the classifier prediction outputs to only notify the user when the algorithm

is confident that the CM is colliding with its surrounding.

5.4.4.6 Experiment Design

To create the dataset explained in Section 5.4.4.3, we 3-D printed an oval-shaped

obstacle from plastic ABS material, placed it at five random locations around the
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Algorithm 1: Gradient Boosting Classifier Training

Input : Training set {(xk, yk)}Nk=1

Differentiable loss function L(y, F (x))

Number of iterations M

Output: Trained model, F (x) for collision classification

1 Initialize model with a constant value: F0(x) = argmin
γ

N∑
k=1

L(yi, γ)

2 for m = 1 to M do

3 for i = 1 to N do

4 Compute pseudo-residuals: rk,m = −
[
∂L(yk, F (xi))

∂F (xi)

]
F (x)=Fm−1(x)

5 end

6 Fit a base (weak) learner hm(x) to pseudo-residuals, i.e. train using the

training set {(xk, rk,m)}Nk=1

7 Compute multiplier γm by solving:

γm = argmin
γ

N∑
k=1

L(yk, Fm−1(xk) + γhm(xk))

8 Update the model: Fm(x) = Fm−1(x) + γmhm(x)

9 end
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CM body, and collected the sensory data and overhead images, which we refer to as

offline dataset. This dataset was the baseline for training and tuning the collision

detector. Additionally, to evaluate the trained collision detector’s performance and

robustness on unseen data, we designed experiments that involved CM collisions with

objects with different shapes and stiffness, such as soft gelatin, sponge foam, and also

plastic ABS, but placed at locations different from the ones in the offline dataset,

and also hand collisions at various points along the CM body.

5.4.4.7 Experimental Setup and Software

Fig. 5.14 demonstrates the used experimental setup. Similar to the shape sensing

experiments (described in Section 5.3.2), a first generation actuation unit was used to

mount and actuate the CM. The CM was similarly equipped with the fiber optic sensor

consisting of three fibers each with three FBG nodes attached to the 0.5 mm OD NiTi

substrate. A single Flea2 1394b (FLIR Integrated Imaging Solutions Inc.) camera

was used to capture the overhead images for dataset creation. Model training and

testing were programmed in Python using Scikit-learn open source library [177], and

UDP communication transferred the trained model’s output data to Max/MSP [178]

(Cycling ’74, San Francisco, USA) for sonification. FBG data and camera images are

streamed and recorded at 100 Hz and 30 Hz, respectively.
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Figure 5.16: Regularization via shrinkage and subsampling to avoid overfitting and
enhance generalization. X and Y axis correspond to boosting iterations and loss on
test data, respectively.

5.4.4.8 Results

To establish a baseline for optimal collision detection performance, the boosting

tree hyper-parameters such as learning rate, number of max features, max depth, and

boosting iterations (number of estimators) were tuned by running a randomized k-fold

cross-validation on the offline dataset. To avoid overfitting to the particular offline

dataset, and to enhance generalization to future unseen observations, we explored

different regularization techniques such as shrinkage (learning rate < 1), stochastic

gradient boosting (subsample < 1), and variation on maximum number of features

(using all or log2 of the features). An initial a k-fold (k = 4) validation on different

number of estimators ({100, 250, 500}) and max depths ({3, 5, 7}) yielded optimal

performance with these parameters set to 500 and 3, respectively.

Fig. 5.16 demonstrates the performance results on the offline dataset with 57000

samples for five experiments, over 500 boosting iterations, with max depth of 3, and
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Table 5.6: K-fold (k = 4) cross validation results for hyper-parameter tuning.

Learning Rate 0.2 0.6 1

Max Features all log2 all log2 all log2

Sub-Sample 1.0 0.2 1.0 0.2 1.0 0.2 1.0 0.2 1.0 0.2 1.0 0.2

Mean Accuracy (%) 97.8 97.8 97.7 97.5 97.7 98.2 98.6 98.0 97.0 93.5 82.1 97.9

Std. Deviation (%) 0.05 0.07 0.07 0.03 1.48 0.14 0.04 0.20 2.06 6.95 18.0 0.23

Training Time (s) 108.0 65.3 47.5 40.4 94.7 64.2 46.1 40.0 77.9 64.5 41.9 37.9
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with different combinations of learning rates ({1, 0.8, 0.6, 0.4, 0.2}) and subsampling

values ({1, 0.2}). It is observed that shrinkage yields improvements in model’s gener-

alization ability over gradient boosting without shrinking (left figure). Additionally,

subsampling can increase performance when combined with shrinkage (right figure

and Table 5.6). Table 5.6 summarizes boosting tree performance results for various

combinations of learning rates, subsampling values, number of maximum features,

and training times. Comparing the results, the optimal hyper-parameters (shown in

bold font in table 5.6) are chosen to maximize the k-fold mean accuracy and minimize

the standard deviation of performance among all combinations of training and testing

sets in a k-fold split. The performance of this optimized model is then evaluated on

unseen data in real-time collisions with hard and soft objects different from the ones

in the offline dataset, placed at new locations around the CM.

Fig. 5.17 indicates successful CM collision detection with hand, gelatin, and foam.

The collision probabilities from the gradient boosting collision detector with 9 FBG

sensory data as input are shown and compared to ground truth collisions from the

overhead camera. Of note, the time needed for offline dataset collection is within a

few minutes, depending on the number of locations for obstacle placement during the

training phase.
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a) b) c)

Hand Gelatin Foam

Figure 5.17: Real-time collision detection on unseen data (unknown obstacle stiffness
and location). CM collides with (a) hand (b) soft gelatin phantom, and (c) soft
sponge foam.

5.4.4.9 Discussion

We proposed a data-driven machine learning approach to collision detection in

CMs without prior models, using only the available sensory data such as FBG. The

proposed framework consisted of a preoperative offline training and tuning step via

k-fold cross validation on a dataset created with a 3-D printed object placed at five

locations around the CM, and an intraoperative online collision detection step, as

well as sonification, during which only the FBG data was fed to the trained model.

Results demonstrated successful detection of collisions on unseen data in constrained

environments with soft and hard obstacles of different properties and unknown loca-

tion.

It should be noted that other types of sensors (e.g. EM tracking) could be substi-
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tuted for FBGs, since the algorithm only relies on the raw sensory data. Additionally,

even though the CM used in the experiments is restricted to planar bending, the FBG

sensor is capable of detecting 3-D motions (since using three fibers), therefore, the

method could potentially be extended to 3-D manipulators. Such collision detection

algorithm could enhance safety in minimally invasive interventions where the CM is

operating in confined cluttered spaces near sensitive organs.

The demonstrated collision detection technology could be incorporated in teleop-

eration or autonomous control of CMs. In a teleopration (direct control) setting, the

classifier scores could be conveyed to the surgeon via visual or auditory feedback. In

an autonomous system, on the other hand, the data could be fed to the controller as

feedback for potential switching of the control scheme (e.g. from position control to

impedance control).

5.5 Conclusion

In this chapter, we evaluated both FBG- and OFDR-based FOS during model-

driven shape reconstruction of the CM in free and constrained environments. While

the OFDR-based technique demonstrate superior performance in recovering complex

shapes due to higher spatial resolution, the limitations associated with the interroga-

tor device restrict full adaptation of these sensors for real-time application use. The

FBG-based sensors and the associated interrogators, on the other hand, are currently
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well established and better suited for practical system development. The data-driven

methods proposed in this chapter, can make up for the lower spatial resolution of the

FBGs by incorporating empirical data to estimate a more accurate model for sensing.

We proposed several data-driven regression models for DPE, shape sensing, and

contact detection of the CM with large deflections without requiring any prior assump-

tions about the sensor or CM. Results exhibited accuracy improvement especially in

large deflections compared to the conventional model-dependent approach. This im-

provement could be explained as a result of making no assumptions regarding the

sensor’s geometry, as well as simultaneously using all FBG nodes on the sensor to

estimate the CM tip position, rather than only a few at specific cross sections. In

addition, using the data-driven approach, even with fewer than three fibers the FBG

sensor could still be functional in estimating the CM tip, in case of fiber malfunction

or damage during surgery (fault tolerance capability).

It should be noted that the proposed data-driven methods are independent of the

sensor modality (e.g. stereo cameras) used for obtaining off-line true CM shape infor-

mation that is fed to the regression models during the training phase. For instance,

medical imaging modalities such as X-ray images could be incorporated in a surgical

setting to generate the ground truth data for training. Even though in this chapter,

we investigated several data-driven models with complete off-line training steps, an

online training procedure could also be used to feed the ground truth data and update

the model parameters on the fly as for instance, X-ray images are obtained. In this
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approach, a weak pre-trained model from another sensor could be used as a baseline

for training.

The data-driven approaches presented in this chapter demonstrated successful CM

shape sensing and contact detection capabilities. However, these approaches alone

ignore the fundamental laws of physics and can potentially result in ill-posed problems

or non-physical solutions [179]. Modelling approaches, on the other hand, could reveal

useful information about the underlying physics of the system. Conventionally, fusion

techniques such as variants of Kalman filtering [180,181] were incorporated to combine

a dynamics model and sensory measurements containing statistical noise and other

inaccuracies, in order to estimate the internal state of a dynamic system. In the

context of CM shape sensing, a future direction of research could be the incorporation

of a Kalman filter (or similar probabilistic approaches) to fuse the estimations from

model- and data-driven approaches presented in this chapter.

With the recent advancements in data-driven methods, recently, several studies

have aimed to combine the data- and model-driven approaches to leverage the capabil-

ities associated with each body of work. These studies suggest that the two approaches

could naturally complement each other to create robust predictive models that in-

tegrate data with the underlying physics to manage ill-posed problems [179, 182].

HybridNet [183] is an example of such work that integrates model-based and data-

driven learning to predict evolution of dynamical systems. Omran et al. [184] also

explored unifying deep learning and model-based techniques for human pose and
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shape estimation by integrating a statistical body model within a CNN. These ex-

amples and similar approaches could serve as another future direction of research to

further enhance the accuracy in CM shape sensing and contact detection.

In this chapter, a data-driven technique for contact (collision) detection was intro-

duced and evaluated. This research could be explored further for localization of the

contact points along the body of the manipulator using temporal sensory information

(e.g. a TNN). This can be achieved by introducing additional classes in the super-

vised classification problem where each class is associated with a particular region

along the body of the manipulator. Another beneficial technology is to be able to not

only detect contacts, but to predict the contact force as well. It should be noted that

a body of research exists for model-based FBG-based force sensing in CMs, biopsy

needles and surgical tools [97,161,185–187]. An important direction of future research

is the incorporation of these model-based approaches with a data-driven method to

further enhance the accuracy of estimations.
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Chapter 6

Control

6.1 Motivation and Background

In recent years, continuum manipulators (CMs) have been used for a variety of

applications including locomotion, manipulation, and medical [3, 188, 189]. Several

tasks in these applications require the manipulator to maneuver through a constrained

environment which takes advantage of the flexibility of these manipulators. In oste-

olysis, for instance, the CM may interact with soft and hard tissues with unknown

geometries and physical properties behind the acetabular implant, making the control

problem challenging. With limited prior knowledge of the constrained environment

geometry and possible interactions with unknown obstacles, it is vital to choose ap-

propriate shape sensing technique and control algorithm to successfully guide the CM

to desired target sites. Chapters 4 and 5 thoroughly covered the shape sensing part.
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The motivation behind this chapter is to introduce suitable strategies for closed-loop

control of the CM, given position feedback from the fiber Bragg grating (FBG) sensors

described in the said chapters.

Previously, several kinematic- and mechanical-based models have been developed

for various types of CMs. Many of these strategies assume constant-curvature bending

of the manipulator and/or do not account for interactions with the environment

and their possible effects on the control and kinematics of the manipulator. For

medical applications, control strategies have also been proposed for specific CMs such

as tendon-driven robots [190–196] and precurved concentric tube robots [197–201].

Simaan et al. [190] incorporated kinematic redundancy resolution, which is control in

the null space of the Jacobian to avoid obstacles or maximize dexterity. Mahvash et

al. [191] coupled kinematic and static models, but required knowledge of the wrench

applied at the distal-end of the manipulator. Rucker et al. [198, 199] considered

mechanics-based models that required sensing of the applied wrench. Mahl et al.

[193,194] considered a variable curvature robot and feed-forward Jacobian control, but

did not account for external constraints. Dupont et al. [197] described a Fourier-series

approximation of the forward kinematics allowing an inverse kinematic solution which

enabled real-time position control but did not consider the external environment.

Although most of the mentioned studies have primarily considered free environ-

ment motion of the manipulator, some investigators have begun developing methods

to account for external loads in presence of obstacles in the workspace of the ma-
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nipulator. For instance, Rucker et al. [154, 199] proposed an approach to estimate

contact forces from manipulator deflection and modeled the robot Jacobian using a

mechanics-based approach. Wei and Simaan [202] derived a kinetostatic model for

force sensing and control of a concentric tube robot under distal-end load. Li and

Xiao [203] studied manipulation of a large scale robot in a cluttered environment

assuming known a priori.

To address some of the challenges and complexities associated with model-based

approaches, Yip et al. [204] proposed a model-independent (termed ’model-less’) ap-

proach for controlling a manipulator during interactions with the environment by

continuously updating the robot Jacobian. Their algorithm considered the optimal

control to achieve a desired trajectory, followed by an update of the Jacobian. They

incorporated visual feedback for sensing the manipulator tip position and considered

tension sensors for the actuating cables. Murphy [68] investigated a similar approach

but also incorporated the covariance of the tip position into the algorithm and used

the cable string lengths (i.e., motor encoders) rather than tension force.

Even though both model-based and model-independent approaches have demon-

strated advantages [68,204,205], the criteria for selection and preference of one frame-

work over the other for a particular application is not readily apparent. In this chap-

ter, we test and evaluate both methods on the variable curvature CM designed for

orthopaedic applications and provide some insight into how the two approaches differ.

In consideration of the minimally invasive surgery application and unavailability of
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a direct line of sight, we incorporate real-time feedback from the fiber optic sensors

(discussed in Chapter 5) compared to visual sensing previously used in the literature

for model-less approaches [68,204].

6.2 Contribution

This chapter implements both the model-dependent and model-independent ap-

proaches for controlling the CM in free and constrained environments inspired by

the work of Yip [204] and Murphy [68]. The approaches herein extend the previous

work by proposing a method for identification of the environment rigidity using the

Jacobian estimations and also incorporation of real-time feedback from embedded

FBG sensors, eliminating the need for external visual sensing systems requiring di-

rect line of sight. In addition, this chapter provides a performance comparison of the

two frameworks (model-dependent and model-independent) during CM manipulation

in free and constrained environments. Dr. Ryan Murphy initially implemented the

model-independent algorithm, while the author added several modifications to the

software for optimal performance and integration with FBG sensor feedback. The

author performed all other implementations, experiments and analyses described.

The work presented in this chapter was published in IEEE/RSJ International

Conference on Intelligent Robots and Systems (IROS) 2018 [206]. The remainder of

the work is currently under review at the IEEE Transactions on Mechatronics [63].
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6.3 Control Framework

6.3.1 Model-independent Control

The CM Jacobian (Jc) is a configuration-dependent function that maps the actu-

ation input velocities (l̇) to the end-effector velocities (ẋ):

ẋ = Jc l̇ (6.1)

Using (6.1), for each time step k, the changes in the end-effector position for an

infinitesimal time period can be estimated based on the changes in the actuation

input:

Jkc ≈
∆xk

∆lk
. (6.2)

where ∆lk and ∆xk are the changes in the actuation inputs and the end-effector

displacements, respectively. Considering (6.2), one reasonable strategy for controlling

the CM to a target point is to find the incremental actuation input that moves

the CM end-effector to the target point. Further, real world problems have various

constraints, e.g. the CM actuation input might be subject to some motion constraints.

Constrained control of robotic manipulators have been extensively studied in the

literature [207–210]. We incorporate a similar strategy by formulating the control
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task as the following constrained optimization problem:

minimize
∆lk

‖∆xdes − Jkc ∆lk‖

subject to A∆lk ≤ b

(6.3)

where ∆xdes is the end-effector required tip position displacement to reach the desired

goal point, and A ∈ Rm×n and b ∈ Rm×1 denote m inequality constraints on ∆lk (Rn),

at the time step k. These inequality constraints define the feasible region for the

optimization variable ∆lk, which are important considering the possible limitations

in the physical application.

In each time step (k), given the actuation control input calculated from (6.3),

the CM is moved. Then the correct Jacobian that would have made the movement

of ∆xk from an actuation control input of ∆lk is calculated using (6.4). To make a

smoother transition from the current Jacobian at the time step k to the next step,

we minimize the Frobenius matrix norm of ∆Jkc :

minimize ‖∆Jkc ‖

subject to ∆xk = Jk+1
c ∆lk

Jk+1
c = Jkc + ∆Jkc

(6.4)

where ∆lk is the calculated actuation control input from (6.3) and ∆xk is the end-

effector tip position displacement read from the FBG sensors between the last Jaco-

bian estimate at time step k and the next time step. A threshold (ε) can be specified

as the termination factor of the algorithm. The size of this threshold can be defined
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experimentally and based on the noise of the sensor feedback. In other words, the

control input and the Jacobian will be updated as long as ∆xdes is greater than this

threshold value. It should be noted that a major advantage of estimating the jacobian

on the fly using (6.4) is that regardless of the type of environment surrounding the

CM (e.g. free space or with obstacle interactions), the CM actuation inputs for next

step is computed accordingly by incorporating information about the CM behavior

in that environment. Algorithm (2) summarizes the proposed control strategy for

tracing a list of target points (Ltargets).

6.3.1.1 Constraints

Considering (6.3), we need to define A and b based on the constraints imposed

by the application. Mechanically, there is a maximum allowable cable actuation that

prevents the CM from breaking [22]. In addition, to avoid large actuation inputs in

each step of (6.3), we limit the displacement of the cables. Considering the constraints,

we can define matrix A and vector b as:

A =

1 0 −1 0 1 −1 1 0

0 1 0 −1 1 −1 0 1


T

b =

[
1 1 1 1 0.1 0.1 b1 b2

]T
b1 = b2 = lc − lmax
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Algorithm 2: Optimization-based Control Algorithm

Input : Initialized CM Jacobian , Jc

List of N target tip positions, Ltargets

Termination threshold, ε

Matrix A and vector b

1 for i = 1 to N do

2 Set xtarget to Litargets

3 Query xcurrent from FBG sensors

4 Compute ∆xdesired = xtarget − xcurrent

5 while ∆xdesired ≥ ε do

6

∆l ← argmin ‖∆xdes − Jc ∆l‖

subject to A∆l ≤ b

7

∆Jc ← argmin ‖∆Jc‖

subject to ∆x = (Jc + ∆Jc) ∆l

8 Set Jc = Jc + ∆Jc

9 Query xcurrent from FBG sensors

10 Update ∆xdesired

11 end

12 end
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where lmax and lc are the maximum allowable cable length and the cable length at the

current iteration (computed from the initial ’zero’ position of the cable), respectively.

The first four rows in A and b ensure that the change in string length in each iteration

is less than 1 mm. Rows five and six will make the sum of changes in both string

lengths to be less than 0.1 mm (i.e., ensure both cables have approximately the

same amount of movement to avoid excessive counter-tensioning). These constraints

account for the pull-pull behavior of the two cables which ensures that the cables are

not interfering with each other. The last two rows guarantee that the achieved length

of the cables at the next iteration of the algorithm does not exceed the maximum

allowable length. lmax is chosen 7 mm to avoid potential damage to the manipulator.

6.3.2 Model-dependent Control

Since the primary goal in osteolysis is to bring the CM tip to surgical target

points, knowledge of the CM tip Jacobian is sufficient for control purposes. As such,

the mapping between the actuation space and CM tip position changes can be found

off-line by fitting a model to empirical data obtained from the actuation cable length

(lc) and CM tip position (p). Preliminary investigation of manipulator bending [211]

suggested that p may be a polynomial function in lc. Different choices for the basis

of the polynomial exist such as power basis (nth degree polynomial) or Bernstein

basis. The Bernstein polynomial, however, offers improved numerical stability and

robustness as compared to the power bases [212]. Investigation of the collected data by
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Murphy et al. [211] suggested a sinusoidal relationship between the two components

of the CM tip position. As such, we also first relate lc to px component of the CM

tip using a Bernstein polynomial of degree 7 [68] and subsequently relate the two

components of the CM position, px and py, with a sinusoidal mapping:


px =

7∑
i=0

βi

(
7

i

)
l̂c
i
(1− l̂c)7−i

py =
3∑
j=1

ajsin(bjpx + cj)

(6.5)

where βi, aj, bj, and cj are the mapping parameters found in a least square fashion

using the training data (explained in Section 6.3.2.1), and l̂c = (lc + lmax)/lmax is the

normalized CM cable length with lmax as the maximum pull length of the cable. Note

that we incorporate the convention that lc is a negative value when the actuation

motor pulls the cable for bending, hence l̂c becomes 0 and 1 when the CM is at full-

bend and initial unbent configurations, respectively. The linear component of CM

Jacobian expressed in the CM base frame can be obtained by taking the derivative

of p = [px py]
T with respect to the cable parameters l̂c.

6.3.2.1 Ground Truth Tip Position

We use an optical tracker (Polaris, NDI Inc.) for obtaining the true CM tip

position for the purpose of establishing the model-dependent Jacobian. We follow

a two step procedure to find the tip position of the CM relative to its base using

the optical tracker (frame o). First, we establish a coordinate frame (s) at the CM
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Figure 6.1: Experimental setup for obtaining ground truth CM tip position using
optical trackers [146]. Coordinate frames are shown: optical tracker (o), reference
body (r), CM straight pose body (s), and the base of the CM (b).

tip when it is straight with respect to a reference body that is attached to the fixed

actuation unit (frame r). To ensure the CM is at straight configuration, we use a

custom-designed 3-D printed rigid body with four reflective spherical markers and

a 35-mm straight shaft that is inserted into the instrument channel of the CM and

ensures the CM is straightened (Fig. 6.1):

T 0
sr = (T 0

os)
−1 T 0

or (6.6)

where T 0
ij denotes frame j with respect to frame i during the one-time coordinate

frame establishment (time 0). The advantage of knowing the transformation between
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frames s and r is that later all the information will be reported with respect to the

reference body, independent of where the optical tracker is located.

For tip tracking during CM bending, a single spherical marker attached to a post

is placed into the instrument channel of the CM. The tracked position with respect

to the optical tracker coordinate (po) frame can be represented with respect to the

base of the CM (frame b) by:

pb = Tbs T
0
sr (T cor)

−1 po (6.7)

where T cor is the reference body coordinate frame with respect to the optical tracker co-

ordinate frame at its current location (in case the location of optical tracker changes).

Tbs, brings the CM tip position explained in frame s to the CM base frame (pb):

Tbs =

 I3×3 pbs

01×3 1

 (6.8)

where pbs = [0, 0, LCM ]T and LCM is the length of the CM (35 mm). From (6.7), the

CM tip position is known with respect to the coordinate frame at the base of the CM

(frame b) and can be used for establishing a data-set used for computing the unknown

parameters of (6.5). In particular, px and py in (6.5) are the two components of pb

found from (6.7).

It should be noted that the optical tracker was only used to obtain the ground

truth tip position data for establishing the fixed model-based Jacobian in free envi-
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Figure 6.2: Distal-end view of the CM, indicating the actuation cable channels, and
two FBG Sensors with Polycarbonate tube substrates embedded in the sensor chan-
nels [206].

ronment, while FBG data was used during the manipulation of the CM in free and

constrained environments (evaluation experiments). The FBG sensor used for the

controller evaluation purposes was the sensor with Polycarbonate substrate described

in Section 4.4.1. The integration of the sensor with the CM can be seen in Fig. 6.2.

6.4 Experiments

6.4.1 Model-independent Control Performance

To evaluate the performance of the model-independent controller, we designed

three sets of experiments inspired by the osteolysis procedure: 1) free environment

bending, 2) CM interactions with soft obstacles mimicking soft tissues, and 3) CM
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interactions with hard obstacles mimicking bone or sclerotic tissue.

We first tested the behavior of the algorithm for the CM control in an environment

without any obstacles. In this experiment, the controller’s ability to move the CM tip

to three different target points was evaluated. We chose target points p1 = [−10, 32.1]

mm, p2 = [−22.6, 21.4] mm, and p3 = [−25, 16.2] mm, corresponding to different

levels of bending. A target point list of Ltargets = {p1, p2, p3} was passed to the

Algorithm (2) as input. In addition, to ensure repeatability, in another experiment,

the CM performed the following moving sequence: 1) from straight configuration

(p0 = [0, 35]) to the target position p1; 2) from position p1 to the straight configuration

p0; 3) from straight configuration p0 to target position p1; and 4) from position p1

to the straight configuration p0. In this case, the input target point list was set to

Ltargets = {p1, p0, p1, p0}.

To study the behavior of the controller for the interaction of the CM with soft and

hard environments, we arbitrarily placed soft (Fig. 6.3) and hard (Fig. 6.4) objects

in the bending path of the CM in separate experiments. and chose p3 as the target

point in these experiments.

6.4.1.1 Results and Discussion

Fig. 6.5 shows the CM configurations and the traversed tip paths as it is moving

from the straight configuration (p0) toward the three aforementioned target points

(p1, p2, and p3) in the free bending environment. Due to the variable-curvature be-
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Figure 6.3: Interaction of the CM with soft obstacle.

Figure 6.4: The CM in interaction with hard obstacle: (a) straight configuration (b)
bending configuration (c) x-ray image of the CM inserted into the screw holes of the
acetabular component

166



CHAPTER 6. CONTROL

Figure 6.5: (a) The CM tip traversed path for three target points in free bending
environment, (b) the CM instantaneous configuration when the tip has reached the
target points.

havior of the CM [22], its dynamics alters as the CM is undergoing different levels

of bending. As observed in Fig. 6.5, the proposed control algorithm can address this

change of dynamics by guiding the CM toward the desired targets. Further, simi-

lar traversed paths in different experiments confirm repeatability of the CM bending

behavior and show negligible hysteresis.

Fig. 6.6 indicates the repeatability of the proposed method in terms of the control

input and norm of the adapted Jacobian matrix. As shown, similar patterns are

observed both in control input and norm of the Jacobian for the repeated experiments.

In both figures, the rising parts of the plots demonstrate the bending motion of the

CM toward the target point p1, while the falling parts indicate the movement toward

the target point p0. Investigation of the control input demonstrates small peaks at the

beginning of each rising and falling part (blue circles in Fig. 6.6(a)). This behavior
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Figure 6.6: Model-independent controller repeatability experiment in free environ-
ment (a) changes in string length over time, (b) the estimated Jacobian over time.

illustrates the learning step of the proposed control method, where the controller tends

to obtain the correct movement direction toward the target point. Further, similar

behavior is observed in the norm of the calculated Jacobian (Fig. 6.6(b)), supporting

the learning step behavior. In addition, values of the Jacobian norm increased as the

CM moved toward p1 and decreased when moved toward p0. This means that in a

highly bent configuration of the CM, a specific control input (i.e. change of the cable

lengths) results in a larger displacement of the CM tip as compared to the less bent
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Figure 6.7: (a) The CM tip transversed path for target point p3 = [−25, 16.2] mm in
free bending, soft obstacle, and hard obstacle experiments, (b) the estimated Jacobian
comparison in soft and hard obstacle experiments.

configurations.

Fig. 6.7(a) compares the CM traversed tip paths—reported by the FBGs—during

movement toward the target point p3 in the soft obstacle, the hard obstacle and the

free bending experiments. As shown, regardless of the external contact forces exerted

by the soft obstacle, the CM traversed approximately similar paths to the free bending

experiment. This indicates that the proposed method can compute effective control
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inputs to overcome the unknown disturbance imposed by the contact force. Further,

in the hard obstacle experiment, we observe higher deviation from the free bending

traversed path (as expected), since the CM cannot penetrate the hard obstacle, as

opposed to the soft obstacle case (Fig. 6.4 and Fig. 6.3). The higher error in the

hard obstacle experiment between the desired target point and the final achieved tip

position is because the CM cannot physically reach the target point.

Fig. 6.7(b) demonstrates the norm of the adapted Jacobians over time for both

of the soft and hard obstacle experiments. These plots show similar behavior before

iteration 60, where there is no contact between the CM and obstacles. After collision,

the norm of the Jacobian changes; in the soft obstacle case the norm of the Jacobian is

larger compared the other case. A higher reduction in the Jacobian norm for the hard

obstacle interaction demonstrates a higher contact force compared to the soft obstacle

interaction. Furthermore, the last movements in the hard obstacle experiment (i.e.

iterations ≥ 280) demonstrate a reduction in the Jacobian norms. Physically, these

iterations correspond to the situation when the CM is wrapping around the cylindrical

obstacle and cannot proceed toward the desired target (Fig. 6.4). In this case, any

specific input command (i.e. string length) results in a small CM tip displacement.

6.4.2 Comparison of Approaches

In this section, we compare the fixed model-dependent Jacobian obtained from

derivation of the CM kinematics (Section 6.3.2) with the model-independent (model-
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less) Jacobian approach (Section 6.3.1) where the CM Jacobian is updated on-the-fly

during the experiment. To fully study the trade-off between the two approaches,

we performed two sets of experiments where the CM was commanded to a desired

goal tip position in free environment and while it collided with an obstacle. In these

experiments, we first obtained the fixed model-based CM Jacobian in free environ-

ment bending by recording the tip position and cable tension and fitting a Bernstein

polynomial to the collected data, as described in Section 6.3.2. The tip position was

collected in a similar fashion as outlined in Section 6.3.2.1 using an optical tracker

reflective marker mounted on the CM distal end. In the first part of each experi-

ment, the model-based Jacobian was used and cable displacement commands were

generated by (6.3) while the joint position and velocity constraints were applied to

avoid over-tension of the cables or damage to the CM. The second part of each exper-

iment was composed of initializing the CM Jacobian with the model-based Jacobian

and then iteratively updating it via (6.3) through the rest of the experiments while

generating cable displacements using (6.4).

6.4.2.1 Results and Discussion

Results are demonstrated in Figs. 6.8(a) and 6.8(b), where the components of

the Jacobian column associated with the CM actuation cable are plotted for the free

environment and obstacle interaction experiments, respectively. The path tracking

for each of these experiments are plotted in Figs. 6.8(c) and 6.8(d). As observed in
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Fig. 6.8(a), both the fixed model-dependent Jacobian obtained experimentally and

the computed model-independent Jacobian follow a similar trend in free environment

motion, as expected. When the CM interacts with obstacles (Fig. 6.8(b)), the two

approaches still exhibit a similar behavior, although the magnitude of the Jacobian

columns in the model-dependent approach become slightly inaccurate compared to

the estimated Jacobian from the model-independent approach. The target points are,

however, reached successfully despite the interaction with the obstacle and the slightly

inaccurate CM Jacobian. This can be justified by noting that the most important

factor when generating joint commands using (6.3) is the accuracy of the Jacobian

direction. In other words, as long as the model-dependent Jacobian is functional

enough in the correct direction, the generated commands will lead the CM toward

the goal.

The model-less Jacobian approach, on the other hand, generates noisy estimations,

as expected from numerical methods. This noise can be problematic in certain cases,

for instance when the CM is close to its straight pose. As observed in Figs. 6.8(a) and

6.8(b), before nearly iteration 20 (when the CM is straight), the estimated Jacobian

values from the model-less approach sometimes generates values that are not in the

correct direction (incorrect sign) caused by numerical errors. This incorrect sign of

Jacobian components was also observed in Fig. 6.6 in the previous section, when the

CM was starting the motion from straight pose. The numerical instability in the

model-independent approach can be mitigated by introducing a smoothing factor in
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(a) (b)

(c) (d)

Figure 6.8: The CM Jacobian (JC) components using the model-based and model-less
estimation approaches in (a) free environment, and (b) interaction with obstacle. Path
following using the model-based Jacobian in (c) free environment, and (d) interaction
with obstacle.

the optimization problem (6.4) [204]. In particular, the Jacobian at time step k + 1

can be written as Jk+1
c = Jkc + Υ∆Jkc , where Υ is the smoothing factor such that

values between 0 and 1 (obtained experimentally) could avoid sudden large changes

to the Jacobian values. It should be noted, however, that any value for Υ other

than 1 introduces a trade-off between the accuracy of the estimated Jacobian and

the improvement of the numerical stability [68]. An alternative approach to remove

the noise is to apply a low-pass filter to the Jacobian estimations, which again, may
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reduce the accuracy of the estimations.

The model-independent approach presented in this chapter, even though beneficial

in estimating accurate Jacobian estimations especially during interactions with the

environment, suffers from numerical instability, as mentioned above. The model-

dependent approach, on the other hand, is more stable but requires an additional

step of collecting tip position data. In addition, as shown in Fig. 6.8, the Jacobian

values from the model-dependent approach generally follow the ones from the model-

independent approach with slight inaccuracy; yet both methods are successful during

path tracking. The reason for this behavior lies in the planar motion of the CM

under study and the associated small actuation velocities, as were shown optimal for

debridement tasks in [69,70]. For the planar CM, the two directions of bending (left

and right) translate to the sign of the Jacobian components, therefore, as long as

the Jacobian components’ signs are correct and the values are accurate enough, the

optimizer (6.3) will generate small actuation commands toward the desired target

points.

6.5 Conclusion

This chapter demonstrated model-dependent and model-independent strategies

for closed-loop control of the CM distal-end position with real-time FBG feedback

even in presence of unknown obstacles in the environment. A comparison of both
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approaches was presented and trade-offs in choosing each framework were discussed.

The developed robotic system for treatment of pelvic osteolysis requires the concur-

rent control of the positioning robot as well as the CM, which will incorporate the

control considerations discussed in this chapter for the CM part.
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System Integration and Evaluation

7.1 Motivation

The goal of this chapter is to orient the reader with all the necessary algorithmic

and software components for integration of the robotic system for autonomous less-

invasive treatment of osteolysis. The sensing and control components from Chapters

4, 5, and 6 are revisited for adaptation to the concurrent feedback control of the

entire system, i.e. positioning robot and continuum manipulator (CM). A variety of

safety, geometrical, and task constraints are presented and implemented in the form of

virtual fixtures (VFs) and strategies are presented to allow for recovery of the system

from situations where the robotic system gets to the proximity of said constraints’

boundaries (i.e. solution to the constrained controller becomes infeasible).

The integrated system is deployed in a mock operating room and evaluated in
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simulation, phantom, and human cadaver experiments. The performance of different

system’s components (such as sensing, control, target placement accuracy, etc) are

evaluated. The enhanced dexterity and improved reach of the developed system is

further shown in cadaver experiments both for the less-invasive treatment of pelvic

osteolysis and treatment of avascular femoral osteonecrosis using the curved-drilling

technique. Finally, the necessary preoperative and intraoperative steps for use of the

developed system for robot-assisted orthopaedic intervensions are performed and fully

discussed.

7.2 Contribution

A multitude of individuals were involved with the development of separate com-

ponents of the system. Dr. Farshid Alambeigi developed and implemented the base of

the constrained controller framework in MATLAB simulation, while Mr. Paul Wilken-

ing and Dr. Ryan Murphy implemented an early version of the controller software on

a limited version of the system hardware using the first actuation unit version with

no fiber Bragg grating (FBG) feedback for the CM.

The author integrated the complete surgical system with real-time FBG feedback

and improved the initial control architecture with additional VFs and regularization

techniques for safe recovery from infeasible optimization problems. The author also

developed several components of the system such as the graphical user interface (GUI)
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and a complete constrained control simulation framework with real-time visualization

for easy integration and deployment of new constraints. The author further performed

all the simulations, phantom and cadaver experiments (both pelvic osteolysis and core

decompression of the femoral head). Ms. Rachel Hegeman contributed equally to the

system software development and helped the author in performing the phantom and

cadaver experiments. Dr. Rob Grupp and Dr. Ryan Murphy implemented the ICP

registration algorithm.

The work presented in this chapter is currently under revision at IEEE Trans-

actions on Mechatronics (T-MECH) [63] and IEEE Transactions on Robotics (T-

RO) [73].

7.3 Constrained Control Framework

The aim is to concurrently control all the system components while satisfying

several safety and physical constraints associated with the surgical task. As such,

a versatile optimization-based multi-objective constrained control framework is de-

veloped and built upon previous work [210, 213, 214] to address this problem for our

system. The main objective of any lesion debridement task is tracing a desired path

(i.e. a set of target points). This can be formulated as an unconstrained optimization

problem of finding the necessary infinitesimal configuration space motion (∆q), given
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the objective infinitesimal task space motion (∆xobj):

minimize
∆q

‖∆xobj − Js ∆q‖ (7.1)

where ‖.‖ is the L2 norm, Js ∈ R6×9 is the system Jacobian (discussed in Section

7.3.5), and q = [θR1 . . . θR6 θA lC1 lC2] is the stack of system joint variables including

the six rigid-link robot revolute joints, the actuation unit roll joint, and the two CM

actuation cable displacements.

A surgical scenario, however, typically includes additional objectives beyond only

tracing a desired path. For instance, physical or safety constraints in various forms

having to do with the operating room, the patient, the surgical staff or the robotic

system itself may be present. Moreover, each surgical intervention may require the

robotic system to satisfy certain motion constraints specific to the surgery. Conse-

quently, we extend our control framework to a more generalized constrained opti-

mization problem:

minimize
∆q

α‖∆xobj −WJs ∆q‖+ βR(∆q)

subject to H ∆q ≤ h

(7.2)

where R(∆q) could be a secondary controller task appeared in the form of a regu-

larization or penalty term, H ∈ Rn×9 and h ∈ Rn×1 define n inequality constraints,

and W ∈ R6×6, a diagonal weight matrix, and scalar β (damping factor) are optional

parameters for enforcing priority on specific joints. Any equality constraint can be
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added to the optimization problem (7.2) by separation to two inequality constraints.

7.3.1 Constraints

We hereby provide the formulation for several safety and physical constraints

immediately applied to the less-invasive treatment of osteolysis and potentially useful

for other orthopaedic surgical procedures. The general idea is that given the system

joint state at current step k, i.e. qk, the ∆qk command in (7.2) is found such that

the resulting Cartesian motion, J∆qk, takes the system to a state at step k + 1 that

satisfies a particular constraint.

7.3.1.1 Programmable Remote Center of Motion

A programmable remote center of motion (RCM) [2] is a versatile software ap-

proach for systems that do not contain a mechanical RCM. A great advantage is that

the desired RCM can be readily set in the software and the robotic system maintains

the constraint without incorporation of any special mechanical design. The constraint

can be derived by restricting the point on the robot that is closest to the programmed

RCM to stay in the vicinity of the RCM bounded by ε within a prism with m faces

(Fig. 7.1). This can be formulated as m inequality constraints in (7.2), where:

Hi = vTi J
v
RCM

hi = ε+ vTi (pRCM − pkclosest)

 for i = 1, . . . ,m (7.3)
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Figure 7.1: RCM and plane virtual fixtures. The RCM allowable region is approxi-
mated with a prism with m faces (e.g. m=6 in this figure).

where JvRCM corresponds to the linear component of the Jacobian resolved at a point

on the robotic system that is closest to the RCM at time step k and vi’s are the

normals to the faces of the prism.

7.3.1.2 Hyperplane Virtual Fixture

Another useful constraint is to prohibit a particular point on the robotic system

to pass a desired plane (virtual wall). An example of such scenario arises when a

sensitive region in the anatomy should be avoided by the instrument. Another use-

case of this VF is to limit the amount that the end-effector shaft can be inserted into

the anatomy. Assuming the desired hyperplane is defined as ax + by + cz = d, with

the normal n = [a b c]T , the constraint can be written as a single inequality constraint
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(the normal to the virtual wall constraint as shown in Fig. 7.1):

H = −nTJωp

h = nTpkp − d
(7.4)

where the subscript p refers to the desired point on the system (e.g. the instrument tip

or the CM base) that must avoid entering a particular region. Of note, a multitude of

these hyperplanes could be incorporated as inequality constraints to define a forbidden

(or allowable) region.

7.3.1.3 Axis Range Virtual Fixture

To increase patient and system safety, the range of motion for the robotic system

end-effector shaft must be restricted. A conical VF can be defined to limit the axis of

the robotic system to always stay within a cone with the set RCM as its apex, tapered

along a programmable desired axis (axisdes) with maximum allowable deviation φa

(Fig. 7.2). At time step k, this VF can be formulated as a single inequality constraint:

H = −axisTdesJωsh

h = axisTdesaxis
k
sh − cos(φa)

(7.5)

where axisksh refers to the direction of the end-effector shaft at time step k, and Jωsh is

the angular component of the Jacobian resolved at any point on the shaft (e.g. CM

base).
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Figure 7.2: Axis range virtual fixture. The allowable region is defined as a cone.
Image modified from [215].

7.3.1.4 Velocity Constraints:

To make sure that the system runs at speeds that are both safe and beneficial

for cutting but also efficient [69, 70], velocity constraints both in configuration and

task-space could be added to the optimization problem:

H = [−I9×9 I9×9 − JTs JTs ]T

h = [−qTv,l qTv,u − ξTv,l ξTv,u]
T

(7.6)

where the lower and upper joint and task-space velocity bound vectors, qv,l, qv,u, ξv,l,

and ξv,u respectively, were experimentally determined by assessing safety constraints

as well as smoothness of operation across test runs of the system.
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7.3.1.5 Joint Limit Constraints:

To ensure safe manipulation of the system, joints positions are constrained to qp,l

and qp,u to avoid potential damage to the system due to collision, actuation cable

damage, etc. These constraints can be formulated as:

H = [−I9×9 I9×9]T

h = [q − qp,l − q + qp,u]

(7.7)

7.3.2 Regularization

Secondary tasks or other constraints can be introduced to the constrained opti-

mization problem (7.2) in the form of regularization or penalty. A constraint ap-

peared in the main objective function as regularization (R(∆q)) is generally more

relaxed compared to when appeared in the inequality constraints. This is since in

the latter, the solution search space is shrunken down, whereas in the former, the

search space is unchanged and the optimizer merely attempts to minimize the objec-

tive function the best possible. Another way to interpret the regularization term is

that it enforces the optimizer to prefer particular solutions over others. We provide

formulation for redundancy resolution and enforcing stay near axis constraint using

the objective function.
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7.3.2.1 Redundancy Resolution

The redundancy in the developed system (9 degrees of freedom) can be resolved

at the velocity level by introducing a regularization term in the form of R(∆q) =

‖∆q‖Γ = ∆qTΓ∆q, where ‖.‖Γ is the generalized norm and Γ is a diagonal matrix

with desired weights (penalties) associated with each joint. Presumably any joint is

prohibited from moving too fast, resulting in a more controllable motion and increased

safety. Additionally, the redundancy available beyond that required for the CM tip

motion may be freely used to assist in the realization of some chosen objective. For

instance, the weight matrix Γ can be chosen such that for execution of a particular

task, specific system joints (e.g. CM joints) are employed more than the rest. This

can be achieved by applying a larger penalty (weight) to the joints that should not

move as much.

7.3.2.2 Stay Near Axis

The axis range VF mentioned in Section (7.3.1.3) merely restricts the end-effector

shaft to remain within a desired conical region. In particular surgical scenarios,

however, it may be useful to enforce the end-effector shaft to stay near a desired

axis. This can be added to the objective function of (7.2) as a regularization term

formulated by:

γ‖axisTdes(Jωsh∆q + axisksh)− 1‖ (7.8)
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where γ is the damping factor and the goal is to generate configuration space com-

mands at step k that drive the end-effector shaft axis closer to a desired axis. In

another scenario, (7.8) can be used as the main objective function to recover from an

infeasible optimization problem as will be described in Section 7.3.3.

7.3.2.3 Stay Near Pose

During the performance of a surgical task, it might be desired to bring the system

(all or few of the system joints) to the proximity of a desired configuration (qdes).

Given the configuration of the system at time step k (qk), this can be formulated in

the objective function as:

η‖∆q − (qdes − qk)‖ (7.9)

7.3.3 Infeasible Problem Recovery Strategy

A common occurring scenario with activated axis range VF is that the optimiza-

tion problem (7.2) inevitably becomes infeasible when the end-effector shaft axis

approaches the boundaries of the cone VF. As such, a recovering strategy must be

deployed to drive the system back toward feasible region while still maintaining the

constraints such as the RCM. A reasonable strategy is to switch to a secondary control

mode where the goal is to escape the infeasible region by bringing the end-effector

shaft toward the center of the cone using (7.8) or bringing the system toward the
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initial configuration using (7.9). The secondary control mode is achieved by setting

either γ = 1 or η = 1 in (7.8) and (7.9) and setting α = 0 in (7.2) while maintaining

the H and h constraints. As soon as the end-effector shaft axis is sufficiently far from

the cone boundaries (by measuring the angle from the screw hole axis), the controller

can be switched back to the primary mode (α = 1, β = 0, γ = 0) to continue with

the main surgical task (i.e. tracing surgical target points).

7.3.4 Feedback

7.3.4.1 CM Feedback

Several strategies were discussed in Chapter 5 for shape sensing and distal-end

position estimation (DPE) of the CM used in our developed system. For the pur-

pose of running the evaluation experiments in this chapter, we have incorporated the

notched nitinol FBG sensor (described in Section 4.4.2) and used the data-driven

linear regression method for DPE and shape reconstruction of the CM (described in

Section 5.4.2). In the following sections, we denote the distal-end position estimated

from the FBG sensor as pfbg.

7.3.4.2 Robot Feedback

The robot end-effector shaft (actuation unit shaft) pose could potentially be ob-

tained from the forward kinematics, however, the uncertainties due to the backlash
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UR-10

Optical TrackerJig 3

Jig 1

Jig 1

Jig 2

gR

gw
gJ3 Straight CM

Bent CM

gJ2 gJ1

gA gB

gS

Figure 7.3: Chain of transformations in the system and the custom-designed optical
tracker reflective geometries: jig 1 mounted on the distal end of the CM for evaluation
purposes, jig 2 mounted on the end-effector shaft, and jig 3 mounted on the base of
the robot.

and friction of the actuation unit pulley transmission system can cause inaccuracies

in this estimation. Consequently, an optical tracker reflective jig is mounted on the

end-effector shaft for direct measurement of the pose (jig 2 in Fig. 7.3). To reduce

measurement uncertainties, a Butterworth low-pass filter has been incorporated that

rejects the unwanted high frequency components of the received signal. The system

tip position expressed in the robot base frame, xk
tip, can be found at time step k by

establishing appropriate coordinate frames. Given the immediate goal point at this

time step, xk
goal, and incorporating a PD controller to tame the behavior in presence
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of disturbance and overshoot, the ∆xkobj can be found by:

xtip = g−1
J3 . gJ2 . gB . pfbg

∆xkdes = xkgoal − xktip

∆xkobj = kp∆x
k
des + kd(∆x

k
des −∆xk−1

des )

(7.10)

where kp and kd are the proportional and derivative gains, respectively.

7.3.5 System Jacobian

The overall system Jacobian can be written as Js = [Jr Ja Jc], where the subscripts

r, a, and c correspond to the UR-10 robot, the actuation unit roll joint, and the

CM, respectively. We derived the geometrical linear and angular components of the

Jacobian (Jv and Jω) as instructed in [216]. Since all the joints of the UR-10 and

the actuation unit are revolute, for the ith joint (and the associated column in the

Jacobian) we can write:


Jvi = zi × (or − oi)

Jωi = zi

(7.11)

where or is the location of a desired point r where the Jacobian is resolved at, and zi

and oi are the axis and spacial position of the revolute joints expressed in the robot

base coordinate frame. To find these parameters, note that for the six UR-10 joints

(Jr) the DH parametrization of the forward kinematics (gR) is used, whereas for the
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roll joint on the actuation unit (Ja) direct measurements from the optical tracker

reflective jig (jig 2 in Fig. 7.3) is used to decrease uncertainties and errors due to

backlash and friction.

The CM Jacobian was extensively discussed in Chapter 6. For better numerical

stability and enhanced performance of the overall system, we derived a kinematics-

based (model-dependent) Jacobian for the CM (described in Section 6.3.2) and used

that Jacobian as the baseline for the concurrent system control. Of note, the derived

kinematics-based Jacobian in Section 6.3.2 was described with respect to the coordi-

nate frame attached to base of the CM. To express this Jacobian in the robot base

coordinate frame, the rotation matrix between the base of the robot and the base of

the CM (RR
C) is applied to this matrix to find Jvc ∈ R3×2. Clearly, bending of the CM

does not alter the orientation of the end-effector shaft and therefore Jωc = 03×2.

7.3.6 CM Position Homing

For automatic setup of the system, a position homing based on cable tension force

has been incorporated such that the Maxon motors’ zero positions are set when the

CM cable tension has reached a desired pre-tention force, e.g. Fh. Even though the

zero position for the Maxon motors could be achieved by manual controlling of the

cables to the point right before the CM starts bending, such a capability automates

the process and simplifies the system setup procedure.
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7.4 Software

7.4.1 Architecture

All the software has been developed in C++ for real-time purposes. The CISST

open-source multi-tasking library [149] was used for thread-safe parallel communica-

tion between different components of the system, i.e. the UR-5, the CM actuation

motors, the flexible instrument motor, the FBG sensing interrogator, and the con-

troller. The controller was implemented as a mid-level periodic task sitting in between

the surgeon’s high-level control input through the GUI and the low-level controller

tasks associated with the UR-10, and the actuation unit’s motors for the CM ca-

bles and the flexible instruments. The controller task obtains the system’s joints

states and the sensory information (FBG and optical tracker) from the respective

device-specific task, then sets up and solves the optimization problem and sends the

commands to UR-10 and Maxon motor low-level controllers through their designated

tasks. A custom C++ interface performed low-level velocity control of the Maxon

motors while the UR-10 low-level control was implemented by writing a client appli-

cation (URScript) and connecting to URControl using a TCP/IP socket.
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7.4.2 GUI Design

For intuitive and easy interaction of the surgeon with the system during the sur-

gical procedure, a main GUI containing all the information about the system state,

the controller status, and the surgical plan (a list of target points) was developed.

Additionally, a separate panel provided the surgeon with full control over activation

of their desired constraints, configuration of the parameters associated with the con-

straints, and execution of the surgical plan. At any point during the surgery, the

surgical plan could be modified or altered altogether, and the execution of the plan

could be paused or continued with the surgeon’s supervision. Other GUI tabs were

also developed for direct control capability of the CM and UR-10, if desired. Fig. 7.4

demonstrates the developed GUI components.

7.4.3 Visualization

To assist the surgeon with better overview of the surgical task execution, a VTK-

based [217] visualization window containing the patient’s preoperative computed to-

mography (CT) overlaid with the planned target trajectory, the RCM point and

the current system tip position was developed in C++. The visualization is synced

with the controller and the system state is demonstrated to the surgeon in real-time.

Fig. 7.5 shows this window during the execution of a surgical task.
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Figure 7.4: The developed GUI. (a) Surgical inputs, (b) controller and feedback status window, (c) control window for
starting/pausing the instrument as well as adjusting the motion speed and the surgical target points, (d) constraints
and parameters window, (e) manual position and velocity control of the CM window, (f) manual UR control in joint
space, (g) manual UR control in task space
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7.4.4 Simulation

To evaluate the proposed controller and realize the appropriate combination of

constraints imposed during a surgical scenario, a complete simulation framework was

developed using the robot simulator CoppeliaSim (formerly V-REP) [218]. The con-

straint control framework (Section 7.3) was implemented in Python and the solution

was communicated with the simulator using the Python remote API to update the

simulation. While for the physical system, both the UR-5 and UR-10 were used for

the evaluation experiments, For the purpose of the simulation framework, a UR-5

robot was used as the positioning robot and its forward kinematics and Jacobian

were implemented using (7.11) [219]. For the simulation visualization, the CM was

modeled as a 27-revolute-joint mechanism and given any actuation cable length, first

the tip position (p) was computed from (6.5) and then a constrained optimization

inverse kinematics was incorporated to solve for the joint angles:

minimize
Θc

‖p− f(Θc)‖

subject to Θc ≤ Θmax

fx = d.(
27∑
i=1

sin(
i∑

j=1

Θj))

fy = d.(
27∑
i=1

cos(
i∑

j=1

Θj))

(7.12)

where Θc ∈ R27 is the CM joint angles, d = Lc/27 is the distance between two

consecutive joints, f(Θc) : Θc → R2 is the CM forward kinematics mapping from joint
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CM Tip
Next Target Point
Surgical Plan
RCM

Pre-Operative CT

Figure 7.5: The visualization window for intraoperative navigation.

space to task space, and Θmax is the maximum angle each joint can take and is chosen

as 7.9 degree [22]. The simulation framework enables easy integration of any number

of the constraints described in Section 7.3. This is an extremely helpful approach and

a cost-free first step in realizing the necessary constraints and parameters associated

with any surgical procedure. Additionally, implementation debugging can take place

much faster within the simulation framework compared to the physical system.

7.5 Preoperative Clinical Steps

The preoperative clinical steps include calibration and registration procedures. In

this section, we describe each of these procedures in the context of the robot-assisted

pelvic osteolysis.

195



CHAPTER 7. SYSTEM INTEGRATION AND EVALUATION

(a)

Plane VF

(b) (c) (d)
Axis Range 

VF

Acetabular Implant

Actuation UnitUR-5

End-Effector Shaft

RCM VF

Prism

Closest Point to RCM
Desired RCM
Next Target Point
CM Tip
CM Joints

Reached Points

RCM VF 
Linearization

Figure 7.6: The developed simulation environment. (a) accurate models of the posi-
tioning robot, the actuation unit, the acetabular implant, and the CM, (b) robotic
system satisfying the RCM constraint, (c) the linearized RCM constraint using a
prism with 8 faces and the closest point to the RCM on the end-effector shaft, (d)
the axis range and plane VF.
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7.5.1 Hand-eye Calibration

To complete the forward kinematics of the system, the relationship between the

robotic system (hand) and the optical tracker (eye) must be known. For this purpose,

first an optical tracker reflective jig (jig 3 in Fig. 7.3) was mounted at the base of

the positioning robot which serves as the fixed (world) coordinate frame. Next, the

transformation associated with the actuation unit, gA (transformation between the

positioning robot’s end-effector and jig 2 mounted on the actuation unit’s shaft), as

well as the transformation between the world reference geometry and the base of the

positioning robot robot (gW ) were obtained by performing a hand-eye calibration.

The chain of transformations (see Fig. 7.3) can be written as:

gR gA︸︷︷︸
Unknown

= gW︸︷︷︸
Unknown

g−1
J3 gJ2 (7.13)

To solve this problem, the unknown gw is written with respect to gA by taking

an observation from the optical tracker and robot’s forward kinematics (observation

denoted by superscript o):

gW = goR gA (goJ2)−1 goJ3 (7.14)

Substituting (7.14) in (7.13) and rearranging:

(goR)−1 gR︸ ︷︷ ︸
A

gA︸︷︷︸
X

= gA︸︷︷︸
X

(goJ2)−1 goJ3 g
−1
J3 gJ2︸ ︷︷ ︸

B

(7.15)
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which is the conventional AX = XB problem with solutions proposed in [220, 221].

To find the solution, the robot must be moved to various configurations and in each

configuration the known transformations gR, gJ3, and gJ2 are saved and used for

solving the problem. Next, the solution for gA can be substituted in (7.13) to solve

for gW to obtain a complete known chain of transformations.

7.5.2 Registration

In the envisioned surgical scenraio, the surgical plan is determined by the surgeon

preoperatively on the patient’s CT scan. The CT entails additional information such

as the RCM location, axis of the screw hole, and the geometry of the lesion, all ex-

pressed in the CT coordinate frame. In order to use this information intraoperatively,

the preoperative CT and the robotic system must be registered to the patient. To do

so, a 3-D point cloud is collected by digitizing the surface of the acetabular implant

as well as the surface of any exposed part of the surrounding bone. A digitization

tool such as the one shown in Fig. 7.7 can be used to form this point cloud which is

expressed in the world coordinate frame (jig 3 in Fig. 7.3).

An iterative closest point (ICP) approach is incorporated to compute the trans-

formation that relates the collected point cloud to the associating mesh surface on

the CT. The first step is to compute an initial registration (T0) guess for the algo-

rithm. This is done by selecting a couple of points on the screw holes of the implant

(Fig. 7.14) in the CT (Pct) and digitizing the same points on the patient with respect
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Reflective Markers

Tool Tip

Figure 7.7: Example of a digitization tool with reflective markers used for registration.

to the world coordinate frame (Pw):

minimize
T

n∑
i=1

‖P i
w − T0(P i

ct)‖ (7.16)

where T0 ∈ SE(3) is the initial homogeneous transformation guess that maps fea-

tures described in the CT frame to the world coordinate frame and n = 4 for the

initialization step. Next, as many points as possible are digitized from the surface of

the acetabular implant and the surrounding bone. These points are transformed by

T0 and the closest mesh to each of these transformed points are found. A quaternion

approach [222] is used to solve (7.16) for the next best transformation (T1). The pro-

cess of finding closest point-surface pairs and updating the transformation is repeated

iteratively until the algorithm converges (within the order of a few seconds) and the

final registration is found (Tregi). The stopping criteria is defined as ε ≤ di+1/di ≤ 1,

where di is the mean surface distance at step i and ε = 0.999 is the stopping tolerance.
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7.6 Experiment Design and Evaluation Cri-

teria

To evaluate the performance of different components of the developed system in

the less-inavasive treatment of pelvic osteolysis, several experiments are designed and

performed in simulation, phantom, and human cadaver. The simulation environment

(Fig. 7.6) serves as an initial test-bed for implementation, debugging, tuning and

evaluating the optimization control framework, as well as characterization of the

developed system in workspace coverage and dexterity. It incorporates the exact

Jacobian derivation and physical properties of the UR positioning robot and the CM

as outlined in Section 7.3. One of the main advantages of the simulation framework is

that the experiments can be performed safely without any cost or potential damage

to the physical system. Moreover, various control strategies could be realized and

evaluated quickly.

In addition to simulation, various phantom experiments are carried out to evaluate

the performance of different components of the system. To accurately mimic the real

surgical scenario of the less invasive treatment of pelvic osteolysis, a phantom model is

obtained by performing a segmentation on a human cadaver with an outlined lesion

cavity behind the acetabular cup implant created by a clinical collaborator. The

phantom model is 3-D-printed (Fig. 7.8) and hard saw-bone phantoms simulating

lesions are mounted in difficult-to-reach locations behind the implant. The phantom
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experiment goals are:

1. Testing and further tuning of the controller on the physical system.

2. Exploration of the outlined lesion cavity while maintaining the constraints.

3. Debridement of the simulated saw-bone phantoms.

3-D Printed 
Phantom

Osteolysis 
Cavity

Acetabular
Implant

Screw Holes

Figure 7.8: Osteolysis phantom 3-D printed from segmented CT.

The final sets of experiments are carried out on a human cadaver with an out-

lined lesion cavity created by our clinical collaborator who has previously performed

conventional treatment of pelvic osteolysis behind the acetabular implant. The goals

of the human cadaver experiments are:
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1. Performing and realizing the complete preoperative clinical steps for calibration,

registration, and system preparation.

2. Demonstrating the feasibility to reach extremely difficult locations behind the

cup by inserting the CM through the implant’s screw hole.

3. Full comparison of the reach and workspace behind the implant by conventional

rigid tools (e.g. curettes) and our developed system.

4. Drilling/milling of simulated and real bone behind the implant while concur-

rently controlling the system and maintaining the constraints.

Of note, the UR-5 positioning robot is used for the simulation experiments, while

the UR-10 is used for the cadaver experiments. The phantom experiments are per-

formed both with the UR-5 and the UR-10 robots. We evaluate our system’s perfor-

mance from different perspectives, discussed in the following sections:

1. Constrained workspace and reach in confined spaces.

2. Dexterity and manipulability.

3. Constrained controller performance.

4. Sensing accuracy.

5. Planning and debridement performance.
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7.6.1 Constrained Workspace

In typical use-case of the system, the motion is subject to constrained such as

maintaining the RCM and/or limiting the end-effector’s shaft axis range. We refer

to the workspace of the system with such constraints as the constrained workspace

throughout the thesis, which is evaluated both in simulation and human cadaver

experiments in various constrained scenarios. In addition, we demonstrate how far

behind the acetabular implant can be reached by only bending the CM while fixing

the robot’s end-effector shaft axis aligned with the screw hole axis (i.e. stationary

positioning robot). The system’s constrained workspace is compared to a conventional

rigid curette passed through the screw hole of the implant.

7.6.2 Dexterity and Manipulability

Conventionally, Yoshikawa’s manipulability index [223] has been used as a measure

for dexterity of manipulators:

ω(q) =
√
det(J(q)JT (q)) (7.17)

where J(q) is the unconstrained Jacobian of the manipulator as a function of joints’

state q. This measure, however, cannot be directly applied to our system when it is

subject to the RCM constraint. Sadeghian et al. [224] previously derived the con-

strained Jacobian and manipulability index for systems subject to RCM constraint.
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The constrained Jacobian (Jd) is formulated as:

Jd = Js T


In−3

−J−1
RCM,II . JRCM,I︸ ︷︷ ︸

A

 (7.18)

where T is a permutation matrix to rearrange the system’s joints order such that

JRCM,II ∈ R3×3 is invertible, I is the identity matrix and Js is the system Jacobian

defined in (7.1). Furthermore, the constrained manipulability ellipsoid and measure

could be formulated as [224]:

ẋtip (Jd J
T
d )−1Jd (I + ATA)JTd (Jd J

T
d )−1︸ ︷︷ ︸

B

ẋtip = 1

ω(q) =
|det(Jd JTd )|√

det(Jd (I + ATA) JTd )

(7.19)

where the eigenvectors of B define the principal axes of the ellipsoid and the eigen-

values of B are the reciprocals of the squares of the ellipsoid’s semi-axes, a−2, b−2,

and c−2. The manipulability ellipsoid volume is subsequently computed by:

v =
4

3
πabc (7.20)

7.6.3 Constrained Controller

The concurrent constrained control framework is implemented in simulation (Python)

and on physical hardware (C++). Different combinations of objectives and con-

straints are tested and evaluated. Moreover, the best combination of constraints in a
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practical surgical scenario is studied and strategies for avoiding or recovering from an

infeasible optimization problem are provided. The capability of the system in main-

taining the constraints is studied and the best parameters for tuning the optimization

framework are presented.

7.6.4 Sensing

The system’s sensing module is evaluated against ground-truth data in several

experiments. This is done in two separate steps: 1) evaluating the performance of

the FBG sensor to estimate the tip position of the CM both in free and constrained

environments where the CM is interacting with obstacles at various locations along

its body, and 2) evaluating the overall system tip position with respect to the base

of the UR-10 by combining information from the FBG sensor and the optical tracker

reflective jig 2. As outlined in Section 7.3.4, the ground truth data for the tip position

is obtained by mounting an optical tracker reflective jig on the CM distal end (jig 1

in Fig. 7.3). It must be noted that the hand-eye calibration (Section 7.5.1) procedure

is implicitly assessed in the above-mentioned evaluation process, as it is the bridge

between the optical tracker (end-effector shaft pose) and FBG data (CM shape).
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7.6.5 Planning and Debridement Performance

As part of the preoperative planning, the registration of the preoperative CT to

the phantom and the human cadaver must be performed. To do so, as outlined in

Section 7.5.2, the surface of the 3-D printed model in the phantom study and the ac-

etabular implant and the surrounding bone in the human cadaver study are digitized

using an optical tracker digitization tool (Fig. 7.7). The registration process is then

performed and consequently, any planning on the preoperative CT could be expressed

in the robot base coordinate system. With the use of the flexible debridement in-

struments and the concurrent control of the developed system, we then demonstrate

that it is possible to perform drilling and milling tasks both on simulated saw-bone

phantom and human cadaver hard bone in confined spaces. This is demonstrated

in two locations in the human anatomy, namely pelvic and femur. The former is

explored during the less-invasive treatment of pelvic osteolysis behind the acetabular

component, whereas the latter is explored in core decompression of the femoral head

osteonecrosis while the CM is confined by the surrounding bone.
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7.7 Results

7.7.1 Constrained Workspace

The maximum reach behind the acetabular implant using a conventional rigid

curette is compared with our developed system in Figs. 7.9(a) and 7.9(b). It should

be noted that such dexterity and reach in our system was achieved by only articulating

the CM and fixating the UR-10 end-effector’s axis stationary and aligned with the

screw hole axis, while the curette’s handle was unconstrained. Even with such a

restricting constraint, points on the back surface of the implant were reachable by

our system whereas the curette’s range of exploration was quite limited.

The constrained workspace of our system was compared to that of a rigid instru-

ment such as a curette quantitatively in thorough simulation studies. An acetabular

cup implant mesh with outside diameter of 50 mm, rim edge thickness of 5 mm, and

screw hole diameter of 8 mm was imported in simulation. The desired target area

was chosen as a cubic region extended 50 mm deep behind the acetabular implant

and covering the entire back surface of the implant (Fig. 7.9(c) and Fig. 7.9(d)). Dis-

cretization of this region with 8 mm increments resulted in 264 target points. The

RCM constraint was activated and the axis range VF with two different maximum

allowable deviation angles (φa = 30◦, 45◦) were applied to the end-effector shaft of the

robotic system as well as the handle of the rigid tool. Additionally, five hyperplane

VFs were set at the boundary faces of the target region to avoid the CM from protrud-
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Figure 7.9: Workspace comparison of the developed dexterous robotic system and
rigid tools such as a curette in (a) and (b) during cadaver experiments, and in (c)
and (d) during simulation experiments.

ing beyond this region. The robotic system and the rigid tool poses were initialized

randomly with their axes aligned with the axis of the implant’s screw hole. Each

target point was flagged as successfully traversed whenever the tip position reached

the 2 mm neighborhood of the point, which is a realistic threshold for orthopaedic

applications. The ε value for the RCM constraint (7.3) was chosen as 1 mm to ac-

count for the wiggle room between the CM and the implant’s screw hole. If before

reaching a target point, the robotic system or rigid tool got to the cone VF boundary

(infeasible optimization problem) the controller was switched to the secondary mode

to recover from the infeasible situation. For each target point, the controller or rigid

208



CHAPTER 7. SYSTEM INTEGRATION AND EVALUATION

Table 7.1: Comparison of the workspace coverage behind the implant for robotic
system and rigid tool subject to axis range virtual fixture

Robotic System Rigid Tool

Axis Range VF (30) 91% 54%

Axis Range VF (45) 98% 71%

tool were allowed to switch to secondary control mode at most three times, otherwise

the target point was flagged as unreachable. Table 7.1 summarizes the results for the

constrained workspace analysis.

7.7.2 Dexterity and Manipulability

To measure the constrained dexterity and manipulability of our system in confined

spaced, we performed experiments in simulation where the system is concurrently

controlled behind the acetabular implant while the RCM constraint was active. A

set of target goal points were passed to the controller such that the system was

enforced to approach the immediate points behind the implant. The goal of this

experiment was to demonstrate how the constrained manipulability ellipsoid (7.19)

evolves over time as the system’s tip approaches the vicinity of the implant. The

constrained manipulability measure and the ellipsoid volume were compared for the

combined system (UR-5 and CM) and only the UR-5 end-effector shaft without the

CM. Fig. 7.10 shows the evolution of the constrained manipulability ellipsoid for

the combined system as the system approaches the difficult-to-reach points behind

the implant. Figs. 7.10(a) and 7.10(b) indicate the quantitative evolution of the
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Figure 7.10: The constrained manipulability ellipsoid volume and semi-axes lengths
for (a) combination of UR and CM, and (b) UR only. Figures on the right show
snapshots of the evolution of the manipulability ellipsoid for the combination of UR
and CM.

constrained manipulability volume (red curves) as well as the three principal semi-

axes of the ellipsoid (gray curves) for the combined system (UR-5 and CM) and

the UR-5 only, respectively. Table 7.2 summarizes the results for the constrained

manipulability index (7.19) and constrained manipulability ellipsoid volume (7.20)

for the combined system and UR-5 only without the CM.
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Table 7.2: Constrained Manipulability Index Comparison

Constrained Manipulability Index

System Mean Std. Dev. Max Min

UR Only 8.42 e-17 1.63 e-16 7.53 e-16 1.23 e-50

UR + CM 1.31 e-05 1.28 e-05 4.29 e-05 1.85 e-07

7.7.3 Constrained Controller

The constraints mentioned in Section 7.3 are tested in execution of different sur-

gical plans in reaching desired surgical points behind the acetabular cup implant.

Results for maintaining RCM, axis range VF, hyperplane VF, and velocity and joint

limit constraints are presented during exploration of the workspace behind the im-

plant. Fig. 7.11(a) shows the distance between the desired programmed RCM point

and the closest point to the RCM on the robot’s end-effector shaft (7.3). As ob-

served, this distance remains below the specified threshold of 1 mm throughout the

execution of the experiment. Fig. 7.11(b) demonstrates the angle between the robot’s

end-effector shaft and the implant’s screw hole axis, which stays below the speci-

fied threshold of 45 degrees. Fig. 7.11(c) displays the path traversed by the tip of

the CM bounded by the five hyperplane constraints. Table 7.3 summarizes the used

joint velocity and position limits. The PD controller parameters were determined

experimentally as kp = 0.4 and kd = 0.1 to avoid possible overshoot of the controller.

Sample trajectory tracking scenarios with these control parameters have been

demonstrated in Fig. 7.12. In particular, the controller was tested during path fol-
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Figure 7.11: Performance of the controller in maintaining the constraints: (a) RCM
VF, (b) axis range VF angle, (c) plane constraints bounding the CM’s tip position.

lowing of a spiral (Fig. 7.12(a)), a circle (Fig. 7.12(b)), a cube (Fig. 7.12(c)), a surgical

plan tracing the entire surface of the osteolysis lesion cavity outlined in the preoper-

ative CT (Fig. 7.12(d)), and a surgical plan for surface debridement of hard sawbone

phantom behind the acetabular implant (Fig. 7.12(e)). Using a goal reaching thresh-

old of 1.5 mm, the mean, standard deviation, and maximum error in tracking accuracy

for these experiments were 1.47 mm, 0.02 mm, and 1.49 mm, respectively.
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Table 7.3: Comparison of Joint Limits in Simulation and Hardware

UR Joints Roll CM

Position Limit
Simulation ±2π (rad) ±2π (rad) 0-10 (mm)

Hardware ±2π (rad) ±2π (rad) 0-7 (mm)

Velocity Limit
Simulation ±5e-3 (rad/s) ±5e-2 (rad/s) 2e-1 (mm/s)

Hardware ±3e-3 (rad/s) ±3e-3 (rad/s) 5e-1 (mm/s)

7.7.4 Sensing

To evaluate the accuracy of the FBG sensor in estimating the CM tip position,

a total of 19 experiments are carried out, 10 of which are in free environment and

the other 9 include an obstacle located randomly along the length of the CM’s body

(Fig. 7.13). A total of 68306 and 61642 samples were collected in the free and obstacle

experiments, respectively. The data-driven method outlined in Section 7.3.4 is trained

and tested against this data-set with k-fold cross validation. The data-set is split

randomly into 80% training and 20% testing data with respect to the number of

overall experiment sets and the trained model is tested against the testing data-set

(k = 5). The tip position estimation error mean and standard deviation of all the

5-fold split combinations are 0.37 mm and 0.12 mm, respectively. In the worst case,

the mean, standard deviation, and maximum tip position error is 0.58 mm, 0.27 mm,

and 0.88 mm, respectively.

The tip position estimation obtained from the FBG sensor is expressed with re-

spect to the base of the CM. Combining this information with the end-effector shaft
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Figure 7.12: Controller performance in executing various motions and surgical plans.
(a) a spiral motion, (b) circle, (c) cube, (d) tracing the surface of the outlined osteoly-
sis lesion on the preoperative CT, (e) executing the surgical plan during debridement
of hard sawbone phantom

pose obtained from the optical tracker reflective jig 2 (Fig. 7.3) and the transforma-

tions obtained from the hand-eye calibration, the CM tip position can be expressed

with respect to the base of the entire robotic system and used as feedback in the

controller framework (Section 7.3). To evaluate the accuracy of the entire system tip
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Figure 7.13: Experiments: (a) CM bending in free space, (e) and (j) colliding with
soft obstacle, and colliding with hard obstacles (remaining cases).

position estimation, the CM and the positioning robot were moved concurrently in

the vicinity of the desired workspace and ground-truth data was obtained by direct

sensing of the CM tip position with respect to the base of the robot. The mean and

standard deviation of the entire system tip tracking error are 0.50 mm, and 0.18 mm,

respectively, with maximum error of 1.46 mm. Such precision in TPE for the entire

robotic system provides accurate real-time feedback to the controller when bringing

the system tip position to the desired surgical target points.

7.7.5 Planning and Debridement Performance

As outlined in 7.5.2, in the first step of the registration, four points on the screw

holes of the implant were chosen as fiducials for finding an initial registration guess
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Figure 7.14: The registration procedure. (a) digitization of the acetabular cup
implant, (b) the overlayed digitized point cloud on the preoperative CT after
registration.

(green points in Fig. 7.14(b)). The root mean square for this step of the registration

was 1.80 mm. In the second step, several points were digitized on the surface of

the acetabular cup implant and the surrounding exposed bone (overall 76 points).

Using this point cloud, the second step of the registration (point cloud to surface

regisration) was completed and the mean, min, and max residual error for this step

were measured as 0.87 mm, 0.02mm, and 3.50 mm, respectively. Fig. 7.14 shows the

overlay of the digitized points on the preoperative CT after registration (red points).

Given the registration, any set of desired target points on the patient CT can be

transformed to the coordinate system of the robotic system base. To demonstrate the

capability of the system in autonomous debridement of simulated phantom and bone

lesions, we outlined and executed several surgical paths both in phantom and cadaver

studies. Figs. 7.15 and 7.16 show the surface milling capabilities of the system in
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Figure 7.15: Concurrent control of the robotic system during debridement tasks in
phantom studies. (a) the experimental setup and the robotic system, (b), (c), (d),
and (e) various successful surface debridement tasks on sawbone phantoms mounted
on difficult-to-reach locations behind the acetabular cup

t = 0 s t = 30 s t = 60 s t = 90 s t = 120 s t = 150 s t = 180 s t = 210 s t = 240 s t = 270 s

t = 300 s t = 330 s t = 360 s t = 390 s t = 420 s t = 450 s t = 480 s t = 510 s t = 540 s t = 570 s

t = 600 s t = 630 s t = 660 s t = 690 s t = 720 s t = 750 s t = 780 s t = 810 s t = 840 s t = 870 s

Figure 7.16: Snapshots of the CDM insertion into the acetabular cup component and
cutting of the PCF 10 saw-bone phantom based on the planned trajectory.
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various experiments where hard sawbone phantoms with density of 10 and 15 pounds

per cubic foot (PCF) are mounted to the back and top of the cavity.

Fig. 7.17 shows the performance of the system in navigating the CM tip position to

goal points on desired paths within the workspace of the robotic system, not reachable

thoroughly by rigid tools consisting of curvilinear and straight-line segments while the

flexible debriding tool is cutting the phantom surfaces with two different densities,

(10 and 15 PCF). The desired target trajectories, as well the traversed system tip

position during the procedures are shown in Figs. 7.17(a), and 7.17(e). In addition,

the preoperative data obtained from the calibration step such as the RCM point, and

the acetabular cup rim digitized points, all described with respect to the rigid-link

robot’s coordinate frame are demonstrated in these figures.

An important aspect of the cutting performance is the velocity with which the flex-

ible tool sweeps the cutting surface (task-space velocity). This velocity is especially

important since the system is designed to cut simulated hard bone. To increase the

flexibility of the system’s user interface, we have incorporated an adjustable velocity

percentage parameter, which enables the user to choose what fraction of the gener-

ated task-space velocity should be used during cutting. Figs. 7.17(b), and 7.17(f)

show the generated task-space velocity for 50% and 80% velocity percentages during

cutting, respectively. The mean and standard deviation of the task-space velocity are

2.43 mm/s, and 0.93 mm/s for the 50% ratio, and 3.94 mm/s, and 1.15 mm/s for

the 80% ratio. Fig. 7.17(c), and 7.17(g )report the CM tip distance to target goal
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Figure 7.17: The cutting performance for saw-bone phantom PCF 10 (top row) and
PCF 15 (bottom row). (a) and (e) the desired cutting trajectory and the tracked
CDM tip position; (b) and (f) the generated task-space velocity; (c) and (g) CDM
tip distance from the target points during cutting; d and h) the resulting cutting
trajectory on the surface for the two phantoms.

points for the entire duration of the cutting experiments. The resulting cut surface

for the saw-bone phantoms with PCF 10 and 15 are demonstrated in Fig. 7.17(d), and

7.17(h), respectively. The mean measured cutting volume rate over time for material

removal is measured at 0.0083 mm3/s.

Similarly, in the cadaver study, drilling and milling of hard bone are demonstrated

in Fig. 7.18 while the system of UR-10 and CM are being concurrently controlled

to the surgical target points. To make the debridement task further challenging,

hard simulated phantom (PCF 15) was mounted at difficult-to-reach locations right

behind and above the acetabular cup implant were the lesion area was outlined by

our clinical collaborator (Fig. 7.18(d)) and the system successfully reached this area

while debriding the hard sawbone. Similar to the controller validation experiments
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Figure 7.18: Concurrent control of the robotic system during debridement tasks in
osteolysis cadaver study. (a) the robotic system deployed in the operating room,
(b) drilling task inside hard bone, (c) surface milling task of hard bone, (d) reach-
ing extremely difficult points right behind the implant while milling hard sawbone
phantoms.

and using a goal reaching threshold of 1.5 mm, the mean, standard deviation, and

maximum error in tracking accuracy for these experiments were 1.47 mm, 0.02 mm,

and 1.50 mm, respectively. During the debridement tasks, the flexible instrument’s

rotation velocity was set to 2250 RPM (see [70] and [69] for further details on the

instrument velocity during cutting tasks).

Of note, Fig. 7.19 demonstrates the use of the developed workstation during the

curved drilling technique for core decompression of the femoral head. Fig. 7.20 shows

X-ray snapshots of both the less-invasive treatment of osteolysis and core decom-
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Figure 7.19: Concurrent control of the robotic system during debridement tasks in
cadaver study for core decompression of femoral head.

pression of the femoral head using the curved-drilling technique using the developed

surgical system. The extreme reach and dexterity of our developed system in confined

spaces in human anatomy can be observed in these figures, as the CM tip reaches

difficult-to-access sites behind the acetabular implant and the femoral head while

milling bone.
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Figure 7.20: X-ray snapshots of two cadaver experiments demonstrating extreme reach and dexterity of the developed
system for top row: core decompression of the femoral head osteonecrosis using the curved-drilling technique, and
bottom row: less-invasive treatment of pelvic osteolysis behind the acetabular implant.
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7.8 Discussion

The constrained workspace analysis results show that our developed system out-

performs the conventional rigid tools such as curettes in confined spaces in human

anatomies where the rigid tools cannot maneuver as much. This is achieved by the

flexibility and extreme bending capabilities of our developed CM. For the case of

osteolysis and when restricting the axis range limit to 45◦, the combined robotic

system can achieve 98% of the lesion area behind the acetabular implant while a

rigid tool can at most reach 71% of this area, excluding the most important and

problematic locations that are right behind the implant. This limitation worsens if

the axis range of motion is restricted further to 30◦, where a rigid tool can at most

reach 54% of the lesion area while the robotic system can still cover 91% of the area.

The importance of this extended dexterity by the robotic system is realized further

in the context of minimally invasive surgery (MIS), where a more restricted axis range

limit requires a smaller incision on the patient while most of the lesion area is still

reachable. As demonstrated in Fig. 7.9(a), our developed system can reach the surface

behind the implant even by only bending the CM while the robot shaft is fixated and

aligned with the axis of the implant’s screw hole. This can be regarded as a huge

advantage of using the robotic system over rigid tools to perform the surgery in

a minimally invasive fashion with a small incision point on the patient’s skin. In

conventional treatment of osteolysis, usually the rigid tool is also inserted from the

side of the implant to reach the immediate points behind the implant. The advantage
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of using our robotic system is that the lesion area can be accessed and cleaned out

using only the screw hole on the implant without requiring a second incision point on

the side.

The evolution of the manipulability ellipsoid in Fig. 7.10 reveals that the addition

of the CM to the system enhances the constrained manipulability in two ways. Ex-

plicitly, the extreme articulation capabilities of the CM increases the manipulability

in its direction of bending. This can be observed in the front view images where the

direction of maximum manipulability is in the direction of CM bending. Implicitly,

when the CM is bent, additional manipulability is achieved by the actuation unit’s

roll motor (roll about the end-effector shaft) in the direction perpendicular to the

CM’s plane of bend. This can be viewed on the top view images where in the earlier

iterations (straight CM), the semi-axis of the ellipsoid is relatively small in this di-

rection, while as the CM bends more toward the later iterations, the semi-axis in the

direction perpendicular to the CM’s plane of bend enlarges.

A comparison of the manipulability ellipsoid semi-axes lengths (gray) and volume

(red) in Figs. 7.10(a) and 7.10(b) shows how the manipulability is increased by addi-

tion of the CM to the rigid-link robot. Quantitatively, the manipulability ellipsoid’s

volume is nearly 1000 times more throughout the experiment, where the robotic sys-

tem without the CM exhibits a very small manipulability in at least one direction

resulting in an overall small ellipsoid volume. This difference can be justified by not-

ing firstly that the combined system contains two more degrees of freedom (for roll
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and CM) compared to only the robotic system, and secondly that the degree of free-

dom achieved by the CM (and roll, when the CM is bent) are completely decoupled

from the RCM constraint and only increase the constrained manipulability of the

system. The constrained manipulability index is additionally compared in Table 7.2

where the mean manipulability index for the combined system is nearly 1012 times

larger than that of the robotic system alone when the RCM constraint is active.

The constrained controller results demonstrate that first the optimization frame-

work is successful in maintaining the desired constraints while executing various surgi-

cal tasks with great target placement accuracy. It should be noted that the threshold

specified for reaching the goal points was set to 1.5 mm during the experiments, which

is satisfactory for orthopaedic applications, considering the scales and dimensions of

the region of interest. Depending on the application and requirements, this value

is adjustable and smaller thresholds could be imposed on the controller in favor of

further accuracy at the expense of slightly longer convergence time. For the joint po-

sition and velocity constraints, a trade-off between system safety, time and the extent

of reach exists. For instance, in the simulation environment we allowed the robotic

system to move slightly faster and with greater range compared to the physical sys-

tem since there is no concern of damage to the system or patient in simulation. From

a surgical standpoint, however, to avoid possible bone necrosis caused by the feeding

rate of the tool, and considering the safety of the surgical staff, the patient, and the

robotic system, extra care must be taken into account.
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7.9 Conclusion

This chapter presented the integrated system and preliminary phantom and hu-

man cadaver studies demonstrating extreme dexterity, improved patient access and

hard bone debridement capabilities using CMs for MIS orthopaedic interventions.

While the primary envisioned use-case of the system was MIS orthopaedics, the en-

hanced dexterity of the system could potentially benefit other surgical applications

such as spine and otorhinolaryngology. For potential applications at other scales, the

CM dimensions and the choice of the positioning robot can be adjusted accordingly

in the next generations of the system. Full surgical autonomy still remains in the

realm of science fiction, however, pushing the technological potentials to the bound-

aries while realizing a meaningful collaboration and team work between the surgeon

and robotic systems could greatly benefit healthcare.

The constrained controller framework presented in this chapter involves linear con-

straints as shown in (7.2). In general, however, nonlinear constraints may be incorpo-

rated into the controller. There are computational and accuracy trade-offs between

linearly constrained and nonlinearly constrained least squares problems. The algo-

rithms for solving linearly constrained problems (e.g. least squares inequality methods

and active set methods) are usually less complex than the algorithms for solving the

nonlinearly constrained problems (e.g. reduced-gradient methods and sequential pro-

gramming methods) [225]. Consequently, solving linearly constrained problems can

take less computation time. As a workaround, nonlinear constraints may be linearly
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approximated with a set of hyperplanes (as defined in section 7.3.1.2) to bound a

polyhedron that approximates a nonlinear geometric constraint region. An exam-

ple use-case of such linearization was demonstrated in the formulation of the RCM

constraint (section 7.3.1.1). The computational and accuracy trade-offs between the

use of a nonlinear constraint and different number of hyperplanes for approximation

has been studied in the work of Kapoor [226]. For example, a geometrical spherical

constraint can be approximated by 16 hyperplanes with smaller computation time

compared to the nonlinear constraint with good accuracy.
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Conclusion

8.1 Summary

In this thesis, we developed a dexterous redundant surgical robotic system for au-

tonomous minimally invasive surgery (MIS) orthopaedic interventions. Even though

primary motivation was focused on the less-invasive treatment of osteolysis, the frame-

work and methodologies are applicable to other interventions, orthopaedic related or

otherwise. As outlined in previous chapters, other surgeries that could potentially

benefit from flexibility and dexterity of the robotic system developed in this work

include avascular necrosis of the hip [14, 15] (e.g., core decompression of the femoral

head), benign lesion removal [16], treatment of metastatic bone decease [17], shoulder

and knee arthroscopic surgeries [18,19], spine [20], and otorhinolaryngology interven-

tions [21] (e.g. lateral skull base surgery). This list can be extended to any other
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intervention that requires high dexterity and sufficient rigidity during interactions

with hard lesions. The major advantage of the developed system over the state-of-

the-art robotic systems for orthopaedic interventions is the autonomous execution

of debridement tasks together with enhanced dexterity granted by the continuum

manipulator (CM) that enables access to confined and constrained sites in human

anatomy. The CM is instrumented with flexible tools and advanced optical fiber

sensors that could sense shape and contacts with the surrounding environment.

A variety of autonomous surgical systems have been deployed in the operating

rooms for years in orthopaedic applications. The incorporation of rigid-link robots

as the core component of these systems does not allow for their adaptation to con-

fined anatomies. The proposed system in this thesis could overcome this limitation

by incorporation of a CM that is well suited for orthopaedic applications which en-

hances dexterity and patient access. Additionally, current paradigm of robot-assisted

surgeries depend mostly on an individual surgeon’s manual capability. Autonomous

robotic surgery, on the other hand, promises enhanced efficacy, safety, and improved

surgical outcomes. We demonstrated the feasibility of using a dexterous autonomous

system with task autonomy [42] not only to reach difficult-to-access locations in hu-

man anatomy, but to successfully mill hard bone as well. It is worthy to mention,

however, that in our system, surgeons are still in control of the surgery, i.e. they

determine the surgical plan and they monitor and intervene during the surgery, as

they see fit. Of note, the control and sensing frameworks described in this thesis are
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also applicable to semi-autonomous and tele-operated systems.

While in this work, machine learning techniques were incorporated in the sens-

ing components of the system, particularly the fiber Bragg grating (FBG) sensing,

other components of the surgical system such as the planning module can potentially

benefit from this discipline. An active area of research where learning techniques

are being acquired has been the development of robotic surgical assistants that auto-

mate portions of a task that are time consuming and tedious by learning from expert

demonstration [227]. Another example of such use is the surgical activity recognition

using recurrent neural networks [228]. In orthopaedics, researchers have recently in-

corporated deep learning techniques for automated detection and classification of knee

arthroplasty [229]. With recent advancements in machine learning in other fields such

as self-driving cars, more rapid adaptation to this domain is expected in autonomous

systems developed in the field of medical robotics in the near future, even though

safety concerns must be addressed and risks eliminated.

From a surgical workflow stand-point, similar to other medical robotic systems,

there is a trade-off between accuracy, surgical outcome, and surgery time. While the

calibration steps (hand-eye calibration and FBG sensor preparation) can be performed

off-line outside the operating room, deployment and registration of the robotic system

in the operating room require inevitable additional time. This additional time can

potentially be minimized by familiarizing and training the technical and surgical staff

with the robotic system and the robot-assisted surgical workflow.
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From a design perspective, while there is still room for improvement in future

generations of the system, the integration of the flexible debridement tools on the

actuation unit was facilitated by incorporation of a central shaft on the actuation unit

so that different flexible tools with appropriate tool head sizes could be passed through

the shaft and be interchangeably used during the surgery. From the surgical staff

and patient safety perspective, the proposed robotic system is optimal since X-ray

imaging is an optional component of the system. While and image-based registration

procedure could potentially be used, the current proposed surgical workflow relies

on high frequency FBG and optical tracker feedback with real-time visualization for

intraoperative navigation, leaving intermittent X-ray imaging only as an optional

means for confirmation of expected surgical plan execution.

8.2 Limitations and Future Work

The following is a list of the limitations and some relevant directions for future

research:

1. The CM used throughout the thesis was designed with requirements associated

with less-invasive treatment of osteolysis. While suitable for this application,

for other potential applications, CMs with different scales and sizes could be

studied and explored.

2. The control frameworks described are independent of the choice of the rigid-
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link positioning robot. While in this thesis, UR manipulators were incorporated

for the system integration and evaluation experiments, these manipulators are

primarily designed for industrial applications. As such, other manipulators

that are potentially better-suited for medical applications must be studied in

the future.

3. Both multi-point (FBG) and distributed (OFDR) fiber optic sensors were fully

explored, evaluated, and compared. However, due to interrogation device limi-

tations, only FBG sensors were incorporated for the overall system integration

and phantom and cadaver experiments. In the future, distributed sensors must

also be incorporated into the system and used in such system evaluations.

4. The control frameworks in this thesis were based on the kinematics of the robotic

system. In the future, dynamics may also be explored and strategies based on

impedance or hybrid position/force controls may also be incorporated for e.g.

controlling the debridement force and CM/bone interaction force for optimal

cutting performance.

5. Using a planar CM offers certain advantages for orthopaedic applications where

contact forces are relative larger compared to other interventions. However,

manipulators capable of 3-D motions may be better suited for applications where

extreme manoeuvring capability is required from the CM. Incorporation of such

manipulators may potentially eliminate the need for use of bulky positioning
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robots for additional degrees of freedom. As such, more compact systems could

be developed for MIS interventions.

6. This work relied on preoperative patient/CT registration using optical trackers

and image-less intraoperative navigation by incorporation of the FBG sensors.

Future work could explore the use of image-based approaches where the CM is

used as a fiducial and appropriate 2D/3D registration algorithms are applied to

register the patient to the robot.

7. Incorporation of endoscopy devices into the CM channels as another means of

feedback can potentially improve the navigation tasks.

8. Throughout this dissertation, it was shown that how the data-driven methods

could enhance the accuracy of the sensing problems associated with the CMs.

A future direction of research may be dedicated to exploration of integrating

data- and model-driven methods for these sensing problems to leverage both

the underlying physics of the problem as well as the empirical data.

9. The data-driven collision detection algorithm could potentially provide useful

information and insight about CM’s contacts with the environment. This infor-

mation could be further augmented with localization of the contacts (region of

contact along the body of the manipulator) as well as the contact force values.

233



Bibliography

[1] V. Vitiello, S.-L. Lee, T. P. Cundy, and G.-Z. Yang, “Emerging robotic plat-

forms for minimally invasive surgery,” IEEE reviews in biomedical engineering,

vol. 6, pp. 111–126, 2012.

[2] R. H. Taylor, A. Menciassi, G. Fichtinger, P. Fiorini, and P. Dario, “Medical

robotics and computer-integrated surgery,” in Springer handbook of robotics.

Springer, 2016, pp. 1657–1684.

[3] J. Burgner-Kahrs, D. C. Rucker, and H. Choset, “Continuum robots for medical

applications: A survey,” IEEE Transactions on Robotics, vol. 31, no. 6, pp.

1261–1280, 2015.

[4] A. H. Gosline, N. V. Vasilyev, E. J. Butler, C. Folk, A. Cohen, R. Chen, N. Lang,

P. J. Del Nido, and P. E. Dupont, “Percutaneous intracardiac beating-heart

surgery using metal mems tissue approximation tools,” The International jour-

nal of robotics research, vol. 31, no. 9, pp. 1081–1093, 2012.

[5] A. Bajo, R. E. Goldman, L. Wang, D. Fowler, and N. Simaan, “Integration

234



BIBLIOGRAPHY

and preliminary evaluation of an insertable robotic effectors platform for single

port access surgery,” in 2012 IEEE International Conference on Robotics and

Automation. IEEE, 2012, pp. 3381–3387.

[6] J. S. Schneider, J. Burgner, R. J. Webster III, and P. T. Russell III, “Robotic

surgery for the sinuses and skull base: What are the possibilities and what are

the obstacles?” Current opinion in otolaryngology & head and neck surgery,

vol. 21, no. 1, p. 11, 2013.

[7] J. Burgner, D. C. Rucker, H. B. Gilbert, P. J. Swaney, P. T. Russell, K. D.

Weaver, and R. J. Webster, “A telerobotic system for transnasal surgery,”

IEEE/ASME Transactions on Mechatronics, vol. 19, no. 3, pp. 996–1006, 2013.

[8] R. A. Beasley, “Medical robots: current systems and research directions,” Jour-

nal of Robotics, vol. 2012, 2012.

[9] M. Yip and N. Das, “Robot autonomy for surgery,” arXiv preprint

arXiv:1707.03080, p. 1, 2017.

[10] T. L. Ghezzi and O. C. Corleta, “30 years of robotic surgery,” World journal

of surgery, vol. 40, no. 10, pp. 2550–2557, 2016.

[11] J. H. Lonner, “Robotics in knee and hip arthroplasty: Current concepts, tech-

niques and emerging uses,” 2019.

235



BIBLIOGRAPHY

[12] D. J. Berry, “Periprosthetic fractures associated with osteolysis: a problem on

the rise,” The Journal of arthroplasty, vol. 18, no. 3, pp. 107–111, 2003.

[13] C. A. Engh Jr, H. Egawa, S. E. Beykirch, R. H. Hopper Jr, and C. A. Engh, “The

quality of osteolysis grafting with cementless acetabular component retention.”

Clinical Orthopaedics and Related Research (1976-2007), vol. 465, pp. 150–154,

2007.

[14] J. H. Herndon and O. E. Aufranc, “Avascular necrosis of the femoral head in the

adult: a review of its incidence in a variety of conditions,” Clinical Orthopaedics

and Related Research R©, vol. 86, pp. 43–62, 1972.

[15] F. Mwale, H. Wang, A. J. Johnson, M. A. Mont, and J. Antoniou, “Abnormal

vascular endothelial growth factor expression in mesenchymal stem cells from

both osteonecrotic and osteoarthritic hips,” Bulletin of the NYU hospital for

joint diseases, vol. 69, no. 1, p. S56, 2011.

[16] A. Toker, K. Ayalp, E. Uyumaz, E. Kaba, Ö. Demirhan, and S. Erus, “Robotic
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