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Abstract

This thesis investigates child speech recognition as a low-resource scenario of automatic speech recognition (ASR), and explores multiple methods to improve the performance of both hybrid and end-to-end ASR models in recognizing children’s speech. Similar to ASR for adults, child speech recognition aims to transcribe the content of audio recordings into text automatically. Due to the difference in vocal characteristics, ASR models trained on only adult speech data are not adequate for recognizing child speech. With limited public available child speech corpora, recognizing child speech calls for more data-efficient methods to develop ASR systems.

In this thesis, three strategies widely used in low-resource ASR are investigated for child speech recognition:

1. Using compact model parameterization: factorized time delay neural networks (TDNN-F) are used as more data-efficient acoustic models (AM) for Deep Neural Network (DNN)-HMM hybrid ASR models;

2. Adapting models trained on out-of-domain data: transfer learning is used to
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adapt end-to-end ASR model trained on adult speech for child speech recognition

3. Making creative use of available in-domain data: different data augmentation methods are applied to enhance existing child speech data to train hybrid ASR models.

Empirical results are presented on several publicly available data sets, and are compared with previously published results on the same data sets.

First Reader: Dr. Sanjeev Khudanpur
Second Reader: Dr. Leibny Paola García-Perera
External Examiner: Dr. Daniel Povey
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Chapter 1

Introduction

1.1 Background

Automatic speech recognition (ASR) describes the task of transcribing the content of a speech recording to written text using computers. The task is traditionally decomposed as two sub-tasks, acoustic modeling (AM) and language modeling (LM), where the first task focuses on mapping a sequence of acoustic features to possible sequences of phonetic units, and the latter on transducing a sequence of phonetic units into meaningful sentences. For acoustic modeling, Hidden-Markov-Model (HMM)-based systems have long been popular (Jelinek, 1976; Levinson, Rabiner, and Sondhi, 1983). HMMs are typically used with either Gaussian Mixture Model (GMM) (Stuttle, 2003) or deep neural network (DNN) (Yu and Deng, 2016), and called GMM-HMM systems and hybrid ASR systems respectively. For language modeling, traditional $n$-gram
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LMs (Goodman, 2001) are usually used in the form of weighted finite-state transducers (WFST) (Mohri, Pereira, and Riley, 2008), composed with the HMM in AM; while recurrent neural network LMs (RNNLM) (Mikolov et al., 2010) are typically used to rescore the outputs of the AM (Deoras et al., 2011; Xu et al., 2018). Recently, with the advances in sequence modeling using deep learning, pure neural ASR systems based on the sequence-to-sequence model (Sutskever, Vinyals, and Le, 2014; Bahdanau, Cho, and Bengio, 2014), also referred to as end-to-end (E2E) ASR, are being increasingly studied (Chorowski et al., 2014; Graves and Jaitly, 2014; Chan et al., 2016). They typically require more training data than hybrid systems, but offer a certain simplification in system design and development. Hybrid systems and E2E systems will be investigated in this thesis.

1.2 Motivation

In this thesis, child speech recognition is investigated as a low-resource scenario of ASR using both the hybrid approach and end-to-end approach.

Advances in ASR make human-computer communication much easier and enable applications of digital voice assistants in fields such as home automation, customer service, and medical assistance (Vajpai and Bora, 2016). Some of these applications can benefit children, especially pre-school children who cannot yet communicate through written text. For example, automatic reading assessment (Zechner, Evanini, and Lai-
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tusis, 2012; Evanini and Wang, 2013) and interactive reading tutor (Mostow, 2012) help children learn both first and foreign languages with less guidance from teachers. However, performance of such applications are greatly limited by the unsatisfactory accuracy in child speech recognition. Potamianos and Narayanan (2003) showed that the word error rate (WER) for child speech recognition can be up to 2–5 times higher than ASR for adults, even when using the same ASR model.

Challenges in child speech recognition come from both acoustic modeling and language modeling (Li and Russell, 2002), as well as the insufficiency of training data. Previous research reports a higher variance in acoustic features among different speakers due to the development of the vocal tract, which makes ASR for child speech harder than for adults. Speech recordings of pre-teen speakers also contain more hesitation, inaccurate pronunciation and syntax, challenging the LM trained on well-written text. While adult speech corpora are not well matched for training ASR systems for child speech due to the difference in acoustic features, such as formant distribution, publicly available child speech corpora are quite limited. For instance, some well-established adult English speech corpora, e.g. LibriSpeech (Panayotov et al., 2015), have more than 1000 hours of annotated recordings, while prevalent child speech corpora in English have less than 100 hours of annotated data (Claus et al., 2013). The problem is even more acute in other languages.

This thesis focuses on the third challenge in child speech recognition, the lack of training data, as challenges in AM or LM can be greatly alleviated, if not solved,
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with enough data. Liao et al. (2015), utilizing 459 million frames or more than 1000 hours of private data, achieved a competitive WER on child speech compared to performance of ASR for adults. However, not all researchers have the luxury of such a large corpus, which calls for more data-efficient solutions to child speech recognition.

1.3 Related Work

Efforts in improving accuracy of child speech recognition has been made regarding to many different aspects of this challenging task, the majority of which falls into one or more of the following categories:

- Finer annotation of the data
- Data augmentation
- More robust feature extraction or feature-level adaptions
- Data-efficient structure for neural models
- Utilize out-of-domain data by using multi-task learning or transfer learning techniques

**Finer annotation** improves child speech ASR by providing more information to the corpus. For example, child speech datasets are divided into multiple subsets based on the age of the speakers to lower the inter-speaker variance introduced by vocal tract development (Gerosa et al., 2009). Batliner et al. (2005) and Beckman et al. (2017)
used sub-word (phonemes, etc) transcripts for a more accurate annotation of audio
data, including the mistakes. Sub-word transcription is particularly important for
detecting mistakes and hesitation in child speech (Zechner, Evanini, and Laitusis,
2012) or speech of non-native speakers (Leung, Liu, and Meng, 2019).

Data augmentation improves child speech recognition by synthetically con-
structing more training data from the available training set. Adding different noises
(white noise, babbling noise, music, etc) and simulated reverberation to the original
data set creates multiple copies of training data, and shows improvement in ASR
for low-resource languages (Snyder, Chen, and Povey, 2015, Wang et al., 2019, Pu-
lugundla et al., 2018, Ko et al., 2017). Vocal Tract Length Perturbation (VTLP)
(Jaitly and Hinton, 2013, Kim et al., 2019) and spectrum augmentation (SpecAug-
ment) (Park et al., 2019) are popular data augmentation techniques used in end-
to-end ASR, which modify the original data on the feature level to create modified
copies of the original data. Both augment the data by warping the frequency axis,
and SpecAugment also masks out some frequency. Speech data synthesized by using
text-to-speech (TTS) (Hayashi et al., 2019), speech conversion, or generative adver-
sarial network (GAN) techniques has also been used for data augmentation (Hu, Tan,
and Qian, 2018, Sheng, Yang, and Qian, 2019). Qian et al. (2016) and Fainberg et al.
(2016) also shows that, performance of child speech recognition can be improved by
simply augment the training set by including adult female speech.

Feature level adaptation refers to the effort in better feature extraction and
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feature-level adaptation. Perceptual linear predictive (PLP) (Hermansky, 1990) has shown improvement in child speech recognition when first introduced to the speech community. Vocal tract length normalization (VTLN) normalizes the spectral distribution of different speakers by a transformation on the feature-level.

In the context of DNNs, effort has been made to look for more data-efficient model structures. While effective on large datasets, neural models tend to suffer more than traditional models in a low-resource scenario. Factorized time-delay neural networks (TDNN-F) (Povey et al., 2018; Pulugundla et al., 2018) provides a more data-efficient neural model structure for ASR for low-resource languages, with the intuition that neural models suffer more from data insufficiency due to its large number of parameters compared to the traditional models. Further details of TDNN-F are discussed in Chapter 2.

Transfer learning or multi-task learning is also widely used to utilize out-of-domain data for neural model training. For hybrid systems, several different strategies (Shivakumar and Georgiou, 2020; Qian et al., 2016) have been presented to improve child speech recognition by pretraining a time delay neural network (TDNN) using sufficient adult speech data, and then fine-tuning it with limited child speech data. Multilingual training utilizes speech data in different languages to provide more data for training AM in hybrid systems (Ghoshal, Swietojanski, and Renals, 2013; Huang et al., 2013; Vu et al., 2014) or end-to-end ASR systems (Kannan et al., 2019) using multi-task training techniques. Success in multilingual ASR has also been introduced
to improve low-resource ASR using either hybrid (Sahraeian and Van Compernolle, 2016) or end-to-end systems (Zhou, Xu, and Xu, 2018).

### 1.4 Dataset

All the experiments were conducted on one or more of these corpora: CMU_Kids (Eskenazi, Mostow, and Graff, 1997; Eskenazi and Mostow, 2006), and CSLU_Kids (Shobaki, Hosom, and Cole, 2000; Shobaki, Hosom, and Cole, 2007). This section briefly describes the datasets and shows some statistics of the corpora.

Both CMU_Kids and CSLU_Kids are publicly available corpora recording school-age children reading prompted sentences or phrases. The CMU_Kids corpus contains 5180 utterances, recording 76 speakers reading 1 sentence per utterance. The scripted part of the CSLU_Kids corpus contains around 1118 speakers saying a single word or reading a short phrase in each utterance. The prompted scripts are used as the reference transcript of the utterances. Different speakers might read the same sentence in different recordings. Table 1.1 shows duration, number of speakers, number of different prompt texts, and vocabulary size of both corpora. Figure 1.1 shows the data percentage distributed over sentence length.

---

1 Available at [https://catalog.ldc.upenn.edu/LDC97S63](https://catalog.ldc.upenn.edu/LDC97S63)
2 Available at [https://catalog.ldc.upenn.edu/LDC2007S18](https://catalog.ldc.upenn.edu/LDC2007S18)
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<table>
<thead>
<tr>
<th>Corpus</th>
<th>Duration (h)</th>
<th>Number of Speakers</th>
<th>Number of Sentences</th>
<th>Vocabulary Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMU_Kids</td>
<td>9.1</td>
<td>76</td>
<td>356</td>
<td>876</td>
</tr>
<tr>
<td>CSLU_Kids</td>
<td>69.3</td>
<td>1118</td>
<td>317</td>
<td>562</td>
</tr>
</tbody>
</table>

Table 1.1: Statistics of CMU_Kids and CSLU_Kids

Figure 1.1: Data Distribution By Sentence Length

1.5 Contribution and Organization

In this thesis, a hybrid DNN-HMM ASR system for child speech recognition was built using the Kaldi toolkit (Povey et al., 2011), and an end-to-end ASR system was built using the Espresso toolkit (Wang et al., 2019). The main contribution of this thesis is summarized as below:

- Achieves state-of-the-art WER result on two public available child speech corpora, CMU_Kids (Eskenazi, Mostow, and Graff, 1997) and CSLU_Kids (Shobaki, Hosom, and Cole, 2000), by using a TDNN-F-HMM hybrid ASR system. The
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code for implementing this system has been merged into Kaldi and made available to the public.

• This thesis is, to the best of our knowledge, one of the earliest explorations of performing child speech recognition using end-to-end neural model.

• Data augmentation using additive noises and reverberation is explored for hybrid system.

The rest of this thesis is organized as follows. Chapter 2 discusses the implementation details of TDNN-F based hybrid system, and presents the results of this system on multiple child speech corpora, along with the effect of data augmentation. Chapter 3 describes the end-to-end ASR system for child speech recognition, and presents the results with different training strategies. Lastly, Chapter 4 summarized the work presented in this thesis, and discuss possible directions for future work.
Chapter 2

Hybrid for Child Speech

2.1 Introduction

Time-delay neural network (TDNN) has long been a prevalent structure for hybrid acoustic model (AM), and on small datasets, ASR systems with such AM still hold the state-of-the-art performance. To further improve the ASR performance for low-resource languages, which normally have less than 100 hours of training data, factorized time-delay neural network (TDNN-F) was proposed as a data-efficient alternative of TDNN. Povey et al. (2018) and Pulugundla et al. (2018) both suggested similar model structure, known as TDNN-F in the former, and low-rank TDNN in the latter. The former also introduced extra training criterion for this structure to improve its performance. In computer vision (CV) literature, similar structure is also proven to be effective on convolutional neural networks (CNN), known as the bot-
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tleneck block (Lin, Chen, and Yan, 2013; Szegedy et al., 2015). In this Chapter, we applied TDNN-F to child speech recognition, and successfully improved the performance. The main results in this Chapter also appear in a refereed publication (Wu et al., 2019).

The rest of this Chapter is organized as follows. Section 2.2 describes the HMM-based hybrid system, and how we tried to improve it with TDNN-F. Section 2.3 includes details of all the experiments. Section 2.4 presents the performance of TDNN-F systems with augmentation and VTLN, and compares it with the baseline TDNN system. Finally, Section 2.5 summarizes the work in this Chapter.

2.2 TDNN-F in Hybrid System for Child Speech Recognition

Hidden Markov Models (HMM) have been popular for acoustic modelling (AM) since the 1980s. In this Chapter, we use a triphone Deep Neural Network (DNN)-HMM hybrid model for acoustic modeling, where each triphone represents a phone with its immediate left and right neighbour phones and each HMM models a triphone using 3 states. The emission probabilities of all HMM states are given by one single DNN, mapping an audio frame, represented as feature vector, to a probability distribution over all HMM states. Figure 2.3 illustrates TDNN and TDNN-F hybrid systems. More details about Figure 2.3 and the training recipe for hybrid systems can
be found in Section 2.3.2 and Section 2.3.3. In this Section, we explore using TDNN-F as a data-efficient alternative for TDNN in the hybrid system. To better illustrate TDNN-F, we first discuss TDNN, and then introduce TDNN-F as its refinement.

Waibel et al. (1989) first proposed the usage of time-delay neural network (TDNN) for phoneme recognition. Peddinti, Povey, and Khudanpur (2015) then incorporated a deep TDNN into the DNN-HMM framework for better ASR performance. As shown in Figure 2.1, each TDNN layer passes forward the input frame at current time step \( t \) with its left and right neighbours within a certain context window, which is similar to a fully-connected 1-dimensional convolutional neural network (CNN). With a deep structure, TDNN has the ability to integrate information in a wide context window. Since the context windows for adjacent steps overlap with each other, it is not necessary to feed every frame to the next layer. For computational efficiency, we skip some frames based on the context window, so that the frames passed forward (shown in blue in Figure 2.1) have less or no overlapping information.

TDNN-F further improves the computation efficiency of the network by using singular value decomposition (SVD), decomposing the weight matrix of each layer into an approximation as the product of two lower rank matrices (Povey et al., 2018):

\[
W = U \Sigma V^T = MN, \tag{2.1}
\]

where \( \Sigma \in \mathbb{R}^{m \times n} \) is a non-negative, rectangular diagonal matrix, \( M \in \mathbb{R}^{m \times k} \), and \( N \in \mathbb{R}^{k \times n} \). By choosing a suitable value of \( k \leq \min\{m, n\} \), we can easily reduce the
total number of parameters for this transformation. For this approach, we need to ensure that one of the two sub matrices is close to a semi-orthogonal matrix, as it is the equivalent of $U\Sigma$ (or $\Sigma V^T$). When training the network, after every a few updates of the whole network, we specifically update $N$ with SGD using an additional objective function to guarantee that $N$ is not too far from being semi-orthogonal (Povey et al., 2018). Since $k$ is much smaller than $m$ and $n$, TDNN-F can also be considered as introducing an extra bottleneck layer into the traditional TDNN. Figure 2.2 shows the factorized version of the top layer from Figure 2.1. Povey et al. (2018) also illustrates that residual connection and a 3-stage splicing structure can further improve the performance of TDNN-F by inserting two (instead of one) bottleneck
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layers, and allows convolution in between the bottleneck layers.

![Diagram of TDNN Layer with Factored TDNN Layer and TDNN Layer Weight Matrix](image)

**Figure 2.2: Factorized TDNN Layer**

To train a TDNN-F acoustic model, a GMM-HMM model is trained to provide labeled data by aligning the frames to phone states. The hybrid model is then trained using the lattice-free maximum mutual information (LF-MMI) criterion, which maximizes the posterior probability of the transcript given the audio signal. It involves summing the joint probability over all possible word sequences allowed by the AM and LM in the system. MMI can be approximated by summing over the lattice instead of all possible sentences, but it is still computationally expensive. LF-MMI uses a phone-level language model instead of a word-level language model (backed
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by a lexicon), which allows a smaller frame rate, a faster decoding speed, and improvement in accuracy (Povey et al., 2016). We interpolate the LF-MMI loss with cross-entropy loss during training. An additional output layer was built to calculate the cross-entropy loss. Only the LF-MMI output layer is used during decoding.

2.3 Experiment Setup

All of the experiments were carried out using the Kaldi toolkit (Povey et al., 2011). In this Section, we provide details of the corpora, data augmentation process, and the two models we used in our experiment.

2.3.1 Corpora and Data Preparation

We trained and tested our models using 2 child speech corpora, CMU_Kids and CSLU_Kids. The details and statistics of both corpora can be found in Section 1.4. As shown in Table 2.1, we randomly reserved 30% of the utterances from each corpus for development testing. All of our models were trained on both of the corpora separately, as well as on the combined training set.

<table>
<thead>
<tr>
<th>Table 2.1: Child Speech Corpora and Training/Test Splits</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMU_Kids</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>Train</td>
</tr>
<tr>
<td># of Utterances</td>
</tr>
<tr>
<td>Duration (hours)</td>
</tr>
</tbody>
</table>
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Since CMU_Kids is particularly small in size, and it is noisier than CSLU_Kids, we trained a TDNN-F model with augmented training set from CMU_Kids by adding babble noise and reverberation. Babble noise was created by combining 3 to 5 speakers from the Mixer-6 corpus (Cieri et al., 2006), and then added to the original training set. On top of additive babble noise, we simulated room reverberation using the RIRS_NOISES database (Ko et al., 2017). In total, we generated 2 augmented copies (babble noise and babble noise with reverberation) of the data and used them alongside the original, clean training data as the training set of the TDNN-F. Alignments used for the new augmented data come from their corresponding clean copies.

Mel-frequency cepstral coefficients (MFCC) were used as the front-end feature. We extracted MFCC features from a 25 ms window, and a frame rate of 10 ms. For the GMM-HMM system, 13 MFCCs and their corresponding ∆ and ∆-∆ features were used. For TDNN-F system, high-resolution MFCCs were used. The input vector was a concatenation of 40-dimension cepstral coefficients of both the current and neighbor frames, and a 100-dimension i-vector (Dehak et al., 2011; Saon et al., 2013; Senior and Lopez-Moreno, 2014) of the current frame.

2.3.2 TDNN-F System

For the TDNN-F network, we followed the three-stage splicing structure\(^1\). As shown in Figure 2.3, we started by building a traditional 3-state left-to-right GMM-

\(^1\)Adapted from the Kaldi-MATERIAL recipe: [https://github.com/kaldi-asr/kaldi/tree/master/egs/material/s5](https://github.com/kaldi-asr/kaldi/tree/master/egs/material/s5)
HMM triphone model to provide aligned (frame to phone state) training data for the DNN system. For better alignment, linear discriminant analysis (LDA) (Haeb-Umbach and Ney, 1992), maximum likelihood linear transformation (MLLT) estimation (Gales, 1999), and speaker adaptive training (SAT) (Anastasakos, McDonough, and Makhoul, 1997) are included.

Our model was then trained using the aligned data. High-resolution MFCC of the current \(t\) and neighboring \((t-1, t+1)\) frames were concatenated with an i-vector of the current frame, and used as the input feature. After transferring the input feature
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into the hidden dimension (1024), 12 TDNN-F layers were used as the hidden layers. Each TDNN-F layer may be regarded as a large TDNN layer (with a dimension of 1024), followed by two bottleneck layers (equivalent of two small TDNN layers with a dimension of 256). All (large and small) hidden layers concatenate the current frame with either the left or right neighbor before forwarding it to the next layer.

On top of the hidden layers, two separate output layers were built: one for the LF-MMi objective function and another for the cross-entropy objective function. When training the model, the losses with respect to the two objective functions were interpolated, while in decoding, only the LF-MMi output was used.

2.3.3 Baseline System

To illustrate the effectiveness of TDNN-F, we also built a traditional TDNN as the baseline system. The baseline network was constructed to have a comparable size (in number of parameters) as the TDNN-F. The baseline system has the same input as the TDNN-F system, and the same number of hidden layers (12). Each hidden layer is a TDNN layer with a dimension of 768, and a window size of 1 (on both sides). Since the input and output layer of the two networks are approximately the same, we compare the size of two networks by comparing the number of parameters in each hidden layer, and the baseline system is about 1.5 times in size as the TDNN-F system.

Adapted from the Kaldi MiniLibriSpeech recipe: https://github.com/kaldi-asr/kaldi/tree/master/egs/mini_librispeech/s5

18
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2.3.4 Language Model

The baseline model and TDNN-F model used the same lexicon and language model (LM). We used the CMU Pronunciation Dictionary as the lexicon, and the LM was a 3-gram model trained on LibriSpeech. An additional phone-level 4-gram LM was trained from the lexicon and used in the LF-MMI training for the TDNN-F.

2.4 Results and Discussion

All of our models described in Section 3 were tested with the datasets described in Section 3.1. Table 2.2 shows a comparison among all of our models. Dev denotes the development set from the same corpus as the training set, while Test denotes the development set from the combined set.

<table>
<thead>
<tr>
<th></th>
<th>CMU_Kids</th>
<th></th>
<th>CSLU_Kids</th>
<th></th>
<th>Combined</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev</td>
<td>Test</td>
<td>Dev</td>
<td>Test</td>
<td>Dev/Test</td>
<td></td>
</tr>
<tr>
<td>GMM</td>
<td>29.6</td>
<td>75.9</td>
<td>32.5</td>
<td>38.4</td>
<td>36.5</td>
<td></td>
</tr>
<tr>
<td>GMM + VTLN</td>
<td>29.5</td>
<td>74.9</td>
<td>31.6</td>
<td>37.4</td>
<td>35.8</td>
<td></td>
</tr>
<tr>
<td>TDNN (baseline)</td>
<td>20.1</td>
<td>77.9</td>
<td>13.7</td>
<td>24.9</td>
<td>15.8</td>
<td></td>
</tr>
<tr>
<td>TDNN-F</td>
<td>17.3</td>
<td>77.0</td>
<td>10.8</td>
<td>22.4</td>
<td>11.7</td>
<td></td>
</tr>
<tr>
<td>TDNN-F + VTLN</td>
<td>17.6</td>
<td>78.2</td>
<td>13.3</td>
<td>22.3</td>
<td>11.9</td>
<td></td>
</tr>
</tbody>
</table>
2.4.1 Word Error Rate Analysis

The first row shows the word error rate (WER) result from the GMM-HMM system, which is used to align the training data for the baseline TDNN and TDNN-F system; the third and fourth rows show a comparison between the TDNN and the TDNN-F systems. By comparing these two rows, it can be seen that TDNN-F outperforms the baseline in almost all combinations of training and testing data. On the combined data set, the TDNN-F achieves a relative improvement of 26%.

Though TDNN-F shows great strength in the Dev sets, it is worth noticing that when the training set is extremely small, i.e., on CMU_Kids, TDNN-F has no such advantage against the GMM-HMM model on the Test set. Part of the reason is that TDNN-F, like all other neural models, suffers more from the insufficiency of training data due to the massive number of parameters. Another reason is that, comparing to CSLU_Kids, CMU_Kids has more noise. Data augmentation is introduced with the expectation that it would compensate for the insufficiency and mismatch of data. More discussion on augmentation follows in Section 4.2.

Since previous research (Tuerk and Robinson, 1993; Andreou, Kamm, and Cohen, 1994; Eide and Gish, 1996; Lee and Rose, 1998) has shown the effectiveness of VTLN on GMM-HMM models for recognizing child speech, we also explored applying VTLN along with TDNN-F. We find however, by comparing the first and last two rows in Table 2.2, that while VTLN does improve the WER performance of GMM-HMM model as reported, it does no have a significant effect on TDNN-F.
2.4.2 Performance on Small Dataset

To further study how models are effected when the training set is extremely small, i.e., around 6 hours in our case, we compare the performance of different models (GMM, TDNN, TDNN-F) trained on only CMU_Kids. We examine WER separately on the CMU_Kids and CSLU_Kids development sets to study the effect of matched versus mismatched noise conditions in training and test, showing how well the models generalize.

<table>
<thead>
<tr>
<th></th>
<th>CMU_Kids</th>
<th>CSLU_Kids (Mismatched)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>29.5</td>
<td>85.4</td>
</tr>
<tr>
<td>TDNN (baseline)</td>
<td>20.1</td>
<td>89.8</td>
</tr>
<tr>
<td>TDNN-F</td>
<td>17.3</td>
<td>89.1</td>
</tr>
<tr>
<td>TDNN-F + Aug</td>
<td>16.0</td>
<td>89.0</td>
</tr>
</tbody>
</table>

As seen in Table 2.3, GMM outperforms both neural models in the mismatched scenario as expected because it has less parameters. Though showing no significant advantage over TDNN in the mismatched setting, augmentation does compensate for the shortage in training data, and improve the WER on the matched test set.

2.4.3 Error Analysis

Table 2.2 shows that TDNN-F is generally a better model than the baseline, but it gives limited information about the kind of mistakes that the models made. Table 2.4 presents the details of the three types of mistakes measured in WER: insertion,
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deletion and substitution. For each model, the first row shows the number of mistaken words that fall into each category, followed by the percentage of each category in the total WER in the second row. For TDNN-F, we also show their relative improvement compared to the baseline.

<table>
<thead>
<tr>
<th>Model</th>
<th># Errors</th>
<th>Total</th>
<th>Ins</th>
<th>Del</th>
<th>Sub</th>
<th>Fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDNN (baseline)</td>
<td>11560</td>
<td>2168</td>
<td>3210</td>
<td>6182</td>
<td>18.8</td>
<td>27.8</td>
</tr>
<tr>
<td>TDNN-F</td>
<td>8552</td>
<td>1681</td>
<td>2794</td>
<td>4077</td>
<td>19.7</td>
<td>32.7</td>
</tr>
</tbody>
</table>

Table 2.4: ASR Error Breakdown of Child Speech

Compared to ASR systems for adults that have a similar WER as our TDNN-F system, a larger portion of the total word errors in child speech comes from insertions and deletions. For example, in one of the example recipes for LibriSpeech from Kaldi, the total WER is around 12%, and substitutions make up 80% of the errors. This is not surprising, considering that both the test sets we use contain children trying to read, and most of them are still learning how to read. Here is an example transcript given by the TDNN-F system and its reference transcript provided by the CMU_Kids corpus:

**TDNN-F:** If a lightning storm comes there are four things you can do to say stay sick help stay help stay safe.

**Reference:** If a lightning storm comes there are four things you can do to stay safe.

When measuring WER, this sentence is ruled to have 6 insertion errors. But when we listened to the recording, we found that the speaker was clearly struggling with the
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phrase “stay safe”, as she attempted it multiple times, and hesitated between saying “stay health (healthy)” and “stay safe”. This points to potential transcription issues and their impact, albeit likely to be small, on the measured WER in the two corpora we are using.

2.5 Summary

By comparing the factorized TDNN with different traditional and state-of-the art systems, we demonstrate the efficacy of TDNN-F for the task of automatically recognizing child speech. We build a TDNN-F system that outperforms its alternatives in datasets with various sizes. We explored the impact of vocal track length normalization (VTLN) and data augmentation on the performance of TDNN-F systems. Though effective with traditional models like GMM-HMM, VTLN has no significant impact on TDNN-F. When trained with an extremely small dataset, data augmentation helps improve the performance of TDNN-F on test data in the same channel condition as the training set.
Chapter 3

End-to-end Child Speech Recognition

3.1 Introduction

Inspired by seq2seq (Sutskever, Vinyals, and Le, 2014; Bahdanau, Cho, and Bengio, 2014) and transformer-based models (Vaswani et al., 2017), two popular purely neural sequence-to-sequence models first introduced to tackle the task of machine translation (MT), recent effort in end-to-end style ASR systems has shown success in large corpora (Graves and Jaitly, 2014; Chorowski et al., 2014; Wang et al., 2019; Chan et al., 2016; Dong, Xu, and Xu, 2018; Karita et al., 2019). In low-resource scenario, however, purely neural models suffers even more than the hybrid models from the data shortage. Previous work tried to address this by multitask learning. Zhou,
Xu, and Xu (2018) performed multilingual training by annotating the utterances in different languages with the same sub-word unit set, so that these extra data can be utilized to train the model for low-resource ASR.

This chapter aims to explore applying end-to-end ASR systems to child speech recognition, and to tackle the low-resource problem by using transfer learning techniques to fine-tune end-to-end ASR models pretrained on sufficient adult speech data. The rest of this chapter is organized as follows. Section 3.2 describes the ‘seq2seq with attention’ model in details, along with its modification for ASR and transfer learning methods used to adapt a pretrained model for child speech recognition.

3.2 Model Structure

End-to-End ASR has developed a few different flavors in the recent years. In this section, we focus on the most prevalent recurrent seq2seq with attention structure, and transfer learning methods to adapt pretrained seq2seq ASR model.

3.2.1 Seq2seq with Attention Model in MT

First introduced to the MT community, seq2seq model with attention mechanism (Sutskever, Vinyals, and Le, 2014; Bahdanau, Cho, and Bengio, 2014) has shown strength in the task of transducing a sentence in the source language to its translation in the target language. Both the input and output sentences are considered as a
sequence of words, and hence the name, seq2seq. This model has an encoder-decoder structure, where the core component of both parts is an RNN. In this thesis, we use Long-Short Term Memory (LSTM) for its ability to handle longer sequences than regular RNN.

Figure 3.1 illustrates the seq2seq model with attention mechanism for MT. On the encoder side, each word in the input sentence is first transformed by a linear layer into a fixed-size vector, called word embedding. The LSTM layers on the top of the embedding layers, taking one word at a time, encodes the word based on the embedding and its current status, and then update the status for future steps\(^1\). As a result, the encoder outputs a sequence of encoded vectors, \(h_1:L\), with \(l\) being the number of words in the input sentences. On the decoder side, at each time step \(t\), the LSTM takes the output and hidden state from the previous step \(t - 1\), and computes its current hidden state \(s_t\). The attention module uses \(s_t\) as the query, the encoder-side hidden states, \(h_{1:L}\) as the keys and values, and outputs the final hidden representation as a weighted sum of the values, where the weights are computed using some scoring function that considers the relevance between the query and each key:\(^2\)

Finally, a linear layer is used to transform the output of the attention module to a probability over the vocabulary in the target language.

\(^1\)Refer to Appendix A for more details about LSTM
\(^2\)Refer to Appendix B for more details about attention
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Figure 3.1: Seq2seq Model for MT

Figure 3.2: Seq2seq Model for ASR
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In training time, the decoder takes the input word, embedded by the target language embedding layer, from the gold translation provided in the training data, instead of the previous output predicted by itself. All the components in this model can be trained using a cross entropy loss between the predicted and gold translation.

### 3.2.2 Seq2seq with Attention Model in ASR

Similar to MT, ASR can be described as a sequence-to-sequence modeling task: to “translate” a sequence of utterance frames to its transcript as a sequence of words. However, in order to apply the seq2seq with attention model to ASR, some modifications are needed.

Firstly, the input sequence in ASR is a sequence of utterance frames represented as feature vectors. The number of frames in an utterance is normally much larger than the number of words in a sentence. Long sequences are known to be challenging to RNNs (Sutskever, Vinyals, and Le, 2014; Bahdanau, Cho, and Bengio, 2014). In order to alleviate the impact of long sequences to LSTM, the word embedding layers are replaced by a few CNN layers and optionally pooling layers to down sample the input sequence before sending it to the LSTM (Chorowski et al., 2014).

Secondly, the decoder in the seq2seq model can be considered as a small LM trained exclusively on the training data. It is hard to get as many words as an MT corpus from the transcripts of an ASR corpus, which is a great disadvantage for training the decoder. Though not favorable when introduced to the MT community
(Gulcehre et al., 2015), the idea of using extra LM trained on extra data to help decoding gained its popularity in the speech community. Chorowski and Jaitly (2016), Kannan et al. (2018), and Hori, Cho, and Watanabe (2018) showed that incorporating extra LM significantly improve the performance of end-to-end ASR. In this chapter, we include the external LM by using shallow-fusion (Gulcehre et al., 2015), defined as below:

$$y_t^* = \arg\max_{y_t \in V} \log p_{ASR}(y_t|x, y_1:t-1) + \lambda \log p_{LM}(y_t|y_1:t-1)$$  \hspace{1cm} (3.1)

At each time stamp $t$, the prediction, $y_t^*$, is made by interpolating the distribution over vocabulary ($V$), given by the seq2seq ASR model ($\log p_{ASR}(y_t|x, y_1:t-1)$), and the same distribution given by the external LM ($\log p_{LM}(y_t|y_1:t-1)$). The external LM weight, $\lambda$, is tuned as a hyper parameter.

### 3.2.3 Fine-tuning Pretrained seq2seq Model for Child Speech Recognition

Though successful and achieved state-of-the-art results in large corpora, such as LibriSpeech, seq2seq model does not work well in smaller ones. The WSJ corpus (Garofalo et al., 1993, “CSR-II (WSJ1) complete” 1994), for example, has around 200 hours of data, on which none end-to-end ASR system could outperform the hybrid models yet. Our child speech dataset has less than half of training data.
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In WSJ corpus, and we noticed in preliminary experiments that well established seq2seq with attention ASR models did not converge on the child speech data sets, and resulted in a WER over 90%. To developed workable end-to-end ASR system for child speech recognition, we fine-tuned two seq2seq models trained on two adult speech corpora respectively, LibriSpeech and WSJ. The significant difference in model sizes and amount of pre-training data also create an interesting caparison.

Instead of fine-tuning the entire seq2seq with attention model, it is interesting to consider the function of each component, and fine-tune some components accordingly. Prior to the seq2seq structure, predominant end-to-end ASR was to use an RNN plus a connections temporal classification (CTC) (Graves et al., 2006; Graves and Jaitly, 2014), which can be regarded as a seq2seq model but with the decoder replaced by a CTC module. CTC-based ASR models have worse performance than the seq2seq models in general, and it heavily relies on external LM re-scoring for better performance. This suggests that the decoder can be regarded as a weaker and conditional LM, which is trained, exclusively on the transcripts of the speech corpus, to generate a sentence given the acoustic feature encoded by the encoder. The transcripts in a speech corpus normally have fewer words than an MT corpus, which might be part of the reasons why external LMs do not significantly facilitate seq2seq MT, but are effective on seq2seq for ASR. In low-resource scenario like child speech recognition, it might be worthwhile to freeze all the parameters in decoder and relies on the external LM when decoding. In addition, the fact that CTC-based models can work, though
less satisfactory, without external LM means that the encoder LSTM might also have
the power to model the linguistic content (syntactic, and even semantic features) in-
stead of only the acoustic features. So we also tried freezing the LSTM in the encoder
to see if it improves the overall performance in low-resource scenario. To make sure
the external LM is not completely out-of-domain, we fine-tuned the external LM with
the transcripts of the child speech training set.

### 3.3 Experiment Setup

Experiments in this chapter are implemented using Espresso (Wang et al., 2019),
an end-to-end ASR toolkit. We pretrained two seq2seq with attention models, one
pretrained on LibriSpeech data, and the other on WSJ data. As the amount of data
in the two corpora differs, the two models are also different in sizes. Two external LM
are trained on these two corpora respectively. We follow the exemplary recipes\(^3\) for
LibriSpeech and WSJ provided in Espresso to train the seq2seq models and their
corresponding external LMs.

#### 3.3.1 Data and Feature Extraction

We used the same child speech corpora, CMU_Kid and CSLU_Kids, as described
in section 1.4. The train-dev-test split is different than the one used in Chapter

---

\(^3\)https://github.com/freewym/espresso/tree/master/examples
RNN decoders are powerful but also prone to overfitting with small datasets. If there are overlapping sentences in the dev and train set, the WER result will not be an accurate evaluation of the model. Both corpora we use have a limited set of sentences, and one sentence might be read by different speakers for multiple times. So we preserved 15% of sentences in each corpus for test set, 15% for dev set, and 70% for train set to make sure that no two utterances in two different sets will have the same transcript. Table 3.1 shows more details about the train, dev and test set used in this chapter.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Number of Sentences</th>
<th>Duration (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>481</td>
<td>52.81</td>
</tr>
<tr>
<td>Dev</td>
<td>104</td>
<td>13.34</td>
</tr>
<tr>
<td>Test</td>
<td>89</td>
<td>12.26</td>
</tr>
</tbody>
</table>

For all the experiments in this chapter, we use the Mel frequency filter bank (fbank) features and pitch feature extracted by Kaldi. Features are extracted for each 25ms-wide frame, with a stride of 10ms. For the fbank feature, 80 Mel bins are used, which gives a 80-dimensional vector as the fbank feature. It is then concatenated with a 3-dimensional pitch features.

### 3.3.2 External Language Model

External LMs for both corpora are LSTM language models. Details of both models are shown in Table 3.2.
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Table 3.2: External LSTM Language Models

<table>
<thead>
<tr>
<th>External LM</th>
<th>Vocabulary Unit</th>
<th>Vocabulary Size</th>
<th>LSTM Layers</th>
<th>Hidden Size</th>
<th>Total Parameters</th>
<th>Training Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM-Lib</td>
<td>BPE</td>
<td>5000</td>
<td>4</td>
<td>800</td>
<td>24.5M</td>
<td>102M BPEs</td>
</tr>
<tr>
<td>WordLM-WSJ</td>
<td>65000 words</td>
<td>3</td>
<td>1200</td>
<td>112.6M</td>
<td>37.9M words</td>
<td></td>
</tr>
</tbody>
</table>

The LM trained on LibriSpeech (LM-Lib) uses Byte Pair Encoding (BPE) (Sennrich, Haddow, and Birch, 2016) as the vocabulary units, and has a vocabulary size of 5,000 BPEs. This model has 4 layers of LSTM, with a hidden size of 800 dimension, result around 24.5 million parameters in total. It is trained on the transcripts of the training set provided in the LibriSpeech corpus, which has around 102 million BPEs. To use this LM by shallow-fusion, the decoder in the seq2seq model has to use the same BPE vocabulary.

The LM trained on WSJ (WordLM-WSJ) uses words as the vocabulary unit, and has a vocabulary size of 65,000 words. The model has 3 LSTM layers with hidden size of 1,200, and around 112.6 million parameters in total. It is trained on the transcripts of the training set in WSJ, containing around 37.9 million words in total. To incorporate this LM for seq2seq ASR decoding, the decoder can use a character vocabulary, and fuse with the LM using the look-ahead word-based LM fusion (Hori, Cho, and Watanabe, 2018).
3.3.3 Seq2seq with Attention Models

We pretrained two seq2seq attention ASR models, seq2seq-Lib and seq2seq-WSJ, using the LibriSpeech and WSJ corpus respectively. Both models take sequence of fbank features as the encoder input. The pre-LSTM CNN layers are the same for both models. Four 2-dimensional CNN layers were used to down sample the input sequence to one fourth of the original length in both dimensions, namely the feature dimension and time dimension. As a result, the 83-dimensional input sequence is transformed into 128 channels of 20-dimensional vector sequence that is about a quarter of its original length. For the encoder, seq2seq-Lib has 4 layers of bi-directional LSTM with hidden size of 1024, while seq2seq WSJ uses 3 layers of bi-directional LSTM with a hidden size of 320. For the attention decoder, both model use Bahdanau attention \cite{Bahdanau:2014}. seq2seq-Lib has 3 layers of LSTM in its decoder, with a hidden size of 1024; and seq2seq-WSJ has 3 layers of LSTM with a hidden size of 320 in the decoder. In order to allow shallow-fusion with the corresponding external LM, seq2seq-Lib decoder has a vocabulary of 5000 BPEs, and seq2seq-WSJ decoder has a character level vocabulary. A more detailed model structure can be found at \url{https://github.com/freewym/espresso/blob/master/espresso/models/speech_lstm.py}. 
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3.3.4 Fine-tuning of Pretrained Models

We tuned the external LMs and seq2seq models on the training set of CMU_Kids and CSLU_Kids. To see how different components affect the seq2seq models, we tried fine-tune the entire model, only the encoder, and only the CNN layers on both models. ?? shows the details of the 6 fine-tuned seq2seq models.

<table>
<thead>
<tr>
<th>Model Structure</th>
<th>Model</th>
<th>Frozen Component</th>
<th>Initial Learning Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq2seq-Lib</td>
<td>Lib-Unfrozen</td>
<td>None</td>
<td>2.5e^{-5}</td>
</tr>
<tr>
<td></td>
<td>Lib-Dec</td>
<td>Decoder</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lib-DecEnc</td>
<td>Decoder+Encoder-LSTM</td>
<td></td>
</tr>
<tr>
<td>seq2seq-WSJ</td>
<td>WSJ-Unfrozen</td>
<td>None</td>
<td>3e^{-4}</td>
</tr>
<tr>
<td></td>
<td>WSJ-Dec</td>
<td>Decoder</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WSJ-DecEnc</td>
<td>Decoder+Encoder-LSTM</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Results and Analysis

3.4.1 Fine-tuning External Language Model

<table>
<thead>
<tr>
<th>LM Type</th>
<th>Before Original Dev</th>
<th>Before Kids Dev</th>
<th>After Original Dev</th>
<th>After Kids Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word LM (WSJ)</td>
<td>71</td>
<td>253</td>
<td>98</td>
<td>114</td>
</tr>
<tr>
<td>BPE LM (LibriSpeech)</td>
<td>37</td>
<td>1794</td>
<td>171</td>
<td>38</td>
</tr>
</tbody>
</table>

As discussed in Section 3.1, ASR corpora normally has less written data than MT
corpora, and external LMs trained on extra data help improve ASR results. Before we apply pre-trained LMs to our End2end child speech system, we also fine-tuned the external LMs described in 3.3 with the train set of CMU_Kids and CSLU_Kids data. Table 3.4 shows the perplexity on the child speech dev set (Kids Dev in the table) before and after fine-tuning. For reference, we also include the perplexity on the original dev sets (WSJ-test_dev93 and LibriSpeech-dev) used to train the LMs. As shown in the table, both LMs trained on adult speech text performs poorly on the child speech text without fine-tuning, especially when compared to the perplexity on their original dev set. After fine-tuning, the BPE LM achieves a comparable perplexity on child speech dev set (38) as on its original dev set (37). The Word LM, however, though much improved after fine-tuning (253 → 114), the performance on child speech dev set is still significantly worse than on the original dev set (71).

We then used the tuned LMs to help the tuned seq2seq models using shallow-fusion when decoding. Figure 3.3 shows different LM weights and the WER results on the child speech dev set. All curves have a U-shape, suggesting that the external LM can help decoding to some degree, and the optimal LM weight can be found by hyper-parameter tuning.

3.4.2 Effect of Freezing Model Components

Figure 3.3 also shows how freezing different components responds to different external LM-weight in WER performance. For both structures, a large LM weight
hurts the performance of unfrozen model the most. For seq2seq-WSJ, external LM almost did not help the unfrozen model—the optimal LM weight is 0.1. For seq2seq-Lib, there is an abrupt performance drop when LM weight reaches 0.5 for the unfrozen model, while the other two has a more smooth and consistent increase in WER when LM weight is getting too large. We hypothesize that this is because the seq2seq model, especially the decoder, is over-fitted to the training data, so when forced to use an external LM, the performance of the unfrozen models start to fall apart. While freezing the decoder during fine-tuning does improve overall performance for both structures, it is interesting to see that freezing both decoder and encoder-LSTM has a comparable performance. The WER difference between Lib-Dec and Lib-DecEnc decreases when the LM weight goes up, and WSJ-DecEnc even slightly outperform WSJ-Dec at the optimal LM weight point. This suggests that the encoder LSTM might also learned non-acoustic information and functions as a weak LM. When have limited data and small model, freezing both decoder and encoder LSTM can prevent
over-fitting.

<table>
<thead>
<tr>
<th>Fine-tuned Model</th>
<th>Dev (WER %)</th>
<th>Test (WER %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lib-Unfrozen</td>
<td>26.2</td>
<td>26.9</td>
</tr>
<tr>
<td>Lib-Dec</td>
<td>23.2</td>
<td>24.2</td>
</tr>
<tr>
<td>Lib-DecEnc</td>
<td>28.8</td>
<td>29.6</td>
</tr>
<tr>
<td>WSJ-Unfrozen</td>
<td>50.6</td>
<td>53.2</td>
</tr>
<tr>
<td>WSJ-Dec</td>
<td>44.8</td>
<td>50.5</td>
</tr>
<tr>
<td>WSJ-DecEnc</td>
<td>44.7</td>
<td>50.7</td>
</tr>
</tbody>
</table>

Table 3.5 shows the WER result on dev and test set of all fine-tuned models, using optimal LM-weights obtained on the dev set. For both pretrained models, freezing some components during fine-tuning outperforms fine-tuning the entire models without freezing any parameters. With large pre-trained model (seq2seq-Lib), freezing only the decoder gives the best performance (Lib-Dec) on both dev and test set. The WER on dev and test set are close, suggesting that the model generalizes well. When the pre-trained model is small (seq2seq-WSJ), the WER on test set is around 3–6% higher than the WER on dev set, which means the model is probably over-fitting. In such case, freezing just the decoder and freezing both decoder and encoder LSTM have about the same performance.

### 3.4.3 Error Analysis

Figure 3.4 breaks down the WER, and shows the substitution, insertion and deletion error by reference sentence length. All six models have a particularly high WER.
on the one-word utterances. Part of the reason is that decoder and external LM model language as a sequence of words, and are not able to help much the decoding when the sentence has only one word. Another reason is that the compared to WSJ and LibriSpeech, utterances in child speech corpora are much shorter, respecting the speakers’ reading and comprehension ability. The latter also affects the number of insertion and deletion errors when using different fine-tuning strategies. Freezing more parameters during fine-tuning forced the model to stay closer to its pretraining adult speech data, while fine-tuning the entire model allows to lean towards the child speech data. As a result, models fine-tuned with encoder LSTM and decoder frozen (WSJ-DecEnc and Lib-DecEnc) have more insertion errors than the other models, and the models fine-tuned with no components frozen (WSJ-Unfrozen and Lib-Unfrozen) have more deletion errors than the others.

3.5 Summary

In this chapter, we explore applying end-to-end models to the task of child speech recognition. Though they perform poorly when trained with only child speech, seq2seq with attention can be improved by first training on sufficient adult speech data, and then fine-tuning on small child speech dataset. The external LM used to improve the pretrained model also needs to be tuned on child speech transcripts. The performance can be further improved by freezing some components during the
fine-tuning stage to avoid overfitting. With a large pretrained model, freezing the decoder gives the best result, but with smaller pretrained models, freezing decoder and freezing both decoder and encoder LSTM have similar performance.
Figure 3.4: Error Distribution by Sentence Length
Chapter 4

Conclusion and Future Work

4.1 Conclusion

In this thesis, we explored child speech recognition as a low-resource Automatic Speech Recognition (ASR) problem. Hybrid and end-to-end systems were built and tested on two publicly available child speech corpora, CMU_Kids and CSLU_Kids.

By adopting a data-efficient model structure, a factorized time delay neural network (TDNN-F), we successfully improved the performance of the hybrid system, and achieved state-of-the-art result on the above-mentioned corpora. The recipe for training this hybrid system has been made available as a recipe of Kaldi\footnote{Available at \url{https://github.com/kaldi-asr/kaldi/tree/master/egs/cmu_cslu_kids}} for future research. By using transfer learning techniques, we utilized adult speech data for training end-to-end ASR models for child speech, and built the first working end-
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to-end system for child speech recognition. We also demonstrated that freezing the decoder in Seq2seq model during the fine-tuning stage helps prevent over-fitting and improves the overall performance.

4.2 Future Work

As future research, we would like to address the problem of transcription errors and imperfect readings in the audio data as discussed in section 2.4.3. A biased language model, or a sub-word-level adjustment might be some good directions to go for identifying and cleaning up the reference transcripts of child speech. Another issue we would like to explore is to tackle the problem of over-short sentences. Child speech utterance are normally much shorter than adult speech in sentence length, but common language models (LM) for hybrid and end-to-end systems are mainly trained on adult speech transcripts or even written text. Such LMs have limited power to model short transcripts in child speech data. By adding a classifier for short utterances, we can apply different LMs for short and long utterances, which can contribute to an over-all performance improvement.
Appendix A

Mathematical Details of LSTM

Long short term memory (LSTM) (Hochreiter and Schmidhuber, 1997) is widely used to solve sequence modeling problems. In seq2seq models for ASR, LSTM is used to encode a sequence of input vectors, $x = (\vec{x}_t)^{t=i}_{i=1}$, resulting in a sequence of hidden vector, $h = (\vec{h}_t)^{t=i}_{i=1}$. For simplicity, we define $L_*(\cdot)$ to be the forward function of a linear transformation with learnable weight matrix $W_*$ and bias $b_*$, i.e. $L_*(\vec{x}) = W_* \cdot \vec{x} + b_*$. 

Figure A.1 (Olah, 2015) illustrates the details of an LSTM cell and how it works on the input sequence. At each time step $t$, the input vector $\vec{x}_t$ is first transformed into a candidate update, $\tilde{c}_t$. The previous cell state, $\tilde{c}_{t-1}$ is then updated based on the candidate update, forget factor $f_t$, and input factor $i_t$. Finally, previous hidden state $h_{t-1}$ is updated. Equation A.1 shows how LSTM updates cell state $\tilde{c}_t$ and hidden state $\vec{h}_t$. 
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\[ \tilde{c}_t = \tanh(L_C(\vec{h}_{t-1}, \vec{x}_t)) \] (A.1a)

\[ f_t = \sigma(L_f(\vec{h}_{t-1}, \vec{x}_t)) \] (A.1b)

\[ i_t = \sigma(L_i(\vec{h}_{t-1}, \vec{x}_t)) \] (A.1c)

\[ \vec{c}_t = f_t \ast \vec{c}_{t-1} + i_t \ast \tilde{c}_t \] (A.1d)

\[ o_t = \sigma(L_o(\vec{h}_{t-1}, \vec{x}_t)) \] (A.1e)

\[ h_t = o_t \ast \tanh(\vec{c}_t) \] (A.1f)
Appendix B

Mathematical Details of Attention Mechanism

Bahdanau attention (Bahdanau, Cho, and Bengio, 2014) was proposed to improve the seq2seq model by introducing context vector to the decoder side. The context vector is computed as a weighted sum of all hidden states on the encoder structure, $\mathbf{h}_{1:l}$. The weight at decoder time step $i$ for the encoder hidden state $\mathbf{h}_t$, $\alpha_{it}$, is a normalized score between the encoder hidden state $\mathbf{h}_t$ and the decoder hidden state $\mathbf{s}_i$, and the score is given by a learnable linear layer, $L_a(\cdot)$ and a learnable vector $\mathbf{v}$. 

Equation B.1 show the computation of context vector $\mathbf{c}_i$. 

Equation B.1: 

$$ \mathbf{c}_i = \frac{\mathbf{v}^T \mathbf{H}_i}{\mathbf{v}^T \mathbf{v}} $$
APPENDIX B. MATHEMATICAL DETAILS OF ATTENTION MECHANISM

\[ e_{it} = \vec{v} \cdot \tanh(L_a([\vec{s}_i, \vec{h}_t])) \quad (B.1a) \]

\[ \alpha_{it} = \frac{\exp e_{it}}{\sum_t \exp e_{it}} \quad (B.1b) \]

\[ \vec{c}_i = \sum_t \alpha_{it} \vec{h}_t \quad (B.1c) \]
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