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Abstract

Optimization has been an important tool in statistics for a long time. For example, the problem of parameter estimation in a statistical model, either by maximizing a likelihood function [82, Chapter 8] or using least squares approach [46, Chapters 5-6], reduces to solving an optimization problem. Not only has optimization been utilized in solving traditional statistical problems, it also plays a crucial role in more recent areas such as statistical learning. In particular, in most statistical learning models, one learns the best parameters for the model through minimizing some cost function under certain constraints.

In the past decade or so, there has been an increasing trend in going to reverse direction: Using statistics as a powerful tool in optimization. As learning algorithms become more efficient, researchers have focused on finding ways to apply learning models to improve the performance of existing optimization algorithms [91, 65, 11]. Following their footsteps, in this thesis, we study a recent algorithm for generating cutting planes in mixed integer linear programming problems and show how one can apply learning algorithms to improve the algorithm.

In addition, we use the decision theory framework to evaluate whether the solution given by the sample average approximation, a commonly used method to solve stochastic programming problems, is “good”. In particular, we show that the sample average solution is admissible for an uncertain linear objective over a fixed compact set and for a convex quadratic function with an uncertain linear term over box constraints when the dimension $d \leq 4$.

Finally, we combine tools from mixed integer programming and Bayesian statistics to solve the catalog matching problem in astronomy, which tries to associate an object’s de-
tections coming from independent catalogs. This problem has been studied by many re-
searchers [26, 27, 88]. However, the most current algorithm to tackle the problem, as in
[88], is only shown to work with 3 catalogs. In this thesis, we extend this algorithm to allow
for matching across a higher number of catalogs. In addition, we introduce a new algorithm
that is more efficient and scales much better with large number of catalogs.
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Chapter 1

Introduction and Motivation

Optimization and Statistics are two branches of applied mathematics that deal with different types of problems and have different applications. In particular, optimization is a great tool in decision making, such as how many products should be shipped from each factory to each warehouse or how much should investors allocate their capital between stocks and bonds. Statistics, on the other hand, allows one to analyze data and make inference about future values. An example is by studying past weather patterns, one could give a prediction on how likely it is to rain tomorrow.

Optimization methods has traditionally been used in many important areas of statistics, such as parameter estimation through maximizing the likelihood function and regression problems. Recently, with the increase in popularity of statistical learning, many statistical learning algorithms have been used to improve the performance of existing optimization methods (see [11, 19, 71, 60], and [1] for some examples of works in this direction). This dissertation was inspired by this new development. We explore how statistics can be utilized in optimization methods. In addition, this dissertation also shows how one could combine techniques in both statistics and optimization to solve a problem in astronomy. In the rest of this chapter, we give a formal introduction to the fields of optimization and statistics.
1.1 Optimization

Optimization is a branch of applied mathematics that studies techniques to solve problems where one wants to find the values of a set of variables, or inputs, that maximize or minimize some objective function of interest. The objective is typically a function of this collection of variables, which one has control over. This kind of problem is central to any decision making process; hence optimization applications are ubiquitous, ranging from economics, finance, and manufacturing to engineering, scheduling, and transportation.

There are three main components in an optimization problem: The variables, the objective function, and the constraints. The first two are already discussed in the previous paragraph. The last component, constraints, is a set of equalities and inequalities on the variables that controls what values these variables can take. The region defined by these constraints is called the feasible set. A general mathematical optimization problem can now be defined.

**Definition 1.1.** (Optimization Problem). Given a function \( f : \mathbb{R}^n \to \mathbb{R} \) and a feasible set \( S \subseteq \mathbb{R}^n \), the optimization problem is to solve \( \min_{x \in S} f(x) \).

Depending on the function \( f \) and the feasible set \( S \), we can classify an optimization problem into many types. It is important to know what category one’s particular problem falls into because algorithms for solving optimization problems are often tailored to a particular type of problem. Providing a taxonomy of optimization is intractable: One can get to a smaller and more specialized class of problems by combining the different types of constraints and objective function. We only give examples of some important types for illustrative purposes.

1. When \( S = \mathbb{R}^n \), i.e. there are no constraints, the problem is an *unconstrained optimization* problem. “Line search methods” and “trust region methods” are two most popular techniques to solve this type of problem (see [80, Chapters 2-6]). On the other hand, when \( S \neq \mathbb{R}^n \), we have a *constrained optimization* problem.

2. When \( f \) depends on some random variables, the problem is a *stochastic optimization* problem (see [17, 87]). Otherwise, we have a *deterministic optimization* problem.
3. When the variables can only take on values from a discrete set, the problem is a *combinatorial optimization* problem. Some classic examples of this type is Traveling Saleman Problem, Maximum Matching, and Maximum Flow - Minimum Cut Problem (see [34]). In addition, when some of the variables are restricted to take integer values, we have a *mixed integer program*, whereas if all variables must be integers, it is said to be a *pure integer program*). Moreover, if the objective function and constraints are linear, we have a mixed (or pure) linear integer program. In this thesis, whenever we talk about mixed (or pure) integer program, unless otherwise noted, we always assume the objective function is linear.

4. When $f$ is a convex function and $S$ is a convex set, the problem is a *convex optimization* problem. With this special structure, problems of this type can be solved efficiently using interior-point methods (see [20]). The convexity assumptions are very powerful: they make the problems “easier” to solve. In fact, for unconstrained optimization problem, if $f$ is a convex function, “line search” and “trust region” methods give better convergence rates. Moreover, if we impose that $f$ be a linear function and $S$ be defined by linear constraints, we have a well-understood class of problem - *linear programming* problem - that can be solved with Dantzig’s simplex method (see [86]).

In this dissertation, we are particularly interested in mixed integer linear programming problem and stochastic optimization problems.

### 1.2 Statistics

Statistics can be defined as the science of developing and studying methods for collecting, summarizing, analyzing, and drawing conclusions from empirical data. Roughly speaking, statistics can be broken down into three main areas: Sampling methods, descriptive statistics, and inferential statistics. The first area studies how best to design studies to collect data. The second is concerned with summarizing the data. Finally, the last area gives us tools to generalize beyond the data and make inference about the population from which the set of data is drawn from. Below, we give some examples of real-life problems where statistics
are useful.

1. A pharmaceutical company claims that its newly developed drug is more effective at treating certain disease than currently available drugs. Researchers at this company must carefully design clinical trials to test this hypothesis.

2. A quality control manager at a manufacturing plant that produces thousands of products every day need to conduct studies to make sure the products are up to company standards.

3. Government officials create a poll to estimate the proportion of residents that support a new regulation.

4. When people upload their photo on Facebook, their friends who appear on the photo are automatically tagged. This face detection feature is an application of deep learning, which is a method of statistical learning.

The last example is just one application of an ever growing area, which is statistical learning. In essence, statistical learning studies methods for modeling and understanding large and complex datasets. Even though statistical learning models have been around for some time, in the last decade, the popularity of these techniques has seen a very sharp rise with many different applications. With the advent of computers and improvement in computational power, vast amount of data are being generated in many different areas, resulting in more efficient and accurate learning of many learning models. As a result, statistical learning models have seen widespread applications in many areas, such as finance, healthcare, and entertainment.

**Note 1.1.** The author is aware that there are subtle differences between “machine learning” and “statistical learning”, where the former is concerned with algorithms to learn from data and the latter emphasizes statistical models underlying these algorithms. However, for convenience, in this disseratation we use both these two terms interchangeably to mean extract meaningful patterns and trends from the data, and often abbreviate them simply as learning.
1.3 Contributions and Outline of the thesis

In the next chapter, we present preliminary background material used throughout the thesis. References are provided for any results presented without proofs. Our contributions are organized into Chapters 4-6. In particular, in Chapter 4, we apply machine learning techniques to improve the performance of cutting planes for mixed-integer linear programming problems. Chapter 5 discusses whether a commonly employed method to solve stochastic programming problems - the Sample average approximation method - is “good” to use in a statistical sense. Finally, in chapter 6, we design an algorithm to match large number of astronomical catalogs in crowded regions of the sky by formulating an integer linear program.
Chapter 2

Optimization Background

This chapter provides notation and some background material required for the research presented in this thesis. We start with a discussion on the complexity of problem classes. We then review convexity and present known results in convex analysis in Section 2.2. We cover mixed integer linear programming in Section 2.3, which provides important context for Chapter 4 and 6.

2.1 Complexity Classes

In Section 1.1, we claim that some problems are easier to solve than others. So what exactly does it mean to be an easy problem? In this section, we will give a rather informal introduction to computational complexity theory. Readers interested in a more formal coverage of the subject should see [2] and [50].

We define an "easy" problem as one that can be solved in an amount of time that is polynomial in the size of the input. This notion of problem complexity is often known as the "Cobham–Edmonds thesis" [50]. In particular, we denote the class of decision problems that can be solved in polynomial time as $P$. It is important to point out that there are many types of computational problems; however, we will just focus on decision problems - problems with a Yes or No answer - because they are easier to work with and that most other problems can be reduced to decision problems. Therefore, for a decision problem of class $P$, an yes or no answer can be decided in polynomial time.
For many problems, though, there are no known efficient algorithms to solve them in polynomial time. However, if someone gives us an answer together with a proof, we could verify if the solution is correct by checking the proof. We also do not want to take too long to check the proof and verify the answer: it should be done in a reasonable time. This gives rise to the notion of \( NP \) class, a class of decision problems for which a given yes solution has a so-called certificate, or proof, that can be verified in polynomial time. From the definition, it is clear that \( P \subseteq NP \). However, it is still an open question whether the converse inclusion is true, or that \( P = NP \).

At this point, some readers might be mistaken that this seems to imply \( NP \) problems are hard. We would like to emphasize that is not true. An \( NP \) problem just means it is easy to verify. In addition, there are many \( NP \) problems that are also \( P \) (since \( P \subseteq NP \)). So, how can we say that a problem is somewhat "difficult" to solve? To do that, we need another notion known as \( NP\text{-}complete \). We say a problem is \( NP\text{-}complete \) if it is in \( NP \) and any problem in \( NP \) can be reduced to it in polynomial time. Thus, we could say that \( NP\text{-}complete \) problems are the hardest \( NP \) problems and that if we could solve these problems efficiently, we could solve all \( NP \) problems efficiently.

Finally, we comment on the complexity of several optimization problems of interest:

- Many convex programming problems are in \( P \) [79].
- Linear programming is in \( P \) [64].
- Mixed-integer linear programming is \( NP\text{-}complete \) [47].

### 2.2 Convex Analysis

As mentioned in Example 4 of Section 1.1, convexity is a strong assumption that could speed up and improve optimization methods. Here we formally define convex set and convex function.

**Definition 2.1.** (Convex Set). A set \( S \subseteq \mathbb{R}^d \) is called a **convex set** if for all \( x, y \in S \) and every \( \lambda \in [0, 1], \lambda x + (1 - \lambda)y \in S \). This means a line segment joining any two points in \( S \) will lie in \( S \).
Definition 2.2. (Convex Function). A function $f : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{+\infty\}$ is called a convex function if
\[ f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y), \]
for all $x, y \in \mathbb{R}^d$ and $\lambda \in (0, 1)$. This means a line segment between any two points on the graph of the function lies above the graph.

Examples of a convex set, nonconvex set, convex function, nonconvex function are shown in Figures 2.1-2.4 respectively.

These two definitions are the starting point for a rich field called Convex Analysis, which is the foundation for understanding convex optimization. Below, we define some basic concepts in convex analysis which are used throughout the thesis. We refer the reader interested in this subject to [94], [4, Chapter 2], or [83, Chapters 1-4] for a more comprehensive treatment.

Definition 2.3.  

1\textsuperscript{Thanks to the lecture notes of Dr. Amitabhs Basu in his Introduction to Convexity class.}
(i) Convex hull: Let \( S \subseteq \mathbb{R}^d \). The convex hull of \( S \) is \( \text{conv}(S) := \{ \sum_{i=1}^{k} \lambda_i x_i : x_i \in S, 0 \leq \lambda \leq 1, \sum_{i=1}^{k} \lambda_i = 1 \} \). This also implies that \( \text{conv}(S) \) is the smallest, with respect to set inclusion, convex set containing \( S \). See Figure 2.5 for an illustration.

![Figure 2.5: Example of the convex hull of a set S](image)

(ii) Conical hull: Let \( S \subseteq \mathbb{R}^d \). The conical hull of \( S \) is \( \text{cone}(S) := \{ \sum_{i=1}^{k} \lambda_i x_i : x_i \in S, \lambda \geq 0 \} \). See Figure 2.6 for an illustration.

![Figure 2.6: Example of the conical hull of a set S](image)

(iii) Affine hull: Let \( S \subseteq \mathbb{R}^d \). The affine hull of \( S \) is \( \text{aff}(S) := \{ \sum_{i=1}^{k} \lambda_i x_i : x_i \in S, \sum_{i=1}^{k} \lambda_i = 1 \} \).
(iv) Closure of a set $S$: The smallest (topologically) closed set containing $S$. Denoted by $\text{cl}(S)$.

(v) Polar of a set $X$: Let $X \subseteq \mathbb{R}^d$. The polar of $X$ is defined as $X^\circ := \{ y \in \mathbb{R}^d : \langle x, y \rangle \leq 1, \forall x \in X \}$

(vi) Relative interior of a convex set $C$: The set of all $x \in C$ for which $\exists \varepsilon > 0$ such that $\forall y \in \text{aff}(C)$, $x + \varepsilon(\frac{y-x}{\|y-x\|}) \in C$. Denoted by $\text{relint}(C)$.

(vii) Relative boundary of a convex set $C$: $\text{relbd}(C) := \text{cl}(C) \setminus \text{relint}(C)$.

(viii) Dimension of an affine subspace $X \subseteq \mathbb{R}^d$: Let $x \in X$. Then $\dim(X)$ is defined as the dimension of the linear subspace $X - \{x\}$.

(ix) Dimension of a convex set $C$: Defined as the dimension of its affine hull: $\dim(C) = \dim(\text{aff}(C))$

(x) Normal cone of a convex set $C$: The normal cone of $C$ at $x$ is $N_C(x) := \{ r : \langle r, x-y \rangle \geq 0, \forall y \in C \}$.

(xi) Halfspace: A set of the form $\{ x \in \mathbb{R}^d : \langle a, x \rangle \leq b \}$ for some $a \in \mathbb{R}^d$ and $b \in \mathbb{R}$.

(xii) Polyhedron: An intersection of finitely many halfspaces. In other words, it is a set of the form $\{ x \in \mathbb{R}^d : Ax \leq b \}$ for $A \in \mathbb{R}^{m \times d}$ and $b \in \mathbb{R}^m$. If $A \in \mathbb{Q}^{m \times d}$ and $b \in \mathbb{Q}^m$, we call it a rational polyhedron.
(xiii) Polytope: A polyhedron that is bounded.

(xiv) Face of a convex set: Given a convex set \( C \), a convex subset \( F \subseteq C \) is called a face of \( C \) if for any \( x \in F \) and \( x^1, x^2 \in C \), \( \frac{x^1 + x^2}{2} = x \) implies that \( x^1, x^2 \in F \). In addition, a face of dimension 0 is called an extreme point or a vertex of \( C \). A face of dimension 1 is called an edge. For example, in Figure 2.7, \( A \) is a vertex of the polyhedron and the line segment \( AB \) is an edge.

(xv) Exposed face: A face \( F \subseteq C \) is called an exposed face if \( \exists a \in \mathbb{R}^d \) and \( \delta \in \mathbb{R} \) such that \( C \subseteq \{ x \in \mathbb{R}^d : \langle a, x \rangle \leq \delta \} \) and \( F = C \cap \{ x \in \mathbb{R}^d : \langle a, x \rangle = \delta \} \).

Remark 2.1. Besides the definition in (xiv), we could define the face of a convex set in 2 other ways:

1. A convex subset \( F \subseteq C \) is called a face of \( C \) if for any \( x \in F \) and \( x^1, x^2 \in C \), \( \lambda x^1 + (1 - \lambda) x^2 = x \) implies that \( x^1, x^2 \in F \).

2. A convex subset \( F \subseteq C \) is called a face of \( C \) if any line segment in \( C \) with a relative interior point in \( F \) lies entirely in \( F \), i.e.,

\[
x^1, x^2 \in C, \lambda x^1 + (1 - \lambda) x^2 \in F, 0 < \lambda < 1 \Rightarrow [x^1, x^2] \subseteq F.
\]

We will now prove that these three definitions are equivalent.

Proof of Remark. In the order of their appearance, let’s denote these three definitions as F1, F2, and F3 face.

1. Prove that \( F \) is an F1 face of \( C \) if and only if \( F \) is an F2 face of \( C \):

\((\Leftarrow)\) Suppose \( F \) is an F2 face of \( C \). Assume \( x \in F \) and \( x^1, x^2 \in C \) such that \( x = \frac{1}{2} x^1 + \frac{1}{2} x^2 \). Since \( F \) is an F2 face, this implies \( x^1, x^2 \in F \) (because of definition of F2 face with \( \lambda = \frac{1}{2} \)). Hence, \( F \) is also an F1 face of \( C \).

\((\Rightarrow)\) Suppose \( F \) is an F1 face of \( C \). Assume \( x \in F, x^1, x^2 \in C \), and \( \lambda \in (0, 1) \) such that \( x = \lambda x^1 + (1 - \lambda) x^2 \). We need to show \( x^1, x^2 \in F \). Without loss of generality, assume

\[\text{[94].} \]
\(\lambda \in (0, \frac{1}{2})\). Observe that if \(\lambda = \frac{1}{2}\), we are done by the definition of F1 face. Now consider the line segment \(\ell = [x^1, x^2] = \text{conv}(x^1, x^2)\) and the point \(y = 2x - x^2 = 2\lambda x^1 + (1 - 2\lambda)x^2\). Since \(\lambda \in (0, \frac{1}{2})\), the coefficients of \(x^1\) and \(x^2\) are in \((0, 1)\) and they add up to 1. Hence, \(y \in \ell\) and thus, \(y \in C\). By rearranging the term, we also have \(x = \frac{y + x^2}{2}\) and by definition of F1 face, \(y, x^2 \in F\). Now since \(y \in \ell\), we can write \(y = \lambda x^1 + (1 - \lambda)x^2\) for some \(0 < \lambda_1 < 1\). If \(\lambda_1 < \frac{1}{2}\), with a similar argument, we could consider a point \(y^1 = 2y - x^2\) and get \(y^1 \in \ell \cap F\). Again, we could then express \(y^1 = \lambda_2 x^1 + (1 - \lambda_2)x^2\) and if \(\lambda_2 < \frac{1}{2}\), we continue this construction until we find a point \(y^k \in \ell \cap F\) such that \(y^k = \lambda_{k+1} x^1 + (1 - \lambda_{k+1})x^2\) where \(\lambda_{k+1} \geq \frac{1}{2}\). If \(\lambda_{k+1} = \frac{1}{2}\), we get \(x^1 \in F\) by definition of F1 face because \(y^k \in F\). Otherwise, if \(\lambda_{k+1} > \frac{1}{2}\), we could simply switch the roles of \(x^1, x^2\) in the above argument to get \(x^1 \in F\). Hence, \(F\) is an F2 face of \(C\).

2. Prove that \(F\) is an F2 face of \(C\) if and only if \(F\) is an F3 face of \(C\):

\((-\Rightarrow)\) Suppose \(F\) is an F3 face of \(C\). Assume \(x \in F, x^1, x^2 \in C\), and \(\lambda \in (0, 1)\) such that \(x = \lambda x^1 + (1 - \lambda)x^2\). We need to show \(x^1, x^2 \in F\). This is quite trivial, since from the definition of F3 face, the line segment \([x^1, x^2] \subset F\), and in particular, \(x^1, x^2 \in F\).

\((\Rightarrow)\) Suppose \(F\) is an F2 face of \(C\). Let \(x^1, x^2 \in C\) and \(x = \lambda x^1 + (1 - \lambda)x^2 \in F\) for some \(\lambda \in (0, 1)\). We need to show that \([x^1, x^2] \subset F\). This follows from the fact that by the definition of F2 face, \(x^1, x^2 \in F\), and because \(F\) is convex, the line segment \([x^1, x^2]\) is also in \(F\).

\(\Diamond\)

**Definition 2.4.** (The smallest face containing a point). Observe that for any point \(x\) in a convex set \(C\), there is always at least one face containing \(x\), namely \(C\). It is a simple exercise to verify by definition that the intersection of any two faces is also a face. Consequently, it is natural to define the smallest face, with respect to a convex set \(C\), containing a point \(x\) as the intersection of all faces of \(C\) containing \(x\). This smallest face will be denoted by \(F_x\). Formally, \(F_x = \bigcap \{F : F \text{ is a face of } C, x \in F\}\).
Proposition 2.1. \( F_x \) is the union of \( x \) and all \( y \in C \) such that there is a line segment \([y, z] \subset C\) with \( x \) as a relative interior point.

Proof. Let’s denote the aforementioned union as \( F \). We will prove that \( F = F_x \) by showing each one is a subset of the other.

- Prove \( F \subseteq F_x \): Let \( x^1 \in F \), thus \( x^1 \in C \). From the definition of \( F \), there exists a \( x^2 \in C \) such that \( x = \lambda x^1 + (1 - \lambda)x^2 \) and \([x^1, x^2] \subset F\). But then since \( x \in F_x \) and \( F_x \) is a face of \( C \), \( x^1, x^2 \in F_x \) by using the F3 definition of face above (see Remark 2.1). Hence, \( F \subseteq F_x \).

- Prove \( F_x \subseteq F \): Since \( F_x \) is the smallest face containing \( x \), it suffices to prove that \( F \) is a face of \( C \). By appropriate translation, we could assume that \( x = 0 \). First, we will prove that \( F \) is convex. Let \( x^1, x^2 \in F \). By definition of \( F \) and that \( x = 0 \), we have \( x^1 = -\lambda_1 y^1 \) and \( x^2 = -\lambda_2 y^2 \) for some \( y^1, y^2 \in C, \lambda_1, \lambda_2 > 0 \). Let \( z = \alpha x^1 + (1 - \alpha)x^2 = -\alpha \lambda_1 y^1 - (1 - \alpha)\lambda_2 y^2 \). We want to prove there exists a point \( z' \in C \) such that \( z = -\lambda' z' \) for some \( \lambda' > 0 \). To see this, we could define

\[
    z' = \frac{-1}{\alpha \lambda_1 + (1 - \alpha)\lambda_2} z = \frac{\alpha \lambda_1}{\alpha \lambda_1 + (1 - \alpha)\lambda_2} y^1 + \frac{(1 - \alpha)\lambda_2}{\alpha \lambda_1 + (1 - \alpha)\lambda_2} y^2 \in C,
\]

thus \( z \in C \). Finally, we need to show that \( F \) is a face. Let \( x^1, x^2 \in C, y = \lambda x^1 + (1 - \lambda)x^2 \in F \). Since \( y \in F \), \( \exists z \in C \) such that \( y = -\alpha z \). Rearranging terms, we have

\[
    x^1 = \frac{1}{\lambda} y - \frac{1 - \lambda}{\lambda} x^2 = -\frac{\alpha}{\lambda} z - \frac{1 - \lambda}{\lambda} x^2.
\]

Observe that

\[
    -\frac{\lambda}{\alpha + (1 - \lambda)} x^1 = \frac{\alpha}{\alpha + (1 - \lambda)} z + \frac{1 - \lambda}{\alpha + (1 - \lambda)} x^2 \in C.
\]

Hence, \( x^1 \in F \). Repeating the same argument, we obtain \( x^2 \in F \), thus \([x^1, x^2] \subset F\). Hence, \( F \) is a face and \( F_x \subseteq F \).
Remark 2.2. Proposition 2.1 implies that given a convex set $C$ and a point $x \in C$, $F$ is the smallest face containing $x$ if $x \in \text{relint}(F)$.

Proposition 2.2. $\text{relint}(C)$ is nonempty for any nonempty convex set $C \subseteq \mathbb{R}^d$.

Proof. Let $\dim(\text{aff}(C)) = k - 1$, so there exists $k$ affinely independent points $x^1, x^2, \ldots, x^k \in C$. We will show that $x = \frac{1}{k} \sum_{i=1}^{k} x^i \in \text{relint}(C)$. Let $y \in \text{aff}(C)$. Then $y = \sum_{i=1}^{k} \lambda_i x^i$, where $\sum_{i=1}^{k} \lambda_i = 1$. Thus,

$$x + \alpha(y - x) = (1 - \alpha)x + \alpha y = \sum_{i=1}^{k} \left(1 - \frac{\alpha}{k}\right) x^i + \alpha \lambda_i x^i.$$

Observe that the sum of the coefficients is 1. Also, for $\alpha$ sufficiently small, these coefficients are positive. Hence, $x + \alpha(y - x) \in C$, i.e. $x \in \text{relint}(C)$.

We are now ready to state an important theorem regarding faces of a polyhedron.

Theorem 2.1. (Faces of polyhedra). Given a polyhedron $P = \{x \in \mathbb{R}^d : Ax \leq b\}$ with $A \in \mathbb{R}^{m \times d}, b \in \mathbb{R}^m$, $F \subseteq P$ such that $F \neq \emptyset, P$, then $F$ is a face of $P$ if and only if there exists a subset $I \in \{1, \ldots, m\}$ such that $F = \{x \in P : A_I x = b_I\}$.

Proof. ($\Leftarrow$) Let $F = \{x \in P : A_I x = b_I\}$ for some subset $I \in \{1, \ldots, m\}$. Let $x^1, x^2 \in P$ and $x \in F$ such that $x = \frac{x^1 + x^2}{2}$. For $i \in I$, we have

$$b_i = \langle a_i, x \rangle = \frac{\langle a_i, x^1 \rangle}{2} + \frac{\langle a_i, x^2 \rangle}{2} \leq \frac{b_i + b_i}{2} = b_i.$$

Thus, the inequality must be an equality and so $\langle a_i, x^1 \rangle = \langle a_i, x^2 \rangle = b_i$ for all $i \in I$. Hence, $x^1, x^2 \in F$, and $F$ is a face.

($\Rightarrow$) Let $F$ be a face of $P$. By Proposition 2.2, since $F \neq \emptyset$, $\exists x^* \in \text{relint}(F)$. From Remark 2.2, we have $F = F_{x^*}$. Let’s define $F' = \{x \in P : A_I x = b_I\}$, for $I = \{i : \langle a_i, x^* \rangle = b_i\}$. As shown above, $F'$ is a face containing $x^*$, thus $F \subseteq F'$ by definition of $F_{x^*}$.

Now, let $x \in F'$ and consider $y = x^* + \lambda(x^* - x)$. For $\forall i \in I, \langle a_i, x^* \rangle = \langle a_i, x \rangle = b_i$, thus $\langle a_i, y \rangle = b_i$. On the other hand, for $\forall i \notin I, \langle a_i, x^* \rangle < b_i$; hence, we could choose $\lambda > 0$ small enough so that $\langle a_i, y \rangle \leq b_i$. This means $y \in F'$ and $[x, y] \subset F' \subset P$. Since $F$ is a
face of $P$ containing $x^*$, which in turn is an interior point of $[x,y]$, $[x,y] \in F$. In particular, $x \in F$ and so $F' \subseteq F$. This means $F = \{x \in P : A_I x = b_I\}$. 

2.3 Mixed-integer Linear Programming

Although convex optimization is a very powerful tool, many interesting real-world problems cannot be formulated as a convex programming problem. This section discusses a well-studied area of nonconvex optimization known as mixed-integer linear programming. It has widespread applications in many different fields such as finance [78],[10], renewable energy [74], supply chain management [16], scheduling [99], and airline logistics [89].

This section starts with a discussion of linear programming, which plays an important role in solving a mixed-integer linear programming problem. We then review the developments of methods in mixed-integer linear programming.

2.3.1 Linear Programming

A linear program (LP) refers to the problem of optimizing a linear objective function subject to linear equality or inequalities constraints on the variables. A linear program is expressed in standard form as,

\[
\min \quad c^\top x \\
\text{subject to:} \\
Ax = b \\
x \geq 0,
\]

where $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, $c \in \mathbb{R}^n$ are given.

Remark 2.3. In many places, one can see a linear program of the following form:

\[
\min \quad c^\top x \\
\text{subject to:} \\
Ax \leq b \\
x \geq 0.
\]
Note that an inequality with a "\( \geq \)" sign might be converted to the form above simply by multiplying both sides by \(-1\). Also, a maximization problem of the form \( \max c^\top x \) could be turned into a minimization problem \( \min -c^\top x \). Finally, it turns out that 2.1 is equivalent to the standard form as we could introduce a slack variable \( s \) and rewrite the formulation as,

\[
\begin{align*}
\min \quad & c^\top x \\
\text{subject to:} \quad & Ax + s = b \\
& x \geq 0, s \geq 0,
\end{align*}
\]

and we are back to the standard form.

On the other hand, we could also convert a LP formulation in standard form to 2.1 by expressing the equality as a pair of inequalities:

\[
\begin{align*}
\min \quad & c^\top x \\
\text{subject to:} \quad & Ax \leq b \\
& -Ax \leq -b \\
& x \geq 0.
\end{align*}
\]

**Remark 2.4.** In these LP formulations, there might be no restrictions of the sign of the variables. For example, if there exists a variable \( x_i \) that is not bounded, we could replace it with \( x_i^+ - x_i^- \) and add the constraints \( x_i^+, x_i^- \geq 0 \) to get back to the standard form.

The most commonly used method to solve a linear programming problem is the simplex method, which was invented by Dantzig [35]. The basic idea of the simplex method is the following:

- Start at some vertex of the polyhedron defined by the constraints \( \{ Ax = b, x \geq 0 \} \).
- While there exists a neighboring vertex with lower value of \( c^\top x \), move to it. If no such vertex exists, stop.
We now explain in more detail how this works. First, let’s assume that rank($A$) = $m$, so it is of full row rank. Otherwise, there are redundant constraints that can be removed to make the matrix full row rank. This also implies that $n \geq m$. Hence, we could pick a set of indices $B \in [n]$ called basis corresponding to $m$ linearly independent columns of the matrix $A$ and define $N = [n] \setminus B$. We will now use the notations $A_B, A_N$ to denote the submatrices formed by taking the columns of $A$ indexed by $B$ and $N$ respectively. Similarly, $x_B, x_N$ are the subvectors of $x$ indexed by $B$ and $N$. The variables corresponding to index set $B$, i.e. those variables in $x_B$, are called basic variables. The others are referred to as nonbasic variables. We could now rewrite the matrix constraint as $A_B x_B + A_N x_N = b$. Observe that since $A_B$ is invertible by construction, setting $x_N = 0$ gives us $x_B = A_B^{-1} b$. The vector $x$ defined that way is referred to as a basic solution. If $x$ is also feasible (i.e. $x_B \geq 0$), it is called a basic feasible solution (BFS).

**Claim 2.1.** There always exists a BFS for a feasible LP formulation.

*Proof of Claim.* Let $\bar{x} \geq 0$ be a feasible point. Define the set of index $I = \{ i : \bar{x}_i > 0 \}$. We consider two cases:

**Case 1.** The columns of $A_I$ are linearly independent. If $|I| < m$, we could extend it to a basis $B$ with $|B| = m$ by finding columns in $A_{[n] \setminus I}$ that are linearly independent to the columns of $A_I$. Afterwards, we get the matrix $A_B$ whose columns are linearly independent. Let $N = [n] \setminus B$. Since $I \subseteq B, \bar{x}_N = 0$. In addition, we have $b = A \bar{x} = A_B \bar{x}_B + A_N \bar{x}_N = A_B \bar{x}_B$. Thus, $\bar{x}_B = A_B^{-1} b$, i.e. $\bar{x}$ is a basic solution. Since it is feasible by assumption, it is a BFS.

**Case 2.** The columns of $A_I$ are linearly dependent. Then exists $u_I \neq 0$ such that $A_I u_I = 0$. Define $N = [n] \setminus I$ and $u_N = 0$. Then we have $u = [u_I, u_N] \in \mathbb{R}^n$. For $\lambda \in \mathbb{R}$, $A(\bar{x} + \lambda u) = A\bar{x} + \lambda A_N u_N + \lambda A_I u_I = b + 0 + 0 = b$. Also, since $\bar{x}_N = u_N = 0, (\bar{x} + \lambda u)_N = 0$ and so $\bar{x} + \lambda u$ has at least as many zero entries as $\bar{x}$. Also, since $\bar{x}_I > 0$, we could choose $\lambda$ small enough so that $(\bar{x} + \lambda u)_I \geq 0$, thus both $\bar{x} + \lambda u$ and $\bar{x} - \lambda u$ are feasible. In particular, we could choose $\lambda^* > 0$ such that either $(\bar{x} + \lambda^* u)_i = 0$ or $(\bar{x} - \lambda^* u)_i = 0$ for some $i \in I$. Hence, one of $\bar{x} \pm \lambda^* u$ has one more zero entry than $\bar{x}$ does. Without loss of generality, assume it is $\bar{x} + \lambda^* u$. Now, consider $\bar{x} + \lambda^* u$ as our new feasible point. If it falls into Case 1,
we are done. Otherwise, repeat the process in Case 2. Since the number of nonzero entries in the new feasible point, i.e. the set $I$, decreases by one through every iteration, eventually we will have a feasible point that falls into Case 1, where the columns of $A_I$ are linearly independent.

From Claim 2.1, we can assume that we have a BFS to start with. Let $B$ be the basis associated with this BFS. Let’s rewrite the LP as follows,

$$\begin{align*}
\min & \quad c_B^T x_B + c_N^T x_N \\
\text{s.t.} & \quad A_B x_B + A_N x_N = b \\
& \quad x_B, x_N \geq 0
\end{align*}$$

Hence, for any solution $x$, $x_B = A_B^{-1} b - A_B^{-1} A_N x_N$ and the objective function, $c^T x$ can be expressed as follows:

$$c^T x = c_B^T x_B + c_N^T x_N = c_B^T (A_B^{-1} b - A_B^{-1} A_N x_N) + c_N^T x_N$$

$$= c_B^T A_B^{-1} b + (c_N^T - c_B^T A_B^{-1} A_N) x_N$$

For ease of exposition, define $\bar{c}_N = (c_N^T - c_B^T A_B^{-1} A_N) x_N$. It is clear that if there exists an $i \in N$ such that $\bar{c}_N < 0$, we can decrease the objective by increasing $x_i$ from 0. However, we cannot increase it arbitrarily. As $x_B$ depends on $x_N$, we need to make sure that $x_B \geq 0$. This is essentially one iteration of the Simplex method: First, find a $i \in N$ such that $\bar{c}_i < 0$. We then increase $x_i$ as much as possible while keeping the components of $x_B$ nonnegative. We will stop increasing $x_i$ when one of the $x_B$ reaches 0. At this point, a basic variable becomes 0 and is removed from the basis. On the other hand, the previously nonbasic variable $x_i$ is now positive and is included in the basis. We repeat this procedure, until there is no $i \in N$ such that $\bar{c}_i < 0$. At this point, we have reached the optimal solution since from above, we now have the objective value $c^T x = c_B^T A_B^{-1} b + (c_N^T - c_B^T A_B^{-1} A_N) x_N \geq c_B^T A_B^{-1} b$.

**Remark 2.5.** From the description of the Simplex method, it is clear that we have a decision
to make at every iteration: What variable to enter the basis and what variable to be removed from the basis. A systematic approach to make that decision is called a "pivoting rule". If we are not careful, we might be stuck in an infinite loop, or "cycling" [48]. There are many pivot rules, such as Dantzig’s rule, Bland’s rule, steepest edge rule, random edge rule and greatest descent rule (see [92] for a survey of pivot rules). Among these, Bland’s rule prevents cycling [18]. However, in the worse case, all known pivot rules require an exponential number of iterations. For example, in 1972, Klee and Minty [66] gave an example, the Klee-Minty Cube, showing that the Dantzig’s rule has exponential time complexity. However, as pointed out earlier, in 1979, Khachiyan [64] came up with a polynomial time algorithm to solve linear programming problems. That being said, the Simplex method performs remarkably well in practice and is still commonly used in many modern LP solvers.

2.3.2 Mixed-integer Linear Programming

A mixed-integer linear program (MILP) has the standard form

\[
\min \quad c^\top x \\
\text{subject to:} \\
Ax = b \\
x \geq 0 \\
x_i \in \mathbb{Z}, \quad \forall i \in I, 
\]

(2.2)

where \( A \in \mathbb{Q}^{m \times n}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, I \subseteq [n] \) are given.

In the special case where \( I = [n] \), we have a pure integer linear program (PILP).

In the formulation above, we could be more specific by separating the integer variables and the real-valued variables as follows,

\[
\min \quad c^\top x + h^\top y \\
\text{subject to:} \\
Ax + Gy = b \\
x \geq 0 \text{ integral} \\
y \geq 0, 
\]

(2.3)
where $A \in \mathbb{Q}^{m \times n}, G \in \mathbb{Q}^{m \times p}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, h \in \mathbb{Q}^p$.

In this thesis, we will focus on MILP problem of this form.

**Remark 2.6.** The feasible set

$$S = \{(x, y) \in \mathbb{Z}_+^n \times \mathbb{R}_+^p : Ax + G y = b\}$$

is often called a **mixed integer linear set**.

Figure 2.8: Example of a mixed integer linear set

Figure 2.9: Example of a pure integer linear set

**Remark 2.7.** Similar to the LP formulation, there are several variations to the MILP formulation that are all equivalent to each other, such as

- maximizing, instead of minimizing, the objective function,
- the matrix constraint is an inequality, i.e. $Ax + Gy \leq b$,
- the variables are not required to be non-negative.

We now discuss techniques to solve a MILP problem. First, we should point out that unlike an LP problem where one can easily find the optimal solution at one of the feasible set’s vertices, this is not generally true for MILP, as the feasible set $S$ is not even convex and is hard to formulate. Hence, even though it is true that the optimal solution is found at an extreme point of the convex hull of all feasible points in $S$, it is not clear how we could compute this convex hull. An idea is to approximate this convex hull by sets that we
know how to compute. In particular, we introduce the notion of a natural linear relaxation of the set $S$.

**Definition 2.5.** (Linear relaxation of a mixed integer linear set). For a mixed integer linear set $S$ given by Equation 2.4, a natural linear relaxation is obtained by relaxing the integrality constraint on $x$, i.e.,

$$P := \{(x, y) \in \mathbb{R}_+^n \times \mathbb{R}_+^p : Ax + Gy = b\}.$$  \hspace{1cm} (2.5)

The corresponding linear programming relaxation of MILP is $\min\{c^\top x + h^\top y : (x, y) \in P\}$.

**Remark 2.8.** It is generally not true that the optimal solution of 2.3 is a vertex of the polyhedron $P$ as it might not satisfy the integrality constraint. However, what we can say is, since $S \subseteq P$, the optimal value of MILP is no better than the optimal value of its linear relaxation. This means the optimal value to the LP is a lower bound on the optimal value of MILP.

For ease of exposition, let’s assume that the solution to our MILP is finite, with optimal value $z^*$ and optimal solution $(x^*, y^*)$. As described above, to solve MILP, we start by solving its LP relaxation. Assume the optimal solution to the LP relaxation is $(x^0, y^0)$ with objective value $z^0$. From Remark 2.8, we know that $z^0 \leq z^*$. Hence, it is clear that if $x^0 \in \mathbb{Z}^n$, we are done and $(x^0, y^0)$ will be the solution to MILP. Now, we describe three approaches to deal with the case when $x^0_i \notin \mathbb{Z}$ for some $i \in [n]$.

**Branch and Bound algorithm**

The main idea of the branch and bound algorithm is that at each node $N_i \in \mathcal{L}$ corresponding to a MILP with feasible set $S_i$, we can solve its LP relaxation and see if the solution satisfies the integrality constraint. If it does, we have an upper bound on the objective value (the objective value of the original MILP can not be worse than this). If it does not, we break the feasible set $S_i$ into two smaller sets $S_{i_1}, S_{i_2}$ by adding one of the constraints $x_j \leq \lfloor x^i_j \rfloor$ and $x_j \geq \lceil x^i_j \rceil$ to each set. Observe that $(S_{i_1}, S_{i_2})$ is a partition of $S_i$
Algorithm 1 Branch and Bound Algorithm

**Input:** Given \( A \in \mathbb{Q}^{m \times n}, G \in \mathbb{Q}^{m \times p}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, h \in \mathbb{Q}^p, I \subseteq [n] \), minimize \( c^\top x + h^\top y \) over the mixed integer set \( S \) as defined in 2.4. Initialize \( \mathcal{L} = \{ N_0 \}, \bar{z} = \infty, (x^*, y^*) = \emptyset \).

1: while \( \mathcal{L} \neq \emptyset \) do
2:     Choose a node \( N_i \in \mathcal{L} \).
3:     Solve LP\(_i\) associated with \( N_i \). If it is infeasible, remove node \( N_i \) from \( \mathcal{L} \) and go to line 2. Else, let \((x^i, y^i)\) and \( z_i \) be the optimal solution and optimal value of LP\(_i\).
4:     if \( z_i \geq \bar{z} \) then remove node \( N_i \) from \( \mathcal{L} \) and go to line 2.
5:     end if
6:     if \( x^i \) is integral then, set \((x^*, y^*) = (x^i, y^i)\) and \( \bar{z} = z_i \). Remove node \( N_i \) from \( \mathcal{L} \) and go to line 2.
7:     else
8:         Find an index \( j \in [n] \) such that \( x^i_j \notin \mathbb{Z} \).
9:         Define two new feasible set \( S_{i1}, S_{i2} \) that are similar to \( S^i \), except that in \( S_{i1} \), there is an additional constraint \( x_j \leq \lfloor x^i_j \rfloor \) and in \( S_{i2} \), there is an additional constraint \( x_j \geq \lceil x^i_j \rceil \).
10:        Add these two mixed integer sets to \( \mathcal{L} \) as nodes \( N_{i1} \) and \( N_{i2} \), remove node \( N_i \) from \( \mathcal{L} \), and go back to line 2.
11:    end if
12: end while

and so we did not discard any feasible solution in \( N_i \). The advantage is \( S_{i1} \cup S_{i2} \) is a better approximation to \( \text{conv}(S_i) \) and so we get closer to the optimal value of \( N_i \). Also, note that if the optimal value to the LP relaxation of a node \( N_i \) is at least as large as the current upper bound of optimal value to original MILP (line 4), we do not have to explore further as any solution from this node will be no better than what we currently have.

By repeating this process of either branching (breaking into two sub-MILPs) or leaving it as it is, we can generate a search tree of MILP nodes. The leaf nodes of the search tree have linear programming relaxations whose optimal solution either satisfies the integrality constraints, or is worse than the value of some other leaf node. The best of the integral leaf node solutions is selected as the global optimal solution.

**Remark 2.9.** There are several important decisions to make in the branch and bound algorithm, such as heuristics for a good upper bound \( \bar{z} \), or what variables to branch on. Discussions on these issues are provided in [33, Chapter 9].
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Figure 2.10: Let $P$ be the blue shaded polyhedron and $S = P \cap \mathbb{Z}^2$. We have a MILP: $\min_{x \in S} x_1$. Since the LP relaxation’s solution, shown as the black dot, does not satisfy the integrality constraint, we do branching on $x_2$. Two new mixed integer linear sets, $S_1$ and $S_2$, are created by adding the constraint $x_2 \leq 2$ and $x_2 \geq 3$ to $P$ respectively.

**Cutting plane algorithm**

To understand the idea behind the cutting plane method, we first give the following definition of a valid inequality.

**Definition 2.6 (Valid inequality).** Let $S \subseteq \mathbb{R}^n$ and let $a \in \mathbb{R}^n$, $\delta \in \mathbb{R}$. We say that $\langle a, x \rangle \leq \delta$ is a valid inequality for $S$ if $S \subseteq \{x : \langle a, x \rangle \leq \delta \}$.

The cutting plane method for MILP can now be defined as the process of iteratively generating valid inequalities for its mixed integer linear set $S$, usually by separating the solution to the LP relaxation from $S$. In doing so, we are removing the “redundant” region of the LP relaxation’s feasible set and getting a better approximation to $\text{conv}(S)$. 
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Figure 2.11: Let $P$ be the shaded polyhedron and $S = P \cap \mathbb{Z}^2$. We have a MILP: $\min_{x \in S} x_1$. The cutting plane which cuts off the LP relaxation’s solution, represented by the black dot, is plotted in orange. Observe that this cutting plane did not remove any feasible point of $S$.

**Algorithm 2 Cutting Plane Algorithm**

**Input:** Given $A \in \mathbb{Q}^{m \times n}, G \in \mathbb{Q}^{m \times p}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, h \in \mathbb{Q}^p, I \subseteq [n]$, minimize $c^\top x + h^\top y$ over the mixed integer set $S$ as defined in 2.4. Initialize $LP_0$ with the LP relaxation of the original MILP problem and $(x', y')$ with its optimal solution.

1. **while** $x' \notin \mathbb{Z}^n$ **do**
2. Add a cutting plane to $LP_i$ to get a new LP, $LP_{i+1}$. Solve the new LP to get a solution $(x^{i+1}, y^{i+1})$. Set $(x', y') = (x^{i+1}, y^{i+1})$.
3. **end while**

**Remark 2.10.** There are a couple of issues left untouched in the algorithm above. For example,

- There are infinitely many cutting planes that cut off $(x^i, y^i)$ from $S$. To decide on which cutting plane to use is an important question in mixed integer linear programming. Usually, there is a tradeoff between the time to generate a cutting plane and the effectiveness of the cutting plane.

- Instead of using just a single cutting plane, we could generate many and use them all
to better approximate conv(S.)

Conforti et al. [33] study these questions in Chapters 5 - 7.

**Branch and cut algorithm**

Finally, we discuss the branch and cut algorithm, which is a hybrid version of the two previous algorithms. This method is used exclusively in almost of commercial software for solving mixed integer linear programs. As can be seen in the algorithm below, besides the choices mentioned in Remark 2.9 and 2.10, during the branch and cut algorithm, we have to make another important decision, which is whether to “cut” or to “branch”, as shown in line 8 of Algorithm 3.

**Algorithm 3** Branch and Cut Algorithm

**Input:** Given $A \in \mathbb{Q}^{m \times n}, G \in \mathbb{Q}^{m \times p}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, h \in \mathbb{Q}^p, I \subseteq [n]$, minimize $c^\top x + h^\top y$ over the mixed integer set $S$ as defined in 2.4. Initialize $L = \{N_0\}, z = \infty, (x^*, y^*) = \emptyset$.

1: while $L \neq \emptyset$ do
2: Choose a node $N_i \in L$.
3: Solve $LP_i$ associated with $N_i$. If it is infeasible, remove $N_i$ from $L$ and go to line 2.
   Else, let $(x^i, y^i)$ and $z^i$ be the optimal solution and optimal value of $LP_i$.
4: if $z_i \geq z$ then, remove $N_i$ from $L$ and go to line 2.
5: end if
6: if $x^i$ is integral then, set $(x^*, y^*) = (x^i, y^i)$ and $z = z_i$. Remove $N_i$ from $L$ and go to line 2.
7: end if
8: Method $\leftarrow$ “Branch” or “Cut”.
9: if Method $\leftarrow$ “Branch” then
10: Find an index $j \in [n]$ such that $x^i_j \notin \mathbb{Z}$.
11: Define two new feasible set $S^{i_1}, S^{i_2}$ that are similar to $S^i$, except that in $S^{i_1}$, there is an additional constraint $x_j \leq \lfloor x^i_j \rfloor$ and in $S^{i_2}$, there is an additional constraint $x_j \geq \lceil x^i_j \rceil$.
12: Add these two mixed integer sets to $L$ as nodes $N_{i_1}$ and $N_{i_2}$, remove $N_i$ from $L$, and go back to line 2.
13: else
14: Add a cutting plane, which separates the solution $(x^i, y^i)$ from $S$, to the node $N_i$. Then go to line 3.
15: end if
16: end while

In this thesis, we will not study the branching aspect. Instead, we will focus on cutting plane procedures, which has been an active area of research since the 1970s. In particular,
our main contribution is that whenever a decision needs to be made within the branch-and-cut algorithm whether to add a cut, we can help to decide if it is worth it or not to use a particular family of cutting planes, and if so which cuts from this family to add.

2.4 Cut Generating Functions

The cutting plane method was first introduced by Gomory. In [51], he came up with the so-called fractional cuts to solve a pure integer programming problem; later, in 1960, he proposed the mixed integer inequalities to solve a general mixed integer linear programming problem [53]. While Gomory’s fractional cuts for solving pure integer program requires the addition of slack variables to convert the problem into standard form, Chvátal [32] found another method to work with feasible set of the form $Ax \leq b$. It turns out that these two cuts are equivalent; hence, they are commonly known as Chvátal-Gomory cuts. Since then, many other types of cutting planes have been introduced in the literature, such as split inequalities, lift-and-project inequalities, clique inequalities, and cover inequalities. A comprehensive survey of different types of cutting planes can be found in [33, Chapters 5-6].

A large class of cutting planes can be described in an unifying framework with the introduction of cut generating functions. We first start with the definition of a mixed-integer set.

2.4.1 Mixed-integer set

Recall from Section 2.3 that to solve a MILP, one can first solve its LP relaxation using the Simplex method. The final tableaux form of the LP relaxation can be described by a system of equations $x + Rs + Py = b$, where $x$ is the vector of basic (non-negative) variables, $s$ is the vector of (non-negative) continuous variables, and $y$ is the vector of (non-negative) integer variables. We will work with the relaxation of this set by dropping the nonnegativity constraints on all the basic variables $x$, as suggested in [52]. This is known in the literature as the corner polyhedron; see the surveys [5, 6, 7]. Note that under this relaxation, we can drop the constraints associated with the continuous basic variables $x_i$ because these variables now only appear in one equation. Hence, we can assume that $x$ is a vector of
integer variables. The model for this relaxation can be reexpressed as

\[
\{(s, y) \in \mathbb{R}_+^k \times \mathbb{Z}_+^l : Rs + Py \in b + \mathbb{Z}^n\}.
\]

(2.6)

**Definition 2.7** (Mixed-integer set \(X(R, P)\)). The set

\[
X(R, P) := \{(s, y) \in \mathbb{R}_+^k \times \mathbb{Z}_+^l : Rs + Py \in b + \mathbb{Z}^n\}
\]

(2.7)

is called a mixed-integer set, where \(k, l \in \mathbb{Z}_+, n \in \mathbb{N}, R \in \mathbb{R}^{n \times k}\) and \(P \in \mathbb{R}^{n \times l}\). Note that we allow \(k = 0\) or \(l = 0\), but not both.

**Remark 2.11.** In practice, not all the rows of the corner polyhedron are used. Instead, we only pick a subset of the rows. However, observe that the mixed-integer set obtained from this subset of the rows is still of the form in 2.7. Hence, all of the theory of cut generating functions can be applied in this context.

In one extreme, the GMI cuts (see Remark 2.14), the most commonly used cutting planes in practice, are single row cuts. However, one would expect that using more than 1 row may provide benefits because more information from the problem is used to generate the cuts.

We will now comment on the significance of the mixed-integer set \(X(R, P)\). Let’s assume that the solution to the LP relaxation does not satisfy the integrality constraint, i.e. \(b \notin \mathbb{Z}^n\). Recall from the cutting plane approach that we would like to find a valid inequality that cuts off this solution. The LP solution, in fact, corresponds to the origin \((0,0)\) (i.e. by setting all the coordinates of \(s\) and \(y\) to 0) in the formulation 2.7 because all the non-basic variables of the LP solution are 0. In addition, since \(b \notin \mathbb{Z}^n, 0 \notin X(R, P)\). Hence, the cutting plane approach seeks to separate the point \((0,0)\) from \(X(R, P)\).

**Remark 2.12.** The set \(X(R, P)\) in 2.7 is a special case of the general mixed-integer set \(X_S(R, P) := \{(s, y) \in \mathbb{R}_+^k \times \mathbb{Z}_+^l : Rs + Py \in S\}\) when \(S = b + \mathbb{Z}^n\). Readers are referred to [5, Section 4.2] for treatment of the general \(S\) case.
2.4.2 Cut Generating Function Pairs

We now give the definition of a cut generating function pair, which characterizes cuts for the mixed-integer set \( X(R, P) \).

**Definition 2.8** (Valid pair or Cut Generating Function pair). Fix \( n \in \mathbb{N} \). Let \( \psi : \mathbb{R}^n \rightarrow \mathbb{R} \) and \( \pi : \mathbb{R}^n \rightarrow \mathbb{R} \). Then the pair \((\psi, \pi)\) is called a valid pair or a cut generating function (CGF) pair if

\[
\sum_{i=1}^k \psi(r^i)s_i + \sum_{i=1}^l \pi(p^i)y_i \geq 1 \tag{2.8}
\]

is a valid inequality for \( X(R, P) \) for all \( k, l, R, P \), where \( r^i \) is the \( i \)-th column of \( R \) and \( p^i \) is the \( i \)-th column of \( P \). We want to emphasize that the pair \((\psi, \pi)\) should give valid inequalities irrespective of \( k, l, R, \) and \( P \).

**Remark 2.13.** The inequality 2.8 is indeed a valid inequality: It separates the origin \((0, 0)\) from \( X(R, P) \) because \((0, 0)\) does not satisfy this inequality.

Having seen the usefulness of such a CGF pair, we now demonstrate how such a pair could be generated. For this, we need to introduce a couple of concepts from convex geometry.

**Definition 2.9** (Maximal \((b + \mathbb{Z}^n)\)-free set). A closed, convex set \( K \subseteq \mathbb{R}^n \) is said to be \((b + \mathbb{Z}^n)\)-free if \( \text{int}(K) \cap (b + \mathbb{Z}^n) = \emptyset \). It is called a maximal \((b + \mathbb{Z}^n)\)-free set if there exists no other \((b + \mathbb{Z}^n)\)-free set containing \( K \).

**Definition 2.10** (Gauge function). Let \( K \subseteq \mathbb{R}^n \) be a convex set such that \( 0 \in \text{int}(K) \). We define the gauge function of \( K \) as

\[
\psi_K(x) := \inf\{\lambda > 0 : \frac{x}{\lambda} \in K\},
\]

for all \( x \in \mathbb{R}^n \).

We now consider a special case of the mixed-integer set \( X(R, P) \): when \( l = 0 \), all the variables are continuous and we have \( C(R) := \{s \in \mathbb{R}^k_+ : Rs \in b + \mathbb{Z}^n\} \). Note that we can think of \( C(R) \) as \( X(R, 0) \). Since in \( C(R) \), there are only continuous variables, a cut
generating function pair reduces to a single function. To be specific, we call \( \psi : \mathbb{R}^n \to \mathbb{R} \) a \textit{valid function} or a \textit{cut generating function} for \( C(R) \) if

\[
\sum_{i=1}^{k} \psi(r^i)s_i \geq 1
\]  

(2.9)

is a valid inequality for \( C(R) \).

We want to study \( C(R) \) and its cut generating functions because CGF pairs are generally built upon cut generating functions for \( C(R) \), as will be shown later. We now gives a couple of definitions that will lead to a formula for finding cut generating functions for \( C(R) \).

The following result gives the relationship between a \((b+\mathbb{Z}^n)\)-free set and a valid function for \( C(R) \).

**Theorem 2.2.** Let \( K \subseteq \mathbb{R}^n \) be a closed convex set such that \( 0 \in \text{int}(K) \). Then, \( \psi_K \) is a cut generating function, where \( \psi_K \) is the gauge function of \( K \), if and only if \( K \) is \((b+\mathbb{Z}^n)\)-free set.

**Proof.** See Lemma 4.3 in [5]. \( \square \)

Hence, the gauge function of a maximal \((b+\mathbb{Z}^n)\)-free convex set will give us a cut generating function. In addition, another reason we prefer working with a maximal \((b+\mathbb{Z}^n)\)-free set is that it has a nice characterization: Every maximal \((b+\mathbb{Z}^n)\)-free set is a polyhedron. In particular, it is of the form \( \{x \in \mathbb{R}^n : a_i x \leq 1, \forall i \in I\} \) for some finite set \( I \). Moreover, its gauge function is \( \psi(r) = \max_{i \in I} a_i r \) (See Theorem 4.5 in [5]). Hence, given a maximal \((b+\mathbb{Z}^n)\)-free set, we have a formula to compute a valid function for \( C(R) \).

We are now ready to discuss CGF pairs for the more general model \( X(R, P) \). Let \( \psi \) be a cut generating function for \( C(R) \). Then, for any \( s, y \in X(R, P) \), one can see that

\[
\sum_{i=1}^{k} \psi(r^i)s_i + \sum_{i=1}^{l} \psi(p^i)y_i \geq 1
\]

because one can treat

\[
R' = \begin{bmatrix} R & P \end{bmatrix}, s' = \begin{bmatrix} s \\ y \end{bmatrix}
\]
and so because $R's' = Rs + Py \in b + \mathbb{Z}^n$, and $\psi$ is a cut generating function for $C(R)$ where $R = R'$, we have the desired inequality, which implies that $(\psi, \psi)$ is a valid CGF pair for $X(R, S)$.

Hence, one could obtain a “trivial” CGF pair as $(\psi, \psi)$ for $\psi$ being the gauge function of some maximal $(b + \mathbb{Z}^n)$-free convex set whose interior contains 0. However, in practice, it might not be beneficial to simply using the “trivial” CGF pair. A more common procedure to generate a CGF pair $(\psi, \pi)$ for the mixed integer model $X(R, P)$ is to start by computing a valid function $\psi$ for the corresponding continuous model $C(R)$, and then find $\pi$ such that $(\psi, \pi)$ is a valid pair. Any function $\pi$ that makes $(\psi, \pi)$ a valid pair is known as a lifting function of $\psi$. The reason we prefer this approach for finding CGF pairs to simply using the “trivial” CGF pair is that CGF pairs $(\psi, \pi)$ from this procedure generally generate a stronger cut, in the sense that it cuts off more redundant parts from the feasible region of the LP relaxation.

We now show a result to generate a CGF pair from this procedure.

**Definition 2.11** (Trivial Lifting [8]). Let $\psi$ be a valid function. Then,

$$\tilde{\psi}(x) := \inf_{z \in \mathbb{Z}^n} \psi(x + z)$$

is called the trivial lifting of $\psi$.

**Theorem 2.3.** [39] Let $K$ be a maximal $(b + \mathbb{Z}^n)$-free convex set. Then $(\psi_K, \tilde{\psi}_K)$ is a valid pair.

**2.4.3 Example**

We now give an example to show how these valid pairs can be used to generate a cutting plane for a mixed integer linear program.
\[ \begin{align*} 
\min & \quad x_1 - 2x_2 \\
\text{subject to:} & \quad 2x_1 + 5x_2 \leq 7 \\
& \quad 3x_1 - 2x_2 \leq 2 \\
& \quad x_1 \in \mathbb{R}_+, x_2 \in \mathbb{Z}_+ 
\end{align*} \]  

(2.10)

We can introduce slack variables to get the standard form.

\[ \begin{align*} 
\min & \quad x_1 - 2x_2 \\
\text{subject to:} & \quad 2x_1 + 5x_2 + s_1 = 7 \\
& \quad 3x_1 - 2x_2 + s_2 = 2 \\
& \quad x_1 \in \mathbb{R}_+, x_2, s_1, s_2 \in \mathbb{Z}_+ 
\end{align*} \]  

(2.11)

The final simplex tableaux of its LP relaxation is

\[ \begin{align*} 
x_2 + 0.4x_1 + 0.2s_1 &= 1.4 \\
s_2 + 3.8x_1 + 0.4s_1 &= 4.8, 
\end{align*} \]

which gives the optimal solution \((x_1, x_2) = (0, 1.4)\). Hence, the integrality constraint is violated for \(x_2\) and we need to find a cutting plane that cuts off this solution from the original feasible set. We now show how one can use the tools from the previous section to generate such a cutting plane.

Since the integrality constraint on \(x_2\) is violated, we will focus on the equation

\[ x_2 + 0.4x_1 + 0.2s_1 = 1.4. \]  

(2.12)

In the language of the previous section, \(s = x_1, y = s_1, b = [1.4] = 0.4\), where \([\cdot]\) denotes the fractional part. Let \(K = [-0.6, 0.4]\), which is a maximal \((b + \mathbb{Z})\)-free set. Let \(\psi\) be the
gauge of $K$. One can verify that

$$
\psi(r) = \max \left( \frac{r}{b}, \frac{-r}{1-b} \right) = \max \left( \frac{r}{0.4}, \frac{-r}{0.6} \right)
$$

and the trivial lifting $\tilde{\psi}$ of $\psi$ is given by

$$
\tilde{\psi}(r) = \min \left( \frac{[r]}{[b]}, \frac{1-[r]}{1-[b]} \right) = \min \left( \frac{[r]}{0.4}, \frac{1-[r]}{0.6} \right).
$$

Applying the inequality $\psi(x_2) + \tilde{\psi}(s_1) \geq 1$ to 2.12 gives us

$$
x_1 + 0.5s_1 \geq 1.
$$

Expressing this cut in the original variables $x_1, x_2$ gives us the inequality

$$
x_2 \leq 1.
$$

Moreover, one can check that using the “trivial” valid pair $(\psi, \psi)$ also gives the same cut as using $(\psi, \tilde{\psi})$.

Finally, adding this cut and solving the updated LP gives us the optimal solution for the original MILP: $(x_1, x_2) = (0, 1)$.

**Remark 2.14.** The cut generated in the example above is known as Gomory mixed integer (GMI) cut, which is the most popular cutting plane used in modern day softwares for solving MILPs. We now present the definition of the GMI cut. Consider a standard MILP:

$$
\begin{align*}
\min & \quad c^\top x \\
\text{subject to:} & \quad Ax = b \\
& \quad x \geq 0 \\
& \quad x_i \in \mathbb{Z}, \forall i \in I,
\end{align*}
$$

(2.13)

where $A \in \mathbb{Q}^{m \times n}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, I \subseteq [n]$ are given.

Then, with $B$ being a basis and $N$ being an index set of nonbasic variables, a final
simplex tableau for a LP relaxation is of the form

\[ x_i + \sum_{j \in N} a_{ij} x_j = b_i, \quad i \in B, \]

which gives the optimal solution of \( x^*_i = b_i \) for \( i \in B \) and \( x^*_j = 0 \) for \( j \in N \). This is also optimal for the original MILP if \( b_i \in \mathbb{Z} \) for \( i \in B \cap I \). If not, there exists an \( i \in B \cap I \) such that \( b_i \notin \mathbb{Z} \). Let \( f_0 = b_i - \lfloor b_i \rfloor \) and \( f_j = a_{ij} - \lfloor a_{ij} \rfloor \) for \( j \in N \), where \( \lfloor \cdot \rfloor \) is the floor function.

The GMI cut obtained from the row of the tableau associated with \( x_i \) is

\[ \begin{align*}
\sum_{j \in N \cap I, f_j \leq f_0} f_j x_j + \sum_{j \in N \cap I, f_j > f_0} \frac{1 - f_j}{1 - f_0} x_j + \sum_{j \in N \cap C, a_{ij} \geq 0} \frac{a_{ij}}{f_0} x_j - \sum_{j \in N \cap C, a_{ij} < 0} \frac{a_{ij}}{1 - f_0} x_j,
\end{align*} \]

where \( C = [n] \setminus I \) is the set of continuous variables.

Notice that there might be multiple basic variables \( x_i \) whose integrality constraint is violated, which corresponds to different rows of the simplex tableau. The authors in \([36]\) and in \([3]\) show that the choice of row to use for generating GMI cuts can have an impact of their usefulness.

Finally, one can verify that by applying the valid pair \((\psi, \tilde{\psi})\) introduced in the previous example to the row of the tableau associated with \( x_i \), one would get back the GMI cut.
Chapter 3

Statistics Background

Following the spirit of Chapter 2, this chapter presents the relevant background in statistics that are used in the thesis. In particular, we review methods in point estimation, the decision theory framework, the notion of admissibility, Bayes theorem, and statistical learning theory.

3.1 Point Estimation Methods

We start the section by providing a framework to understand a statistical problem in general.

Definition 3.1 (Statistical model). Assume we have a random experiment whose outcomes come from a sample space $\Omega$. In addition, we observe a random vector $X = (X_1, X_2, \cdots, X_n)$. When $\omega \in \Omega$ is the outcome, we call the realization $X(\omega)$, denoted by $(X_1, X_2, \cdots, X_n)$, the data. Finally, we assume that the probability distribution of $X$ comes from a family $\mathcal{P}$ of distributions. $\mathcal{P}$ is also known as the statistical model.

Remark 3.1. There are three classes of statistical models: parametric, semiparametric, and nonparametric. In this dissertation, we are only interested in parametric model, where there is a parameter space $\Theta$ that specifies distribution in $\mathcal{P}$. In that case, our model can be expressed as $\mathcal{P} = \{P_{\theta} : \theta \in \Theta\}$.

Example 3.1. Suppose we have $n$ i.i.d. random variables $X_1, X_2, \cdots, X_n$ from a normal distribution $N(\mu, \sigma^2)$, where $(\mu, \sigma^2)$ is unknown. Then this is a parametric model with the parameter space $\Theta = \{ (\mu, \sigma^2) : \mu \in \mathbb{R}, \sigma^2 \in \mathbb{R}_+ \}$. 
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Definition 3.2 (Statistics). Assume a random vector takes value in a sample space $\mathcal{X}$. Then a statistic $T$ is a mapping $T : \mathcal{X} \rightarrow \mathcal{T}$, where $\mathcal{T}$ is some space - usually a Euclidean space.

The problem of point estimation can now be stated as follows. Assume we have a parametric model where a random variable $X$ has an unknown distribution in a family $\{P_{\theta} : \theta \in \Theta\}$. By writing $\theta$ in vector form, we would like to emphasize that there can be multiple parameters that specify the distributions in family $\mathcal{P}$. Suppose further that we do not know some of the parameters $\{\theta_i, i \in I\}$ for some subset $I$, but we have access to a sample $X_1, X_2, \cdots, X_n$ of $X$. The goal is to choose a statistic $T(X_1, X_2, \cdots, X_n)$ that gives the best estimate of $\theta_I$, which is the subvector of $\theta$ indexed by $I$. $T$ is called an estimator of $\theta_I$ and the realization $T(x_1, x_2, \cdots, x_n)$ is called an estimate.

Example 3.2. Let $X_1, X_2, \cdots, X_n$ be a random sample from Poisson's distribution with unknown parameter $\lambda$. Then an example of an estimator of $\lambda$ is

$$T(X_1, X_2, \cdots, X_n) = \frac{\sum_{i=1}^{n} X_i}{n}.$$ 

There are many desirable properties for a "good" estimator, such as

- Unbiased: An estimator $T$ is called an \textit{unbiased} estimator of $\theta$ if and only if $E(T) = \theta, \forall \theta \in \Theta$.

- Minimum-variance unbiased: An estimator $T$ is said to be a \textit{minimum-variance unbiased} estimator of $\theta$ if it is an unbiased estimator that has the lowest variance, i.e. $\forall \theta \in \Theta$ for any unbiased estimator $T'$.

- Consistent: An estimator $T_n$ is defined to be a \textit{weakly consistent} estimator if for any $\varepsilon, \delta > 0, \exists n_0(\varepsilon, \delta)$ such that $P(|T_n - \theta| \leq \varepsilon) > 1 - \delta$ for $n \geq n_0$ and for all $\theta \in \Theta$. This is saything that the estimate becomes more precise as the sample size increases.

- Efficient: Given two unbiased estimators for $\theta$, $T_1$ and $T_2$, we say $T_1$ is more \textit{efficient} than $T_2$ if $\forall(T_1) < \forall(T_2)$. Under certain regularity conditions, we can define the efficiency of an unbiased estimator $T$ as $\text{eff}(T) = \frac{1}{\frac{I(\theta)}{\forall(T)}}$, where $I(\theta) =$
\[ \mathbb{E}[(\frac{\partial}{\partial \theta} \log f(X; \theta))^2 | \theta] \] is the Fisher information when this exists. Then, using the Cramér-Rao bound (see [81]), we have \( \text{eff}(T) \leq 1 \) for all unbiased estimator \( T \).

Readers are referred to Chapter 1 in [85] for a more comprehensive survey of results relating to these properties.

There are many commonly used point estimation methods that provide estimators having some of these desirable properties, such as method of moments, method of maximum likelihood, method of minimum \( \chi^2 \), and method of least squares. In this thesis, we are mostly concerned with the method of maximum likelihood as it is very popular and commonly used in practice, and often leads to efficient estimators.

**Definition 3.3** (Method of Maximum Likelihood). Suppose random variables \( X_1, X_2, \cdots, X_n \) have a joint density or frequency function \( f(x_1, x_2, \cdots, x_n | \theta) \). Then, given observations \( X_i = x_i \), we define the likelihood of \( \theta \) as a function of \( x_1, x_2, \cdots, x_n \) as

\[
L(\theta) = f(x_1, x_2, \cdots, x_n | \theta).
\]

The maximum likelihood estimate of \( \theta, \theta_{ML} \) is the value of \( \theta \) that maximizes \( L(\theta) \) assuming it exists and is unique.

**Example 3.3.** Assume \( X_1, X_2, \cdots, X_n \) are i.i.d. \( \mathcal{N}(\mu, \sigma^2) \) with unknown \( \mu \) and \( \sigma \). Then their joint density is simply

\[
L(\mu, \sigma) = f(x_1, x_2, \cdots, x_n | \mu, \sigma) = \prod_{i=1}^{n} f(x_i | \mu, \sigma) = \prod_{i=1}^{n} \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{1}{2} \frac{(x_i - \mu)^2}{\sigma^2} \right)
\]

Thus, the log likelihood is

\[
l(\mu, \sigma) = -n \log \sigma - n \log 2\pi - \frac{1}{2\sigma^2} \sum_{i=1}^{n} (x_i - \mu)^2
\]
Taking the partial derivative of $l(\mu, \sigma)$ gives

$$\frac{\partial l}{\partial \mu} = \frac{1}{\sigma^2} \sum_{i=1}^{n} (x_i - \mu)$$

$$\frac{\partial l}{\partial \sigma} = -\frac{n}{\sigma} + \frac{1}{\sigma^3} \sum_{i=1}^{n} (x_i - \mu)^2.$$

Setting these partial derivatives to 0, we obtain $\mu^* = \bar{x}$ and $\sigma^* = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2}$. We now compute the second order partial derivatives to verify that $\mu^*$ and $\sigma^*$ indeed maximize $l(\mu, \sigma)$:

$$\frac{\partial^2 l}{\partial \mu^2}(\mu^*, \sigma^*) = -\frac{n}{\sigma^*} < 0$$

$$\frac{\partial^2 l}{\partial \sigma^2}(\mu^*, \sigma^*) = \frac{n}{\sigma^*} - \frac{3}{\sigma^*} \sum_{i=1}^{n} (x_i - \mu^*)^2 = \frac{-2n}{\sigma^*}$$

$$\frac{\partial^2 l}{\partial \sigma \partial \mu}(\mu^*, \sigma^*) = -\frac{2}{\sigma^*} \sum_{i=1}^{n} (x_i - \bar{x}) = 0.$$

In addition, one can see that

$$\frac{\partial^2 l}{\partial \mu^2}(\mu^*, \sigma^*) \times \frac{\partial^2 l}{\partial \sigma^2}(\mu^*, \sigma^*) - \left( \frac{\partial^2 l}{\partial \sigma \partial \mu}(\mu^*, \sigma^*) \right)^2$$

$$= \frac{2n^2}{\sigma^*^4} - 0 > 0.$$

Hence, we can conclude that $\mu_{ML} = \bar{x}$ and $\sigma_{ML} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2}$.

### 3.2 Decision Theory Framework

In this section, we explain the decision theory framework for a statistical inference problem. In settings where one needs to make decisions under uncertainty, the framework allows one in principle to evaluate all the available choices one can take. To be specific, suppose we have a statistical model with a random vector $X$ whose distribution is a member of a family $P = \{P_\theta : \theta \in \Theta\}$. In addition, assume $X$ takes values in a sample space $\mathcal{X}$. 

3.2.1 Components of the decision theory framework

We now discuss the different components of the decision theory framework.

**State space.** \( \Theta \) is called the *state or parameter space* and \( \theta \in \Theta \) is called a state of nature. This represents the uncertainty in the problem.

**Action space.** The *action space* \( A \) consists of all the actions, or decisions, \( a \) that the statistician can make. For example, in Example 3.2, if we want to estimate the value of \( \lambda \), the action space is \([0, \infty)\).

**Loss function.** The *loss function* is a function \( l : \Theta \times A \rightarrow \mathbb{R}^+ \). \((\theta, a)\) quantifies the loss incurred if the statistician takes action \( a \) and the true state of nature is \( \theta \). For an estimation problem, some of the most popular loss function are squared Euclidean distance loss function, absolute distance loss function, and maximum distance loss function.

**Decision rule.** A *decision rule* is a function \( \delta : \mathcal{X} \rightarrow A \). Using a rule \( \delta \) means that the statistician, having observed data \( X = x \), will take action \( \delta(x) \). Notice that we can have lots of decision rules, in many cases an infinite number. We call the class of all decision rule the *decision space* and denote it by \( \mathcal{D} \).

**Risk function.** As we have a great amount of decision rules, we need a procedure to measure the performance of each rule. Notice that when \( \theta \) is the true state of nature and we observe \( X = x \), then the loss is \( l(\theta, \delta(x)) \). However, the problem is that \( \theta \) is unknown. Also, we would like a decision rule that performs well across the values of \( x \). As a result, we will introduce the *risk function* as a measure of the performance of \( \delta(x) \) by taking the average of the loss over the sample space:

\[
R(\theta, \delta) = \mathbb{E}_\theta[l(\theta, \delta(X))].
\]

Importantly, this is a function of \( \theta \).
Example 3.4. Assume \( X = (X_1, X_2, \cdots, X_n) \) are i.i.d. \( \mathcal{N}(\mu, \sigma^2) \) with unknown \( \mu \in \mathbb{R} \) and known \( \sigma \). Hence, the action space \( A = \mathbb{R} \). Assume the loss function \( l(\mu, a) = (\mu - a)^2 \). Then for the decision rule \( \delta(X) = \overline{X} \), we have

\[
l(\mu, \overline{X}) = (\overline{X} - \mu)^2 = \frac{\sigma^2}{n} \left( \frac{\overline{X} - \mu}{\sigma/\sqrt{n}} \right)^2.
\]

Notice that \( \left( \frac{\overline{X} - \mu}{\sigma/\sqrt{n}} \right)^2 \) is a \( \chi^2_1 \) distribution. Hence, \( R(\mu, \overline{X}) = \mathbb{E}_\mu (\overline{X} - \mu)^2 = \frac{\sigma^2}{n} \), which is a constant.

### 3.2.2 Comparing between decision rules

Now that we have a way to quantify the performance of a decision rule, we need to define some criteria for decision selection. Notice that it is not as simple as comparing between two real numbers, as the risk function for a particular decision rule gives a risk profile over all possible \( \theta \in \Theta \). So for two decision rules \( \delta \) and \( \delta' \), one might perform better over another on a set of \( \theta \) values but worse on another set of values. With that in mind, we introduce the minimal criterion for selecting a decision rule.

**Definition 3.4 (Dominating and Admissible decision rules).** A decision rule \( \delta \) is said to dominate another decision rule \( \delta' \) if and only if \( R(\theta, \delta) \leq R(\theta, \delta') \) for all \( \theta \) with strict inequality for some \( \theta \). A decision rule \( \delta \) is called an admissible rule if it is not dominated by any other decision rule.

**Remark 3.2.** We say admissibility is a weak requirement for choosing a decision rule because there are admissible rules that are somewhat "useless". For example, in Example 3.4, we can define another decision rule \( \delta(X) = c \), for a fixed constant \( c \). Then the risk is \( R(\mu, c) = (\mu - c)^2 \), which is 0 if \( \mu = c \) is the true state of nature. Since no other rule can have a zero risk at \( \mu = c \), this decision rule is admissible.

Ideally, the best decision rule \( \delta \) would be one that dominates every other rule, i.e. \( R(\theta, \delta) \leq R(\theta, \delta') \) for all \( \theta \) and \( \delta' \) with strict inequality for some \( \theta \). However, such a rule typically does not exist. Hence, we need another criteria to compare between decision rules. There are two approaches for the decision selection problem. The first is by adding some
restrictions to narrow down the class of decision rules, such as unbiasedness or equivariance (see [42, 68]). The second approach is to use some global criteria over all $\theta \in \Theta$, such as

- Minimaxity: A rule $\delta$ is called minimax if it minimizes the value $\sup_\theta R(\theta, \delta)$, i.e. the maximum risk over all $\theta$.

- Minimum Bayes risk: In this Bayesian point of view, instead of treating $\theta$ as a fixed unknown variable, we assume it is a realization of a random variable $\theta$. As a result, $P_\theta$ is the conditional distribution of $X$ given $\theta = \theta$. The risk function is $E_{X|\theta}[l(\theta, \delta(X))|\theta = \theta]$. By taking the average of this risk over all $\theta$, we get the Bayes risk:

$$r(\delta) = E_\theta [R(\theta, \delta)] = E_{X|\theta}[l(\theta, \delta(X))|\theta = \theta] = E[l(\theta, \delta(X))].$$

Then the decision rule that minimizes $r(\delta)$ is called a Bayes rule.

**Remark 3.3.** For the Bayes risk, assuming the prior distribution on $\theta$ is $\pi$, we normally write the Bayes risk for a particular decision rule $\delta$ as $r(\pi, \delta)$ to emphasize its dependent on the prior distribution.

### 3.2.3 Improving a decision rule

We now show a method to improve upon a decision rule, which is known as the Rao-Blackwell procedure.

**Definition 3.5** (Sufficient Statistic). Suppose $X \sim P_\theta, \theta \in \Theta$. Then a statistic $T(X)$ is a sufficient statistic for $\theta$ if the conditional distribution of $X$ given $T(X) = t$ does not depend on $\theta$. Intuitively, this means a sufficient statistic contains all the necessary information to estimate $\theta$ and so it can be used as a data-reduction tool.

The following theorem by Fisher provides a nice way to verify whether or not a statistic is sufficient.

**Theorem 3.1** (Factorization Theorem). Given a model with $X \sim P_\theta, \theta \in \Theta$, a statistic $T : X \rightarrow T$ is sufficient for $\theta$ if and only if there exists a function $g : \Theta \times T \rightarrow [0, \infty)$ and
a function \( h : X \to [0, \infty) \) such that

\[
p_\theta(x) = g(T(x), \theta)h(x),
\]

for all \( x \in X, \theta \in \Theta \).

**Proof.** See section 1.9 in [69]. \( \square \)

**Example 3.5** (Normal sufficient statistic). Let \( X_1, X_2, \ldots, X_n \) be i.i.d. \( N(\mu, \Sigma) \).

We have,

\[
p_{\mu, \Sigma}(x_1, \ldots, x_2) \propto \frac{1}{\sqrt{|\Sigma|^n}} \exp\left(-\frac{1}{2} \sum_{i=1}^{n} (x_i - \mu)^\top \Sigma^{-1} (x_i - \mu)\right)
\]

\[
= \frac{1}{\sqrt{|\Sigma|^n}} \exp\left(-\frac{1}{2} \sum_{i=1}^{n} (\overline{x} - \mu)^\top \Sigma^{-1} (\overline{x} - \mu)\right)
\]

\[
\times \exp\left(-\frac{1}{2} \sum_{i=1}^{n} (\overline{x} - \mu)^\top \Sigma^{-1} (\overline{x} - \mu)\right)
\]

\[
= \frac{1}{\sqrt{|\Sigma|^n}} \exp\left(-\frac{1}{2} \sum_{i=1}^{n} \text{Tr}\left((\overline{x} - \mu)^\top \Sigma^{-1} (\overline{x} - \mu)\right)\right)
\]

\[
\times \exp\left(-\frac{1}{2} \sum_{i=1}^{n} \text{Tr}\left((\overline{x} - \mu)^\top \Sigma^{-1} (\overline{x} - \mu)\right)\right)
\]

\[
= \frac{1}{\sqrt{|\Sigma|^n}} \exp\left(-\frac{1}{2} \text{Tr}\left(\sum_{i=1}^{n} \Sigma^{-1} (\overline{x} - \mu)^\top (\overline{x} - \mu)\right)\right)
\]

\[
\times \exp\left(-\frac{1}{2} \text{Tr}\left(\sum_{i=1}^{n} \Sigma^{-1} (\overline{x} - \mu)^\top (\overline{x} - \mu)\right)\right)
\]

\[
= \frac{1}{\sqrt{|\Sigma|^n}} \exp\left(-\frac{1}{2} \text{Tr}\left(\hat{\Sigma}\right)\right)
\]

\[
\times \exp\left(-\frac{1}{2} \text{Tr}\left(\hat{\Sigma}\right)\right)
\]

where \( \hat{\Sigma} = \sum_{i=1}^{n} (x_i - \overline{x})^\top (x_i - \overline{x}) \). The third equality is due to the fact that \( x^\top D x = \)
\[ \text{Tr}(\mathbf{x}^\top \mathbf{D} \mathbf{x}) \] for a diagonal matrix \( \mathbf{D} \). The fourth and fifth equality comes from the linear mapping and cyclic property of the trace, respectively.

Using the Factorization Theorem, we can see that \( T(\mathbf{X}_1, \mathbf{X}_2, \cdots, \mathbf{X}_n) = (\mathbf{X}, \hat{\Sigma}) \) is sufficient for \((\mu, \Sigma)\).

We are now ready to show the Rao-Blackwell theorem, which offers a procedure to improve an estimator.

**Theorem 3.2** (Rao-Blackwell Theorem). Let \( X \) be a random variable with distribution in the family \( \mathcal{P} = \{ P_\theta : \theta \in \Theta \} \) and let \( T \) be a sufficient statistic for \( \theta \). Let \( \delta(X) \) be an estimator of \( \theta \) with finite expectation and risk. In addition, assume the loss function \( l(\theta, a) \) is a convex function of \( a \). Then, the estimator \( \delta^*(T) = \mathbb{E}[\delta(X)|T] \) performs at least as well as \( \delta \), i.e.

\[
R(\theta, \delta^*) \leq R(\theta, \delta),
\]

for all \( \theta \in \Theta \). Moreover, if the loss function is strictly convex, the inequality is strict.

*Proof.* See Theorem 7.8 in [68, Section 1.7].

### 3.2.4 Admissibility results

We know from its definition that for an inadmissible rule, there exists another rule that performs, on average, at least as good as it does on very instance of \( \theta \). Hence, it is obvious that we are only interested admissible rules. However, it is generally hard to check by definition whether a rule is admissible. In this section, we provide some results that prove admissibility of a decision rule.

**Theorem 3.3.** If \( \delta \) is the unique Bayes estimator (almost surely for all \( P_\theta \)), then it is admissible.

*Proof.* Let \( \delta_\pi \) be the unique Bayes estimator with respect to the prior distribution \( \pi \). Suppose for the sake of contradiction that \( \delta_\pi \) is inadmissible, i.e. there exists another estimator \( \delta'_\pi \) that dominates \( \delta_\pi \). Hence, \( R(\theta, \delta'_\pi) \leq R(\theta, \delta_\pi) \), with strict inequality for some \( \theta \). Then,

\[
r(\pi, \delta'_\pi) = \int R(\theta, \delta'_\pi) d\pi(\theta) \leq \int R(\theta, \delta_\pi) d\pi(\theta) = r(\pi, \delta_\pi),
\]
so $\delta'_{\pi}$ is also a Bayes estimator with respect to $\pi$, contradicting the uniqueness assumption.

\[\square\]

**Theorem 3.4.** Suppose $\delta_{\pi}$ is a Bayes estimator having finite Bayes risk with respect to the prior distribution $\pi$ and $\text{support}(\pi) = \Theta$. Then $\delta_{\pi}$ is an admissible estimator if either of the following holds:

- $\Theta$ is finite.
- $\Theta$ is an open subset of $\mathbb{R}^n$ and $R(\theta, \delta)$ is continuous in $\theta$, $\forall \delta \in D$.

**Proof.** We prove the two cases separately:

**Discrete case:** Let $\Theta = \{\theta_1, \theta_2, \ldots, \theta_d\}$ amnd $\delta_{\pi}$ is Bayes with respect to $\pi = \{\pi_1, \pi_2, \ldots, \pi_d\}$, where $\pi_i > 0$, $\forall i \in [d]$. Suppose to the contrary that there exists another estimator $\delta$ that dominates $\delta_{\pi}$: $R(\theta, \delta) \leq R(\theta, \delta_{\pi})$, $\forall \theta \in \Theta$, with strict inequality for some $\theta$. Then,

$$r(\pi, \delta) = \sum_{i=1}^{d} \pi_i R(\theta_i, \delta) < \sum_{i=1}^{d} \pi_i R(\theta_i, \delta_{\pi}) = r(\pi, \delta_{\pi})$$

because $\pi_i > 0$, $\forall i \in [d]$. This contradicts the assumption that $\delta_{\pi}$ is Bayes with respect to $\pi$.

**Continuous case:** Again, we will prove by contradiction. Suppose that there exists another estimator $\delta$ that dominates $\delta_{\pi}$: $R(\theta, \delta) \leq R(\theta, \delta_{\pi})$, $\forall \theta \in \Theta$, with strict inequality for some $\theta$. Let’s consider the following function of $\theta$: $R(\theta, \delta_{\pi}) - R(\theta, \delta)$. By assumption, this function is continuous in $\theta$ and is positive for some $\theta_0 \in \Theta$. Hence, $\exists \epsilon > 0$ such that $\forall \theta : |\theta - \theta_0| < \epsilon, R(\theta, \delta_{\pi}) - R(\theta, \delta) > \eta > 0$. Let’s define $\Omega = \{\theta : |\theta - \theta_0| < \epsilon\}$. Then,

$$r(\pi, \delta_{\pi}) - r(\pi, \delta) = \int_{\Omega} [R(\theta, \delta_{\pi}) - R(\theta, \delta)]d\pi(\theta)$$

$$= \int_{\Omega} [R(\theta, \delta_{\pi}) - R(\theta, \delta)]d\pi(\theta) + \int_{\Omega^c} [R(\theta, \delta_{\pi}) - R(\theta, \delta)]d\pi(\theta)$$

$$\geq \int_{\Omega} [R(\theta, \delta_{\pi}) - R(\theta, \delta)]d\pi(\theta)$$

$$> \eta \pi(\Omega) > 0,$$

contradicting the assumption that $\delta_{\pi}$ is the minimizer of $r(\pi, \delta)$. \[\square\]
We now present a powerful method, called Blyth’s method, to verify the admissibility of an estimator.

**Theorem 3.5.** [68, Theorem 7.13] Suppose $\Theta$ is open and the risk function $R(\theta, \delta)$ is continuous in $\theta$ for all $\delta \in D$. Let $\delta$ be an estimator and $\pi_n$ be a sequence of (possibly improper) prior measures such that

(i) $r(\pi_n, \delta) < \infty$ for all $n$,

(ii) for any nonempty open set $\Omega_0 \in \Omega, \exists B > 0, N > 0$ such that

$$\int_{\Omega_0} \pi_n(\theta) d\theta \geq B \quad \text{for all } n \geq N,$$

(iii) $r(\pi_n, \delta) - r(\pi_n, \delta^{\pi_n}) \rightarrow 0$ as $n \rightarrow \infty$.

Then, $\delta$ is admissible.

**Proof.** Proof by contradiction: Suppose that there exists another estimator $\delta'$ that dominates $\delta$: $R(\theta, \delta') \leq R(\theta, \delta), \forall \theta \in \Theta$, with strict inequality for some $\theta$. Since the risk functions are continuous, $\exists \Omega_0$ and $\varepsilon > 0$ such that $R(\theta, \delta) - R(\theta, \delta') > \varepsilon, \forall \theta \in \Omega_0$. Then, for all $n \geq N$, we have

$$r(\pi_n, \delta) - r(\pi_n, \delta') = \int \left[ R(\theta, \delta) - R(\theta, \delta') \right] d\pi_n(\theta)$$

$$= \int \left[ R(\theta, \delta) - R(\theta, \delta') \right] d\pi_n(\theta) + \int_{\Omega_0} \left[ R(\theta, \delta) - R(\theta, \delta') \right] d\pi_n(\theta)$$

$$\geq \int_{\Omega_0} \left[ R(\theta, \delta) - R(\theta, \delta') \right] d\pi_n(\theta)$$

$$> \varepsilon \int_{\Omega_0} d\pi_n(\theta)$$

$$\geq \varepsilon B.$$ 

Hence, $r(\pi_n, \delta) - r(\pi_n, \delta^{\pi_n}) + r(\pi_n, \delta^{\pi_n}) - r(\pi_n, \delta') > \varepsilon B, \forall n \geq N$. But by assumption (iii), $r(\pi_n, \delta) - r(\pi_n, \delta^{\pi_n}) \rightarrow 0$. Thus, $\exists n_0$ such that for all $n \geq n_0, r(\pi_n, \delta) - r(\pi_n, \delta^{\pi_n}) < \frac{\varepsilon B}{2}$. Consequently, $\forall n \geq \max\{N, n_0\}, r(\pi_n, \delta^{\pi_n}) - r(\pi_n, \delta') > \frac{\varepsilon B}{2}$, which contradicts the assumption that $\delta^{\pi_n}$ is Bayes with respect to $\pi_n$. \qed
Remark 3.4. In Theorem 3.5, we can combine assumptions (ii) and (iii) and rewrite the theorem as follows:

Suppose $\Theta$ is open and the risk function $R(\theta, \delta)$ is continuous in $\theta$ for all $\delta \in D$. Let $\delta$ be an estimator and $\pi_n$ be a sequence of (possibly improper) prior measures such that

(i) $r(\pi_n, \delta) < \infty$ for all $n$,

(ii) for any nonempty open set $\Omega_0 \in \Omega$,

$$\frac{r(\pi_n, \delta) - r(\pi_n, \delta^\pi_n)}{\int_{\Omega_0} \pi_n(\theta) d(\theta)} \to 0 \text{ as } n \to \infty.$$  

Then, $\delta$ is admissible.

The proof of this is very similar to the proof of the previous theorem.

From the previous theorem, we can see that a sufficient condition for an estimator to be admissible is that its Bayes risk is the limit of some sequence of Bayes risks of Bayes estimators. It turns out that the converse is also true under some assumptions, i.e. we can say that admissible estimator is the limit of some Bayes estimators. (See [68, Theorem 7.15] and [24, Theorem 4A.12]).

3.3 Statistical Learning Theory

Statistical learning theory provides a framework for machine learning by using tools from statistics and functional analysis. Statistical learning can be categorized into 3 main types: supervised learning, unsupervised learning, and reinforcement learning. In this thesis, we are mainly concerned with supervised learning, which is also the most widely used type of problems in practice. In particular, we will review classification algorithms in supervised learning.

Problem setup  In a typical supervised learning problem, we are given a training set of input-output pairs $D = \{(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)\}$, where the $X_i$ is an input vector and $Y_i$ is the output that corresponds to it. In classification problems, $Y$ takes discrete values while in regression problems, it takes real values. Let $\mathcal{X}$ be the vector space of all
possible inputs and $\mathcal{Y}$ be the vector space of all possible outputs. We assume that each of
the input-output pairs is a sample from a fixed but unknown probability distribution over
the product space $\mathcal{X} \times \mathcal{Y}$, $p(X,Y)$. The goal of learning is to find a function $f : \mathcal{X} \rightarrow \mathcal{Y}$
such that $f(X)$ best approximates $Y$. In addition, we define a loss function $L(f(X), Y)$ that
measures the error in prediction. Then, we introduce the concept of risk to measure the
average loss over the unknown distribution:

$$R_{L,p}(f) = \mathbb{E}L(f(X), Y) = \int_{\mathcal{X} \times \mathcal{Y}} L(f(x), y)p(x, y)dxdy.$$ 

Hence, a good function is one that has small risk.

We define the Bayes risk to be the minimum of risk over all functions $f : R^*_{L,p} = \inf_f R_{L,p}(f)$, and so the function that has this risk would be our best function. For a
classification problem, such a function is called a Bayes classifier and the Bayes risk is also
known as the Bayes error rate. However, we do not know $p(X,Y)$, which means we are not
able to calculate the true risk for any function $f$. Though, we can compute an approximation
for the true risk by averaging the loss function over the training set:

$$R_{emp}(f) = \frac{1}{n} \sum_{i=1}^{n} L(f(X_i), Y_i),$$

which is called the empirical risk. Under some fairly general conditions, we can use the law
of large numbers to see that for a fixed function $f$, the empirical risk converges to the true
risk as the sample size increases. Hence, to find an $f$ that minimize $R_{L,p}(f)$, one could try to
minimize $R_{emp}(f)$ instead. However, simply minimizing the empirical risk over all possible
functions is a bad idea as it will lead to overfitting, the phenomenon of learning a function
that predicts well over the training set but does poorly when given new, unseen data. To
deal with the problem of overfitting, we should first restrict $f$ to some space of functions $\mathcal{H}$.
In addition, when minimizing the empirical risk, we can include a regularization term, with
Tikhonov regularization [93] being the most commonly used, that penalizes functions that
fluctuate a lot over small regions of input space. It has been shown that using these two
approaches, the solution obtained from the empirical risk minimization procedure will have
nice properties. Readers are referred to [75, 73, 77, 59] for a more comprehensive treatment of the subject.

We now give a brief introduction to some of the machine learning algorithms that are used in Chapter 4.

### 3.3.1 k Nearest Neighbor

$k$ Nearest Neighbor ($k$-NN) is a memory-based algorithm that looks at the class of the $k$ points in the training set $\mathcal{D}$ that are nearest to a test input $x$ and outputs a label that is most common among these $k$ points, or in other words, the most probable label. In particular, assuming there are $c$ classes and $k$ is fixed, then we have

$$p(y = c | \mathcal{D}, x) = \frac{1}{K} \sum_{i \in N_k(x, \mathcal{D})} \mathbb{1}_{(y_i = c)},$$

where $N_k(x, \mathcal{D})$ are the indices of $k$ nearest (based on same distance metric) points to $x$ in $\mathcal{D}$ and $\mathbb{1}_{(y_i = c)}$ is an indicator function that takes value of 1 when $y_i = c$ and 0 otherwise. Then, the output of k-NN algorithm is

$$\hat{y}(x) = \arg\max_c p(y = c | \mathcal{D}, x).$$

This is also known as a MAP, which stands for maximum a posteriori, estimate. We now give a formal justification of why this is a good estimate. Using the formal problem setup as discussed earlier, let the loss function be a $0 - 1$ loss, i.e.,

$$L(a, y) = \begin{cases} 0 & \text{if } a = y \\ 1 & \text{if } a \neq y \end{cases}.$$

Then, under the Bayesian approach, we can get the posterior expected loss

$$\mathbb{E}_{p(y|x)}[L(a, y)] = p(a \neq y|x) = 1 - p(y|x).$$

Hence, the optimal action is one that minimizes the posterior expected loss, thus maximizing $p(y|x)$. 
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3.3.2 Logistic Regression

Logistic regression is a supervised learning algorithm that is commonly used for binary classification. It can also be extended to multiclass classification. However, we only review material for the binary case as it is more related to our work and is easier to follow. In logistic regression, we assume the conditional probability of $Y$ given $X$ is a sigmoid function

$$p(x) = p(Y = 1|X = x) = \frac{1}{1+e^{-(\beta_0 + \beta^\top x)}},$$

where $\beta$ is an unknown parameter. The goal of learning in this case is to estimate the parameter vector $\beta$, which can be done using the maximum likelihood approach. Before getting there, we would like to point out that from the definition of $p(x)$, one can easily verify that

$$\log \left( \frac{p(x)}{1-p(x)} \right) = \beta_0 + \beta^\top x.$$

The conditional likelihood of a single observation is

$$p(y^i|x^i; \beta_0, \beta) = p(x^i)^{y_i} (1-p(x^i))^{1-y_i}.$$ 

Hence, the conditional likelihood of the whole dataset is

$$L(\beta_0, \beta) = \prod_{i=1}^{n} p(x^i)^{y_i} (1-p(x^i))^{1-y_i}.$$ 

The log likelihood is thus

$$l(\beta_0, \beta) = \sum_{i=1}^{n} y_i \log p(x^i) + (1 - y_i) \log (1 - p(x^i))$$

$$= \sum_{i=1}^{n} y_i \log \left( \frac{p(x^i)}{1-p(x^i)} \right) + \log (1 - p(x^i))$$

$$= \sum_{i=1}^{n} y_i (\beta_0 + \beta^\top x^i) + \log \left( \frac{e^{-(\beta_0 + \beta^\top x^i)}}{1+e^{-(\beta_0 + \beta^\top x^i)}} \right)$$

$$= \sum_{i=1}^{n} y_i (\beta_0 + \beta^\top x^i) + \log \left( \frac{1}{1+e^{\beta_0 + \beta^\top x^i}} \right)$$

$$= \sum_{i=1}^{n} y_i (\beta_0 + \beta^\top x^i) - \log \left( 1 + e^{\beta_0 + \beta^\top x^i} \right).$$
Taking partial derivatives with $\beta_0$ and components of $\beta$ gives

$$\frac{\partial l}{\partial \beta_0} = \sum_{i=1}^{n} y_i - \frac{e^{\beta_0 + \beta^T x_i}}{e^{\beta_0 + \beta^T x_i}}$$

$$= \sum_{i=1}^{n} y_i - p(x_i)$$

$$\frac{\partial l}{\partial \beta_j} = \sum_{i=1}^{n} y_i x_{ij} - \frac{e^{\beta_0 + \beta^T x_i}}{e^{\beta_0 + \beta^T x_i}} x_{ij}$$

$$= \sum_{i=1}^{n} y_i - p(x_i) x_{ij}$$

By setting these partial derivatives to 0, we could solve for $(\beta_0, \beta)$ that maximizes the likelihood function. However, since these are transcendental equations, there is no closed-form solution. Hence, we will need to use numerical methods; since $-l(\beta_0, \beta)$ is a convex function, the traditional method to solve for $\beta_0$ and $\beta$ is the Newton Raphson method.

### 3.3.3 Random Forests

We first describe the concept of a decision tree. Decision tree builds a classification model in a tree structure. It breaks down the input space into smaller and smaller regions while building the tree. The deeper the tree is, the more complex the tree becomes. The final tree will consists of decision nodes (intermediate nodes) and leaf nodes. A decision node has two (binary tree) or more (multiway tree) branches. The decisions at each node involve only a single feature, or input coordinate. We should note that the regions in the input space corresponding to 2 splitted branches need to form a partition of the region corresponding to the node. For example, for continuous variables, the splits always the form $x_i \leq t$ and $x_i > t$ for some real-valued $t$. Leaf nodes represent a classification decision.
Figure 3.1: Example of a decision tree. The features are Age:\{1, 2, 3, \cdots\}, Sex: \{Male, Female\}, and Employment status: \{Employed, Unemployed\}. The target is \{Happy, Unhappy\}. All the light blue boxes correspond to leaf nodes, where a prediction is made.

More formally, suppose we are given a training set \(D\) with \(N\) observations \((x_i, y_i)\), with 
\[x_i = (x_{i1}, x_{i2}, \cdots, x_{ip})\] and 
\[y_i \in [K].\] Suppose we have a partition of the input space into \(M\) regions \(R_1, R_2, \cdots, R_M\). Let node \(m\) represents region \(R_m\) with \(N_m\) observations. At each leaf node \(m\), we first estimate the class-conditional probabilities by 

\[\hat{\pi}_{mk} = \frac{1}{N_m} \sum_{i : x_i \in R_m} 1(y_i = k).\]

Then the predicted classification for node \(m\), which is the same for every observation whose input \(x\) falls into region \(R_m\), is 

\[\hat{y}_m = \arg \max_k \hat{\pi}_{mk}.\]

We now explain how each node is splitted. Let \(R_L\) and \(R_R\) be the 2 regions corresponding to a potential node split with \(N_L\) and \(N_R\) points in the region respectively. Define \(Q(R_L)\) and \(Q(R_R)\) to be the node impurity measures. Then, we find the split that minimizes 
\[N_L Q(R_L) + N_R Q(R_R).\] Some of the impurity measures that are often used in practice are:
• Misclassification rate: $Q_m = \frac{1}{N_m} \sum_{i: x_i \in \mathbb{R}_m} 1(y_i \neq k) = 1 - \hat{\pi}_{mk}$.

• Gini index: $Q_m = \sum_{i=1}^{K} \hat{\pi}_{mk}(1 - \hat{\pi}_{mk})$.

• Entropy: $Q_m = -\sum_{i=1}^{K} \hat{\pi}_{mk} \log \hat{\pi}_{mk}$.

Readers are referred to [23] for an implementation of the decision tree method using CART algorithm.

A random forest, which was first introduced by Breiman [22], can then be defined as a collection of decision trees whose predictions are aggregated into one final result. In particular, each of these decision trees are learned based on a random subset of input features using random subset of the dataset $\mathcal{D}$. Assume we have trained $T$ decision trees and for each input $x$, let $\hat{C}_t(x)$ be the class prediction of the $t$th tree at point $x$. Then the prediction given by the random forest is $\hat{C}_{RF}(x) = \text{mode}\{\hat{C}_t(x)\}_1^T$, i.e. the prediction with the majority vote from all trees.

This is an example of a more general technique called bagging [21], which aims to reduce the variance of an estimate by averaging the predictions from many different estimates. It is a powerful technique that is not peculiar to random forests: it can be applied to other classification algorithms to improve their performance.
Assume we are given a training set $D$ with $N$ observations $(x_i, y_i)$, with $x_i = (x_{i1}, x_{i2}, \ldots, x_{ip})$ and $y_i \in \{-1, 1\}$. Now, let’s assume that the two classes are separable, i.e. we can find $\beta_0 \in \mathbb{R}, \beta \in \mathbb{R}^p$ such that the hyperplane $H : x^T \beta + \beta_0 = 0$ completely separates the two classes. Let $H_1$ and $H_2$ be two hyperplanes parallel to $H$ such that the distances between the closest points from each class to $H$ are the same as the distances between $H$ and $H_1$, $H_2$. Observe that we can scale $\beta$ and $\beta_0$ so that $H_1$ has the form $x^T \beta + \beta_0 = 1$ and $H_2$ has the form $x^T \beta + \beta_0 = -1$. We can define a classification rule as $f(x) = \text{sign}(x^T \beta + \beta_0)$.

We now define the *margin* $M$ to be the distance between $H_1$ and $H_2$. Since the distances between $H_1$ and $H_2$ are $\frac{|\beta_0 - 1|}{\|\beta\|}$ and $\frac{|\beta_0 + 1|}{\|\beta\|}$, respectively. Hence, $M = \frac{2}{\|\beta\|}$. The goal, then is to find $\beta_0, \beta$ such that we have the largest margin between the 2 classes. Notice from Figure 3.3
that for any point with \( y_i = 1 \), \( x_i^T \beta + \beta_0 \geq 1 \) and for any point with \( y_i = -1 \), \( x_i^T \beta + \beta_0 \leq -1 \).

The problem of finding the best hyperplane \( H \) can be formulated as follows.

\[
\max_{\beta_0, \beta} M
\]

subject to \( y_i(x_i^T \beta + \beta_0) \geq 1, \ i = 1, 2, \cdots N. \)

Since \( M = \frac{2}{\|\beta\|} \), we can rewrite this optimization problem as

\[
\min_{\beta_0, \beta} \|\beta\|
\]

subject to \( y_i(x_i^T \beta + \beta_0) \geq 1, \ i = 1, 2, \cdots N. \)

Now let’s tackle the general case when the two classes are not separable. While we still want to find a hyperplane that creates the largest margin between the 2 classes, we should also control the number of misclassifications. To accomplish that, we could rewrite the optimization problem as

\[
\min_{\beta_0, \beta} \frac{1}{2} \|\beta\|^2 + C \sum_{i=1}^{N} \xi_i
\]

subject to \( \xi_i \geq 0, y_i(x_i^T \beta + \beta_0) \geq 1 - \xi_i, \ i = 1, 2, \cdots N. \)

where \( \xi_i \) represents the relative distance by which the prediction \( \hat{y}(x_i) \) is on the wrong side of the margin. In particular, when \( 0 < \xi_i < 1 \), the observation is on the correct side of hyperplane but wrong side of the margin and when \( \xi > 1 \), the point is on the wrong side of the hyperplane and is misclassified. The extra term in the objective function represents a trade-off between having the largest margin between the 2 classes and having a small number of misclassifications. In particular, the parameter \( C \) measures how much we want to avoid misclassification. Note that when \( C = \infty \), we are back to the separable case.

As the objective function is quadratic and all the constraints are linear, this is a convex optimization problem; thus, it can be solved in polynomial time as pointed out in Section 2.1.
3.3.5 Neural Network

Figure 3.3: Illustration of a Neural Network with 2 hidden layers and \( m \) nodes per hidden layer.

Recall from our discussion on logistic regression method that after having trained the model, given a test input \( x \), we can compute \( p(Y = 1|X = x) \) and \( p(Y = 0|X = x) \) and assign to it the class label that corresponds to the higher probability. Calculating the conditional probability \( p(Y = k|X = x) \) in this case can be thought of as 2-step process: We first calculate the linear score function \( \beta^\top x + \beta_0 \) and then applies the sigmoid function to get a probability value. This can be extended to a multiclass classification problem as follows: For each \( x \), we apply the learned linear score function to each class \( k \) and get a vector of linear scores in \( \mathbb{R}^K \), assuming there are \( K \) classes. Then, instead of using the sigmoid function, we use its more general version - the *softmax function* - which has the form:

\[
\text{Softmax}(z_1, z_2, \ldots, z_K) = \left( \frac{\exp(z_1)}{\sum_{i=1}^{K} \exp(z_i)}, \ldots, \frac{\exp(z_K)}{\sum_{i=1}^{K} \exp(z_i)} \right).
\]

The values after applying the softmax function can be thought of as the conditional probability for each class and we can take the class with the highest probability as our prediction.

Neural Network (or artificial neural network) can be thought of as a more general version of logistic regression as it allows us to learn highly nonlinear functions by apply nonlinear
score functions to the inputs instead of the linear score function as in logistic regression. A neural network is typically represented by a network diagram, with many layers and nodes in each layer. The first layer is the input layer where inputs are entered and the last layer contains all the possible outputs. All layers in between are called hidden layers. For ease of exposition, we now assume every hidden layer has \( m \) nodes.

Assuming the input space is in \( \mathbb{R}^p \), the value of each node of the first hidden layer is given by

\[
h^{(1)}_i(x) = \sigma((w^{(1)\top} x)_i + b^{(1)}_i),
\]

where \( \sigma \) is called the activation function - usually \( \sigma(x) = \tanh x \) or \( \sigma(x) = \max\{0, x\} \) - and \( w^{(1)} \in \mathbb{R}^{m \times p}, b^{(1)} \in \mathbb{R}^m \) are parameters. Then, the value of the node of each subsequent hidden layer is

\[
h^{(j)}_i = \sigma((w^{(j)\top} h^{(j-1)}_i + b^{(j)}_i), j = 2, 3, \cdots L,
\]

where \( w^{(j)} \in \mathbb{R}^{m \times m}, b^{(j)} \in \mathbb{R}^m \), and \( L \) is the number of hidden layers in the network. Finally, for the last layer, we first apply an affine mapping: \( a = w^{(D+1)\top} h^{(D)} + b^{(D+1)} \), where \( w^{(D+1)} \in \mathbb{R}^{m \times K}, b^{(D+1)} \in \mathbb{R}^K \). Afterwards, we apply the softmax function to get the \( K \) conditional probability \( p(Y = k|x), k = 1, \cdots, K \). We can also see that the nonlinear score function can be expressed as a composition of functions (or layers):

\[
f(x) = (a \circ h^{(D)} \circ \cdots \circ h^{(1)}) (x).
\]

Let \( \theta = (w^{(1)}, \cdots, w^{(D+1)}, b^{(1)}, \cdots, b^{(D+1)}) \), we can write the log likelihood function as

\[
l(\theta) = \sum_{i=1}^{n} \log \left[ \text{Softmax}(f(x_i))_{y_i} \right],
\]

where the \( y_i \) subscript means taking the \( y_i \) entry in the \( \mathbb{R}^K \) vector. We then find \( \theta \) that maximizes this likelihood function, using a technique called backpropagation. Readers are referred to [54, Chapter 6] for more detail on how to implement this algorithm.

Intuitively, we can see that the more layers and nodes in each layer a neural network has, the more capable the network is to approximate any function. Networks with multiple
hidden layers are given a special name - *Deep neural network*. In addition, there are many classes of artificial neural networks such as convolutional neural network, recurrent neural network, and long short-term memory network, that are developed to meet different needs.
Chapter 4

Learning to cut

4.1 Introduction

As demonstrated in Section 2.4, one can obtain a cutting plane for solving an MILP by working with a maximal \((b + \mathbb{Z}^n)\)-free convex set. However, there might be an infinite number of such sets so it is not clear how one could decide which set to use. Recently, the authors in [9] study a particular family of \((b + \mathbb{Z}^n)\)-free convex set, the family of generalized cross-polyhedra, and find that this family gives a good approximation of the closure obtained by using all cut generating functions derived from all maximal \((b + \mathbb{Z}^n)\)-free convex sets. In addition, the cuts obtained from this family can provide some tangible improvement on a reasonable fraction of problems over the commonly used GMI cuts, which was introduced in Remark 2.14. However, since the generation of cuts derived from this family is computationally more expensive compared to GMI cuts, one would want to invest the time and effort to generate these cuts only for those instances where we expect to get a significant advantage beyond GMI cuts.

Let \(\mathcal{X}\) denote the set of all possible Mixed-Integer Linear Programming (or Pure-Integer Linear Programming) instances \((A, b, c, \mathcal{I})\) (for fixed dimensions for the matrix \(A\) and vectors \(b, c\) and cardinality of the set \(\mathcal{I}\)) in standard form:
\[
\begin{align*}
\min & \quad c^\top x \\
\text{subject to:} & \\
Ax &= b \\
x &\geq 0 \\
x_i &\in \mathbb{Z}, \forall i \in I,
\end{align*}
\]

where \( A \in \mathbb{Q}^{m \times n}, b \in \mathbb{Q}^m, c \in \mathbb{Q}^n, I \subseteq [n] \) are given.

The first goal is now to use machine learning algorithms to classify, just by looking at the instance spaces \( A, b, c \), on which types of problems do the generalized crosspolyhedral cuts perform better. We attempt to achieve this by using 2 approaches. The first approach is to compute \( d \) features, which are mappings \( F : \mathcal{X} \rightarrow \mathbb{R}^d \) that maps every instance in \( \mathcal{X} \) to a feature vector. We then attempt to learn a classifier \( C : \mathbb{R}^d \rightarrow \{0, 1\} \), where the value 1 means applying generalized crosspolyhedral cuts on the problem will give an improvement over the GMI cuts. The second approach is to learn directly from the instance space, i.e. a mapping \( F : \mathcal{X} \rightarrow \{0, 1\} \). The technique we use to classify these instances is similar to the idea in Convolutional Neural Network (CNN), which is a class of deep neural networks.

In addition, we try to select the best parameters for these cuts, instead of simply generating them randomly as was done in [9]. In particular, the family of generalized crosspolytope can be parameterized by a tuple \( (f, \mu) \), where \( f \) is the center of the generalized crosspolytope and \( \mu \) can be thought of as a scaling factor. In the previous paper, \( (f, \mu) \) was randomly generated. However, for this project, we attempt to learn a function \( F(D, f, \mu) = y \), where \( D \) is the problem data and \( y \) is the improvement of the generalized crosspolyhedral cuts over GMI cuts. Having obtained this function \( F \), we could use optimization routines to learn the best \( (f, \mu) \) to give the maximum improvement, given an instance \( D \).

### 4.2 Problem setup

**Data generation.** Our instance set/data set is generated from some (known) distribution \( \mathcal{D} \) on \( \mathcal{X} \). We first sample \( A, b, c \) from a known distribution to generate the pure integer instances. To make such an instance into a mixed-integer problem, we randomly choose
each variable to be continuous or integer with equal probability.

**Cut generation procedure.** Recall from Section 2.4 that to obtain valid inequalities for the set $X(R, P)$ as introduced in 2.7, we could start with a maximal $(b + Z^n)$-free convex set $K$ because $(\psi, \psi)$, where $\psi$ is the gauge function of $K$, is a valid pair. Recently, the authors in [9] suggest using *generalized cross-polyhedra*, which is a family of maximal lattice-free sets. This family can be parameterized by a tuple $(f, \mu) \in \mathbb{R}^N \times \mathbb{R}^N$, for some fixed natural number $N$ (the number of rows used in generating the cuts). Recall from Remark 2.11 that $N$ can range from 1 to the maximum number of rows whose corresponding basic variables violate their integrality constraint. More precisely, the procedure to compute these pairs is as follows:

1. Choose a natural number $N$ as the number of rows to be taken from the final simplex tableaux to generate the cutting planes. This will also be the dimension of the generalized cross-polytope.

2. Randomly generate $f \in \mathbb{R}^N$, which is the center of the generalized cross-polytope.

3. Choose a random vector $\mu \in \mathbb{R}^N$ from the simplex $\sum_i \mu_i = 1$.

4. From the parameters $f$ and $\mu$, [9] defines a generalized cross-polytope $B$ such that $\text{int}(B) \cap (b + Z^N) = \emptyset$ and $0 \in \text{int}(B)$.

5. Then, $\sum_{i=1}^k \psi_B(r_i)s_i + \sum_{i=1}^\ell \tilde{\psi}_{b+B}(p_i)y_i \geq 1$ is a valid inequality for (??), where $\psi_B(r)$ is the gauge function of $B$ and $\tilde{\psi}_{b+B}$ is the so-called trivial lifting of $b + B$. If $f = 0$, we call this an X cut. If not, we obtain a GX cut.

**Main observations from [9] relevant for this thesis.** A typical measure used to compute the performance of cuts is *gap closed* which is given by

$$\frac{\text{cut} - \text{LP}}{|\text{IP} - \text{LP}|},$$

where:

- cut is the objective of LP relaxation after applying the cut,
LP is the objective of LP relaxation of MILP,
IP is the optimal value of MILP.

However the IP optimal value IP could be expensive to compute on our instances. So the authors use a different metric, which measures the improvement over GMI cuts using the new cuts. They define

\[ \beta = \frac{\text{Best} - \text{GMI}}{\text{GMI} - \text{LP}}, \quad (4.2) \]

where:
LP is the objective of LP relaxation of MILP.
GMI is the objective of LP relaxation of MILP with GMI cuts on all rows whose corresponding basic variables do not satisfy the integrality constraint.
Best is the maximum objective of MILP with all the GX and X cuts as well as the GMI cuts.

The computational procedure was run with \( N = 2, 5, \text{and} 10 \) rows. In mixed-integer problems, \( \beta \geq 10\% \) in roughly 10\% of the set of mixed-integer problems. In pure-integer problems, \( \beta \geq 5\% \) in roughly 5\% of the set of pure-integer problems. This suggests that the problem of deciding whether a given instance will stand to gain from using this cut generation procedure or not is worth studying, given the fact that it is slower to compute these cuts than the GMI cut. In addition, even after narrowing down to the specialized family of generalized crosspolyhedra, they are not still able to address the “cut selection” problem in practice, as the procedure to select cutting planes from this family is through randomization.

This motivates two questions:

1. Can we find the best parameters \((f, \mu)\) for the subfamily of generalized cross-polytopes that would give us the highest improvement over the GMI cut, instead of just randomly generated these parameters as in [9]?

2. Given a new instance \((A, b, c, I)\), can we know if our cut generation procedure will give an improvement over the GMI cut or not? This is important because there is
a bit of overhead in computing the slightly more expensive cuts, specially given that we will also need to optimize the parameters for these cuts. This will address the question of “whether to deploy these cuts or not”.

This chapter will attempt to address both of these questions.

4.3 Finding the best parameters for generalized crosspolyhedral cuts

As mentioned before, the authors in [9] used a very naive random sampling method for their family of generalized crosspolyhedra, which results in not quite encouraging computational results. The natural next step would be to find the best parameters for this family of cuts to maximize the effectiveness of these cuts. This addresses the “cut selection” problem, which is a concern in the previous paper.

We first learn a “scoring function” \( F : (\text{rows}, \mu, f) \to \mathbb{R}_{\geq 0} \) that measures the improvement over the GMI cut using our cut for each instance, where \( \text{rows} \) represents the rows of the final simplex tableaux used to compute the cuts. We then use some standard optimization methods to optimize \( F \) over \( \mu \) and \( f \), while holding \( \text{rows} \) fixed. The idea is to find the best parameters that will give the most improvement for a new instance, from which some rows have been pulled out for generating the cuts.

For the first step, to keep the input size fixed for the model, we only consider 2-row cuts, i.e., \( N = 2 \). The inputs variables for \( F \) are two random rows from the final simplex tableaux, \( \mu \), and \( f \). In addition, instead of using \( \beta \) as our target variable, we use a modified version of this - we measure the percentage gain of the objective of LP relaxation with our cut over the objective of just LP relaxation, which we denote by \( \beta_{\text{modified}} \). The reason is that for 2-row cuts, our experimental results show that \( \beta = 0 \) for more than 95% of the problems. The highly imbalanced data can make it harder for models to learn. Using \( \beta_{\text{modified}} \), we hope to have a more balanced distribution for the target variable. We then create a deep neural network architecture to learn this mapping, as plotted below.
Figure 4.1: Deep Neural Network Structure. The numbers above each hidden layer represent the number of nodes in that layer. For example, there are 30 nodes in the last hidden layer.

Having learned this mapping $F(rows, \mu, f) \rightarrow \beta_{\text{modified}}$, we then use a constrained optimization technique in Scipy.optimize to find the best parameters for $\mu$ and $f$ to maximize our target variable. We first use a set of instances with random $(f, \mu)$ to train the DNN model. In addition, we record the $\beta_{\text{modified}}$ on these random instances as $\beta_{\text{original}}$. Having trained the DNN model, we then use it to find the optimized parameters for each instance. As a final step, we feed these optimized values for $\mu$ and $f$ into our cut generation procedure to get the optimized values $\beta_{\text{optimized}}$ and compare the average gain over $\beta_{\text{original modified}}$. The idea is to see how much improvement do we make after using optimized parameters to generate the cuts. Furthermore, we repeat this whole computation for a completely new set of instances that was not used to train the DNN model. Doing so allows us to validate if our
scoring function $F$ can generalize to unseen instances. The results for both the training set (with 19200 data points) and test set (with 4800 data points) are reported below.

<table>
<thead>
<tr>
<th>Pure (Training)</th>
<th>Pure (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>124.62%</td>
<td>0.98%</td>
</tr>
</tbody>
</table>

Table 4.1: Average gain of $\beta_{modified}$ using optimized parameters for our cut

Having observed the big difference between the training set and the test set, it seems that our scoring function does not generalize well to new instances. Even for the training set, the variance for the average gain of $\beta_{modified}$ is enormous, with the median value of $-0.45\%$.

With this new observation, we went back and took a closer look at the “scoring function”. It turned out that the MSE obtained for both the training and validation sets during the training of our DNN model is virtually the same as the variance among the target variable itself. This means a simple strategy of predicting just the average value over the target variable does just as well as our model.

In an attempt to improve the model, we try two natural approaches:

- Varying the complexity of the model by either using a more complex model, with more hidden layers and neurons in each layer, or a simpler one.
- Add more features for the input layer. In particular, we also use the matrix $A$ and vectors $b, c$.

Unfortunately, these approaches are not able to improve the current model, as the MSE value stays the same.

4.4 Classifying problem instances based on the effectiveness of generalized cross-polyhedral cuts

Since our attempt to find the best parameters for generalized crosspolyhedral cuts was not a successful one, for our next step of classifying problem instances based on the effectiveness of these cuts, we will just use randomized values, instead of optimized values as originally desired, for the parameters $\mu$ and $f$. 
Label generation. A natural idea to answer the second problem using ideas from statistical and machine learning is to cast this as a binary classification problem. In particular, given any particular instance, we could run the randomized cut generation procedure as in [9] to obtain a value for $\beta$. Based on some predetermined thresholds for $\beta$, we label an instance as 0 or 1 (0 indicates no improvement, while 1 indicates some improvement). In particular, we consider 4 different problem scenarios: “Pure 0”, “Mix 0”, “Pure 5”, “Mix 5” - the first word denotes whether the problem is a pure or mixed integer problem and the number represent the threshold used for $\beta$. Specifically, 0 means an instance will take the label 1 if $\beta > 0$ and 5 means an instance will take the label 1 if $\beta > 5\%$. In particular, for all these scenarios, we have 7174 observations in the training set and 1794 in the test set.

Setting $\mathcal{Y} = \{0, 1\}$ we now obtain a joint distribution $\mathcal{K}$ on $\mathcal{X} \times \mathcal{Y}$. We denote the derived conditional distribution on $\mathcal{X}$ when the label is 0 as $\mathcal{D}_0$ and respectively the distribution $\mathcal{D}_1$ for label 1. Due to the randomization in our cut generation procedure, there is some inherent noise in this labeling mechanism. This could make our problem “unclassifiable”. Hence, we first check whether this is a classifiable problem.

To do that, for every MILP (and PILP) instance we generate, we run the randomized cut generation process multiple times, and see if for “most” instances, the label 0 or 1 has dominant probability (say greater than 70%). If the majority of the problems are either 0 or 1 with high probability, we can be confident that the class labels depend on the problems themselves and not on our cut generation procedure. In that case, there is hope that we can learn from the features of the MILP (or PILP) instances to obtain their class labels.

<table>
<thead>
<tr>
<th></th>
<th>Pure 0</th>
<th>Mix 0</th>
<th>Pure 5</th>
<th>Mix 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.70%</td>
<td>98.77%</td>
<td>99.32%</td>
<td>97.00%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Proportion of instances with high probability of dominant class

Table 4.2 gives for each type of problem the proportion of instances where the dominant class has more than 70% chance of being labeled accordingly. From the table, we can see that for all 4 problems considered, more than 95% of the instances have a high probability of being labeled with the dominant class.

More rigorously, if we could find a map $C : \mathcal{X} \rightarrow \mathcal{Y}$ such that $P_{(x,y) \sim \mathcal{K}}[C(x) \neq y]$ is
small, then this would be a good certificate. Even though we might not be able to construct such a map, we could “prove” the existence of such a thing by estimating the Bayes error rate (see Section 3.3 for a formal definition of the Bayes error rate).

To approximate the Bayes error rate, we run the randomized cut generation process 100 times for each problem instance. The dominant label out of these 100 times is taken as the instance’s “true label”. From there, we can count the number of True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN), and consequently the accuracy rate and the error rate coming from this procedure. For example, if for all the instances in the dataset, the dominant class shows up 100% of the times, we have a perfect model and the error rate is 0. On the other hand, if for all the problems, the labels 0 or 1 have the same probability of coming up, the error rate is at its worst at 50%.

<table>
<thead>
<tr>
<th>Pure 0</th>
<th>Mix 0</th>
<th>Pure 5</th>
<th>Mix 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.57%</td>
<td>2.82%</td>
<td>1.31%</td>
<td>5.84%</td>
</tr>
</tbody>
</table>

Table 4.3: Approximated Bayes Error Rates

With the low estimated Bayes error rates as reported in Table 4.3, we can be confident that the problem is classifiable. Having established this fact, the next natural question to ask is if this problem is “learnable”, i.e., whether the distributions $D_0$ and $D_1$ are “sufficiently” different. To estimate $D_0$ and $D_1$, we generate lots of MILP (and PILP) instances from $D$ and for each instance generate lots of random labels using the randomized procedure. Thus, we now have labeled instances from our joint distribution on $X \times Y$. If we look at all the data points with label 0, they will be samples from the distribution $D_0$ and similarly for label 1. Now we can look at different statistics of these samples from $D_0$ and $D_1$ to see if there’s a difference.

Since we have a multidimensional data comprising of the data for matrices $A$, $b$, and $c$, we use the Multivariate Nonparametric Cramer Test for the two sample problem to compare $D_0$ and $D_1$. The null hypothesis is that the 2 samples come from the same distribution. The p value for each problem is shown below.

It should be noted though that the results for the Mix 0 and Pure 5 cases should be taken with some skepticism because the Cramer Test is susceptible to the size of the dataset.
and we have a relatively small dataset for these 2 problems due to the highly unbalanced distribution of the 2 classes.

With some caveats, the problem seems “learnable”. We proceed to use some ideas from machine learning to do the classification problem.

**Feature selection.** We decide on a natural number $d$ of features and a mapping $F : \mathcal{X} \to \mathbb{R}^d$ that maps every instance in $\mathcal{X}$ to a *feature vector*. This then induces a joint distribution $\hat{K}$ on $\mathbb{R}^d \times \mathcal{Y}$, and corresponding marginal distributions $\hat{D}_0$ and $\hat{D}_1$. In particular, we have 105 features, the majority of which are often used in similar studies in the literature [see [98], [65]].

<table>
<thead>
<tr>
<th></th>
<th>Pure 0</th>
<th>Mix 0</th>
<th>Pure 5</th>
<th>Mix 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.43</td>
<td>0.00</td>
<td>0.00</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 4.4: p-values of the Multivariate Nonparametric Cramer Test
I. Problem Size Features:
1-2. Number of variables and constraints
II. Variable Type Features:
3-4. Number of Integer variables and percentage of Integer variables
III. Variable-Constraint Graph Features:
5-10. Variable node degree statistics: mean, std, min, max, 25th percentile, and 75th percentile
11-16. Constraint node degree statistics: mean, std, min, max, 25th percentile, and 75th percentile
IV. Variable Graph Features:
17-22. Node degree statistics: max, min, std, 25th percentile, and 75th percentile
23. Edge Density: number of edges in the VG divided by the number of edges in a complete graph having the same number of nodes
V. LP-Based Features:
24-30. Integer Slack 1 vector statistics: min, max, std, L2-norm, 25th percentile, 75th percentile, and number of nonzeros elements. Integer slack vector 1 is a vector of size equal to the number of integer variables in the problem. For each integer variable \(x_i\), this contains the number \(x_i - \text{np.floor}(x_i)\)
31-36. Integer Slack 2 vector statistics: min, max, std, L2-norm, 25th percentile, and 75th percentile. Integer slack vector 2 is a vector of size equal to the number of variables in the problem. If \(x_i\) is a continuous variable, then the i-th coordinate of this vector is 0, else the i-th coordinate is \(x_i - \text{np.floor}(x_i)\)
37. Objective function value of LP solution
VI. Objective Function Features:
38. Standard deviation of normalized coefficients: \(c_i/m\)
39-40. Standard deviation of \(c_i/n_i\) and \(c_i/\sqrt{n_i}\) where \(n_i\) denotes the number of nonzero entries in column \(i\) of \(A\)
VII. Linear Constraint Matrix Features
41-42. Distribution of normalized constraint matrix entries, \(A_{ij}/b_i\): mean and std (only of elements where \(b_i \neq 0\)
43-44. Variation coefficient of normalized absolute nonzero entries per row: mean and std
45-48. Min/max for ratios of constraint coeffs. to RHS: Min and Max ratios across positive and negative right-hand-sides
49-64. Min/max/mean/std for one-to-all coeff ratios: The statistics are over the ratios of a variable’s coefficient, to the sum over all other variables’ coefficients, for a given constraint. Four versions of these ratios are considered: positive (negative) coefficient to sum of positive (negative) coefficients
VIII. Single Probing Features
65-70. Presolving features: CPU times for presolving and relaxation, # of constraints, variables, nonzero entries in the constraint matrix, and clique table inequalities after presolving
71-83. Probing cut usage features: number of each of 12 different cut types, and total cuts applied
84-85. Number of iterations and number of nodes
IX. Geometric features:
86-107. Mean/std/coefficient of variation of norm of \(A_{eq}\);
Mean/variance/std/coefficient of variation of the inner products between the columns of the normalized matrix \(A_{eq}\);
Mean/variance/std/coefficient of variation of the angle between these columns

Table 4.5: Feature List
In order to check if our feature selection is good enough, we run a Kolgomorov-Smirnov 2 sample test for each of our features. Using a Bonferroni’s corrected significant level of 0.05/105, the number of features that have significant differences between the distributions for class 0 and class 1 is shown in Table 4.6.

<table>
<thead>
<tr>
<th>Pure 0</th>
<th>Mix 0</th>
<th>Pure 5</th>
<th>Mix 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>11</td>
<td>1</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 4.6: Number of “significant” features

From the Kolgomorov-Smirnov test, our feature sets do not seem to capture all the relevant information from our instance space $\mathcal{X}$ as there are only a small number of significant features. However, there is some hope that one can derive a good classifier using these features if they indeed well separate the 2 classes. In addition, from the K-S test, we could only say that individually, these features cannot differentiate the two classes. However, it is possible that certain combinations of these features might be able to draw a distinction.

We can now run different standard classifiers. A classifier is simply a map $C : \mathbb{R}^d \rightarrow \mathcal{Y}$. This involves the following:

We have to decide on a family $\mathcal{C}$ of classifiers (k-NN, neural nets, etc.), and we have to decide on a rule that for every $n \geq N$, and any sample $\{(x_i, y_i)\}_{i=1}^n$ from the distribution $\hat{\mathcal{C}}$, gives an element $C_n \in \mathcal{C}$.

We have decided to use the following families of classifiers:

- Logistic regression
- Random Forests
- Xgboost [30]
- SVM
- $k$-NN ($k$ nearest neighbor)
- Neural Networks

The rule that we use is some penalized version of the empirical risk minimization principle, which was introduced in Section 3.3:
For any natural number $n$ and $n$ data samples $\{(x_i, y_i)\}_{i=1}^n$, we first solve the following minimization problem (exactly or approximately) for the family $C$:

$$C_n(\lambda) = \arg \min_{C \in \mathcal{C}} \sum_{i=1}^n \ell(C, x_i, y_i) + \lambda r(C)$$

where $\ell : \mathcal{C} \times \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ is a "loss function" that evaluates "how well the classifier $C$ did on a given sample point $(x, y)$", $r : \mathcal{C} \to \mathbb{R}$ is a "regularization" term and $\lambda \in \mathbb{R}_+$ is a "regularization parameter". We finally find $C_n(\lambda)$ for many different values of $\lambda$ and report the "best" one. In order to determine the best model (i.e. the best $\lambda$), we train each model on a training set and evaluate its performance on another cross validation set. The best model is the one with the best performance on the validation set. One can define the following reasonable measures to quantify a classifier’s performance:

- **Accuracy:** This is simply $P_{(x,y) \sim \hat{D}}[C(x) = y]$. It might not be a good measure when the marginal probability of 0 or 1 labels are skewed.
- **Balanced accuracy:** $\frac{1}{2}P_{x \sim \hat{D}_0}[C(x) = 0] + \frac{1}{2}P_{x \sim \hat{D}_1}[C(x) = 1]$.
- **Precision/Recall/F1-score for each label.**

For our problem, the performance is measured using the balanced accuracy score, which is the average of recall obtained on each class. This is a better criterion than the traditional accuracy score as because for our unbalanced dataset, it punishes classifiers that always predict the majority class, which gives a high accuracy score just because of the structure of the classes. Also, it is intuitively easier to understand than the F1-score.

The best model from each family of classifiers is then compared against one another using a test set that is different from both the training and cross validation sets described above to obtain the best “overall” model for our classification problem.

The procedure for model building is described in the next section.

**Heuristics used to boost model performance.** As a point of reference, all the classifiers are run with the full feature set included. This serves as our base case.
However, it is well-known that redundant features can decrease the generalization performance on the test set. Hence, to improve our model, we employ some feature selection methods. In addition, to combat the problem of high imbalanced dataset, we also use some oversampling/undersampling techniques. In particular, the procedure for model building is outlined below, where the classifiers are run after each of these steps:

1. First, we plot the histograms for all the features to understand their distribution. We then calculate all the pairwise correlations and remove one feature from those pairs with high correlation (0.9 threshold). In addition, we also drop those features with unique value.

2. Next, we try 3 different oversampling/undersampling techniques:
   - Resampling: Resample the minority class with replacement, until we have the same number of data in each class
   - Synthetic Minority Over-sampling Technique (SMOTE): In essence, SMOTE is a technique to create synthetic data from the existing dataset to balance out the two classes. In particular, we create a new data point along the line connecting 2 points from the same class.
   - SMOTE + Edited Nearest Neighbor (ENN): Not only do we synthetically create more data for the minority class, we also reduce the size of the majority class using ENN. It removes examples whose class label differs from the class of at least half of 3 nearest neighbors.

3. We then try a more advanced feature selection method with our original dataset and then perform step (b) again.

The other feature selection method used is a package in Python called feature-selector, which is created by Will Koehrsen. Some feature selection methods included in this package are as follow:

   - Remove features with only a unique value.
- Remove features with missing values: Drop features with more than 60% missing values.

- Remove highly correlated features: Identify pairs of features with a correlation coefficient magnitude of greater than 0.98 and drop one from the pair.

- Remove features with “low importance” using a gradient boosting machine (GBM) learning model. Using GBM, one can identify the relative importance of the features, then find and remove the least important features not required to achieve 99% of the cumulative feature importance.

It seems clear that the major difference between our own feature selection method and the “feature-selector” package is the addition of the Gradient boosting trees method. Hence, we will abbreviate this package as “GBT”.

**Hyperparameters in model building.** It is well known that the majority of machine learning algorithms require hyperparameters, the most common of which is the regularization constant. These hyperparameters are determined by doing cross validation. Since an algorithm may have several hyperparameters and running a grid search over all of those requires sizable computing powers, we only look at a couple of those in cross validation.

The hyperparameters considered for each kind of classifier are as follows:

- Logistic Regression: 'C' (regularization parameter); 'penalty' (penalty type - L1 or L2).

- Random Forest: 'n_estimators' (number of trees in the forest); 'max_depth' (maximum depth of a tree).

- Xgboost: 'learning_rate' (learning rate); 'n_estimators' (number of trees); 'min_child_weight' (minimum sum of weights of all observations required in a child); 'gamma' (minimum loss reduction required to make a node split); 'subsample' (fraction of observations to be randomly samples for each tree); 'colsample_bytree' (fraction of columns to be randomly samples for each tree); 'max_depth' (maximum depth of a tree).
• SVM: ‘C’ (regularization parameter).

• k-NN: ‘n_neighbors’ (number of neighbors).

• Neural Network: ‘alpha’ (regularization parameter); ‘hidden_layer_sizes’ (architecture of the network).

The results for all our models are included below. ROC plots are also shown in the appendix.
<table>
<thead>
<tr>
<th></th>
<th>LogReg</th>
<th>RF</th>
<th>XGB</th>
<th>SVM</th>
<th>k-NN</th>
<th>NeuralNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.69</td>
<td>0.66</td>
<td>0.69</td>
<td>0.61</td>
<td>0.50</td>
<td>0.64</td>
</tr>
<tr>
<td>FS</td>
<td>0.70</td>
<td>0.66</td>
<td>0.69</td>
<td>0.62</td>
<td>0.66</td>
<td>0.70</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.62</td>
<td>0.66</td>
<td>0.66</td>
<td>0.62</td>
<td>0.60</td>
<td>0.64</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td>0.63</td>
<td>0.66</td>
<td>0.67</td>
<td>0.61</td>
<td>0.56</td>
<td>0.61</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.49</td>
<td>0.58</td>
<td>0.56</td>
<td>0.59</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td>GBT</td>
<td>0.70</td>
<td>0.66</td>
<td>0.70</td>
<td>0.62</td>
<td>0.66</td>
<td>0.69</td>
</tr>
<tr>
<td>GBT + RS</td>
<td>0.60</td>
<td>0.65</td>
<td>0.65</td>
<td>0.62</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td>0.62</td>
<td>0.65</td>
<td>0.67</td>
<td>0.61</td>
<td>0.57</td>
<td>0.59</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.48</td>
<td>0.57</td>
<td>0.56</td>
<td>0.60</td>
<td>0.49</td>
<td>0.54</td>
</tr>
<tr>
<td>Mix 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.90</td>
<td>0.88</td>
<td>0.90</td>
<td>0.63</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>FS</td>
<td>0.90</td>
<td>0.88</td>
<td>0.90</td>
<td>0.63</td>
<td>0.80</td>
<td>0.90</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.66</td>
<td>0.84</td>
<td>0.84</td>
<td>0.65</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td>0.67</td>
<td>0.81</td>
<td>0.89</td>
<td>0.65</td>
<td>0.73</td>
<td>0.87</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.48</td>
<td>0.74</td>
<td>0.78</td>
<td>0.61</td>
<td>0.60</td>
<td>0.77</td>
</tr>
<tr>
<td>GBT</td>
<td>0.90</td>
<td>0.87</td>
<td>0.90</td>
<td>0.64</td>
<td>0.80</td>
<td>0.90</td>
</tr>
<tr>
<td>GBT + RS</td>
<td>0.67</td>
<td>0.83</td>
<td>0.84</td>
<td>0.65</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td>0.67</td>
<td>0.82</td>
<td>0.88</td>
<td>0.64</td>
<td>0.72</td>
<td>0.86</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.48</td>
<td>0.73</td>
<td>0.74</td>
<td>0.61</td>
<td>0.59</td>
<td>0.76</td>
</tr>
<tr>
<td>Pure 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
<td>0.22</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>FS</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
<td>0.51</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.58</td>
<td>0.89</td>
<td>0.90</td>
<td>0.54</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td>0.55</td>
<td>0.86</td>
<td>0.93</td>
<td>0.49</td>
<td>0.80</td>
<td>0.90</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.31</td>
<td>0.79</td>
<td>0.85</td>
<td>0.48</td>
<td>0.70</td>
<td>0.83</td>
</tr>
<tr>
<td>GBT</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
<td>0.53</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>GBT + RS</td>
<td>0.58</td>
<td>0.88</td>
<td>0.90</td>
<td>0.53</td>
<td>0.89</td>
<td>0.90</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td>0.55</td>
<td>0.88</td>
<td>0.93</td>
<td>0.51</td>
<td>0.80</td>
<td>0.89</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.29</td>
<td>0.80</td>
<td>0.86</td>
<td>0.49</td>
<td>0.69</td>
<td>0.81</td>
</tr>
<tr>
<td>Mix 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.60</td>
<td>0.57</td>
<td>0.58</td>
<td>0.53</td>
<td>0.54</td>
<td>0.57</td>
</tr>
<tr>
<td>FS</td>
<td>0.60</td>
<td>0.57</td>
<td>0.58</td>
<td>0.58</td>
<td>0.57</td>
<td>0.60</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.58</td>
<td>0.57</td>
<td>0.57</td>
<td>0.58</td>
<td>0.54</td>
<td>0.55</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td>0.59</td>
<td>0.56</td>
<td>0.57</td>
<td>0.58</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.51</td>
<td>0.53</td>
<td>0.52</td>
<td>0.56</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>GBT</td>
<td>0.60</td>
<td>0.57</td>
<td>0.58</td>
<td>0.57</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td>GBT + RS</td>
<td>0.58</td>
<td>0.56</td>
<td>0.57</td>
<td>0.58</td>
<td>0.55</td>
<td>0.53</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td>0.58</td>
<td>0.57</td>
<td>0.58</td>
<td>0.58</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.50</td>
<td>0.51</td>
<td>0.52</td>
<td>0.57</td>
<td>0.48</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 4.7: Accuracy Scores of our Classifiers
<table>
<thead>
<tr>
<th></th>
<th>LogReg</th>
<th>RF</th>
<th>XGB</th>
<th>SVM</th>
<th>k-NN</th>
<th>NeuralNet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pure 0</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.56</td>
<td>0.60</td>
<td>0.53</td>
<td><strong>0.61</strong></td>
<td>0.52</td>
<td>0.50</td>
</tr>
<tr>
<td>FS</td>
<td>0.57</td>
<td>0.61</td>
<td>0.55</td>
<td></td>
<td>0.57</td>
<td>0.56</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.62</td>
<td>0.61</td>
<td>0.60</td>
<td><strong>0.62</strong></td>
<td>0.54</td>
<td>0.55</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td><strong>0.62</strong></td>
<td>0.62</td>
<td>0.59</td>
<td>0.61</td>
<td>0.53</td>
<td>0.55</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.59</td>
<td>0.61</td>
<td>0.60</td>
<td><strong>0.61</strong></td>
<td>0.55</td>
<td>0.57</td>
</tr>
<tr>
<td>GBT</td>
<td>0.56</td>
<td>0.61</td>
<td>0.54</td>
<td></td>
<td>0.62</td>
<td>0.58</td>
</tr>
<tr>
<td>GBT + RS</td>
<td>0.62</td>
<td>0.60</td>
<td>0.59</td>
<td><strong>0.62</strong></td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td><strong>0.62</strong></td>
<td>0.61</td>
<td>0.60</td>
<td>0.62</td>
<td>0.55</td>
<td>0.56</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.58</td>
<td>0.61</td>
<td>0.61</td>
<td><strong>0.62</strong></td>
<td>0.56</td>
<td>0.57</td>
</tr>
<tr>
<td><strong>Mix 0</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.50</td>
<td>0.52</td>
<td>0.50</td>
<td><strong>0.65</strong></td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>FS</td>
<td>0.51</td>
<td>0.53</td>
<td>0.50</td>
<td><strong>0.67</strong></td>
<td>0.55</td>
<td>0.51</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.66</td>
<td>0.58</td>
<td>0.53</td>
<td><strong>0.67</strong></td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td><strong>0.65</strong></td>
<td>0.58</td>
<td>0.52</td>
<td>0.65</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td><strong>0.66</strong></td>
<td>0.64</td>
<td>0.60</td>
<td>0.65</td>
<td>0.54</td>
<td>0.58</td>
</tr>
<tr>
<td>GBT</td>
<td>0.51</td>
<td>0.52</td>
<td>0.50</td>
<td><strong>0.67</strong></td>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td>GBT + RS</td>
<td><strong>0.67</strong></td>
<td>0.58</td>
<td>0.55</td>
<td>0.67</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td><strong>0.66</strong></td>
<td>0.58</td>
<td>0.53</td>
<td>0.66</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.64</td>
<td>0.64</td>
<td>0.63</td>
<td><strong>0.66</strong></td>
<td>0.54</td>
<td>0.59</td>
</tr>
<tr>
<td><strong>Pure 5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td><strong>0.50</strong></td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>FS</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td><strong>0.50</strong></td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>FS + RS</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td><strong>0.51</strong></td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td>0.47</td>
<td>0.49</td>
<td>0.51</td>
<td>0.49</td>
<td>0.49</td>
<td>0.50</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.49</td>
<td>0.49</td>
<td><strong>0.51</strong></td>
<td>0.49</td>
<td>0.50</td>
<td>0.49</td>
</tr>
<tr>
<td>GBT</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td><strong>0.51</strong></td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>GBT + RS</td>
<td>0.51</td>
<td>0.49</td>
<td>0.49</td>
<td><strong>0.51</strong></td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td>0.48</td>
<td>0.49</td>
<td>0.49</td>
<td>0.50</td>
<td><strong>0.52</strong></td>
<td>0.49</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.50</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td><strong>0.51</strong></td>
<td>0.49</td>
</tr>
<tr>
<td><strong>Mix 5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td><strong>0.57</strong></td>
<td>0.56</td>
<td>0.56</td>
<td>0.53</td>
<td>0.51</td>
<td>0.50</td>
</tr>
<tr>
<td>FS</td>
<td>0.58</td>
<td>0.57</td>
<td>0.55</td>
<td><strong>0.58</strong></td>
<td>0.55</td>
<td>0.56</td>
</tr>
<tr>
<td>FS + RS</td>
<td><strong>0.59</strong></td>
<td>0.55</td>
<td>0.55</td>
<td>0.58</td>
<td>0.52</td>
<td>0.53</td>
</tr>
<tr>
<td>FS + SMOTE</td>
<td><strong>0.59</strong></td>
<td>0.56</td>
<td>0.57</td>
<td>0.58</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>FS + SMOTEENN</td>
<td>0.55</td>
<td>0.56</td>
<td>0.55</td>
<td><strong>0.57</strong></td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>GBT</td>
<td><strong>0.58</strong></td>
<td>0.57</td>
<td>0.56</td>
<td>0.58</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td>GBT + RS</td>
<td><strong>0.58</strong></td>
<td>0.55</td>
<td>0.55</td>
<td>0.58</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>GBT + SMOTE</td>
<td>0.59</td>
<td>0.57</td>
<td>0.57</td>
<td><strong>0.59</strong></td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>GBT + SMOTEENN</td>
<td>0.54</td>
<td>0.54</td>
<td>0.55</td>
<td><strong>0.58</strong></td>
<td>0.50</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 4.8: Balanced Accuracy Scores of our Classifiers

The best balanced accuracy score across the problems is 67%. Comparing with the balanced accuracy scores for the approximated Bayes classifier described above (reported in Table 4.9), our results look very far from ideal in comparison. That being said, to the
best of our knowledge, we have tried some of the more advanced techniques available so it indicates that this is a hard problem to learn. Since this is a relatively new approach, we hope to provide a baseline for future researchers to compare to.

<table>
<thead>
<tr>
<th></th>
<th>Pure 0</th>
<th>Mix 0</th>
<th>Pure 5</th>
<th>Mix 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>0.94</td>
<td>0.98</td>
<td>0.89</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 4.9: Balanced Accuracy Scores for “Approximated Bayes” classifier

Important observation: In the “Mix 5” scenario, doing SMOTE, either by itself or with feature selection methods, improves the performance across the classification methods. This suggests that we are suffering from the high skewness in class distribution and that we could obtain a better result by getting more data.

**Learning from the instance space.** It is clear from the previous discussion that our feature set does not capture all the necessary information from the instance space. Consequently, to obtain a better classifier, we try to learn directly from the instance space, i.e. by using the values from matrices $A, b, c$. The technique we use to classify these instances is similar to the idea in Convolutional Neural Network (CNN), which is a class of deep neural networks. Different from the classical neural network in which values from all input nodes are used to compute the value of each neuron, in a CNN, to each neuron, we can connect only a chunk of the input nodes. For our problem, the advantage of having that property is we can derive some attribute from each row or each column of the matrix $A$ instead of treating all values in $A$ the same way. To be more specific, CNN has a weight-sharing mechanism (embedded in something called “filter”) that allows the input to have some forms of invariance in it. In our model, we utilize a similar weight-sharing mechanism, but applied in a fully connected neural network setting. The individual rows (and columns) will be trained in separate neural networks, but sharing the weights. They are then combined with the values in matrices $b$ and $c$ to make final prediction. The final label is taken to be that of the output node with a larger value. The structure of the network is graphed below in Figure 4.2.

The result, however, is not as encouraging as we expect. We believe the reason for this is we do not have enough data for CNN, which requires a large dataset like other deep neural
networks structure. Having an almost perfect training accuracy and a bad test accuracy somewhat confirms our hypothesis.

<table>
<thead>
<tr>
<th>Pure 0</th>
<th>Mix 0</th>
<th>Pure 5</th>
<th>Mix 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.52</td>
<td>0.50</td>
<td>0.51</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 4.10: Balanced accuracy scores for CNN

Figure 4.2: Structure of CNN-type neural network taking the raw $A, b, c$ input
4.5 Future Work

The results from our classification set-up gives some hope that we might be able to identify problems where the cut generation procedure in [9] is helpful. However, in order to improve the accuracy of the classifier, we first need to learn the score function better. The reason is that the labels for the classification problem were obtained after doing a random run of the cut generation procedure, where $\mu$ and $f$ were chosen randomly. Hence, if we were unlucky, even if these cuts would indeed improve upon the GMIT cut, we would get a label 0 instead. Hence, by having the best parameters $(\mu, f)$ for each problem, we will hopefully get a more consistent set of labels for the problem.

Unfortunately, our attempt at learning the score function is not fruitful. There are a couple of things that other researchers might try to get a better result:

- The set of rows from the final simplex tableaux that we used were randomly selected. By having a more systematic way to choose these rows, we might be able to improve the result. The authors in [36] and in [3] suggest that choosing a suitable set of equations for Gomory cuts can improve their performance, so we expect a similar phenomenon for our cuts.

- One might also wants to try other statistical learning methods to learn the score function, for example by using reinforcement learning. In fact, reinforcement learning has recently been utilized to improve certain optimization procedures [91, 60].
Chapter 5

Admissibility of Solution Estimators for Stochastic Optimization

5.1 Introduction

A large class of stochastic optimization problems can be formulated in the following way:

$$\min_{x \in X} \{ f(x) := \mathbb{E}_{\xi}[F(x, \xi)] \},$$

(5.1)

where $X \subseteq \mathbb{R}^d$ is a fixed feasible region, $\xi$ is a random variable taking values in $\mathbb{R}^m$, and $F : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}$. We wish to solve this problem with access to independent samples of $\xi$. The following are two classical examples:

1. Consider a learning problem with access to labeled samples $(z, y) \in \mathbb{R}^n \times \mathbb{R}$ from some distribution and the goal is to find a function $f \in \mathcal{F}$ in a finitely parametrized hypothesis class $\mathcal{F}$ (e.g., all neural network functions with a fixed architecture) that minimizes expected loss, where the loss function is given by $\ell : \mathbb{R} \times \mathbb{R} \to \mathbb{R}_+$. One can model this using (5.1) by setting $d$ to be the number of parameters for $\mathcal{F}$, $m = n + 1$, $X \subseteq \mathbb{R}^d$ is the subset that describes $\mathcal{F}$ via the parameters, and $F(f, (z, y)) = \ell(f(z), y)$. 


2. When $d = m$, $F(x, \xi) = \|x - \xi\|^2$, $X = \mathbb{R}^d$ and $\xi$ is distributed with mean $\mu$, (5.1) becomes
\[
\min_{x \in \mathbb{R}^d} \mathbb{E}_{\xi}[\|x - \xi\|^2] = \min_{x \in \mathbb{R}^d} \|x - \mathbb{E}[\xi]\|^2 + \mathbb{V}[\xi]
\]
In particular, if one knows $\mu := \mathbb{E}[\xi]$, the optimal solution is given by $x = \mu$. Thus, this stochastic optimization problem becomes equivalent to the classical statistics problem of estimating the mean of the distribution of $\xi$, given access to independent samples.

We would like to emphasize our data-driven viewpoint on the problem (5.1). In particular, we will not assume detailed knowledge of the distribution of the random variable $\xi$, but only assume that it comes from a large family of distributions. More specifically, we will not assume knowledge of means or higher order moments, and certainly not the exact distribution of $\xi$. This is in contrast to some approaches within the stochastic optimization literature that proceed on the assumption that such detailed knowledge of the distribution is at hand. Such an approach would rewrite (5.1) by finding an analytic expression for the expectation $\mathbb{E}_{\xi}[F(x, \xi)]$ (in terms of the known parameters of the distribution of $\xi$), perhaps with some guaranteed approximation if an exact analysis is difficult. The problem then becomes a \textit{deterministic} optimization problem, often a very complicated and difficult one, which is then attacked using novel and innovative ideas of mathematical optimization. See [17] for a textbook exposition of this viewpoint.

In contrast, as mentioned above, we will assume that the true distribution of $\xi$ comes from a postulated large family of (structured) distributions, and we assume that we have access to data points $\xi^1, \xi^2, \ldots$ drawn independently from the true distribution of $\xi$. This makes our approach distinctly statistical and data-driven in nature. We “learn” or glean information about the distribution of $\xi$ from the data, which we then use to “solve” (5.1). Statistical decision theory becomes a natural framework for such a viewpoint, to formalize what it even means to “solve” the problem after “learning” about the distribution from data. We briefly review relevant terminology from statistical decision theory below.

We do not mean to imply that a statistical perspective on stochastic optimization is new to this thesis. This is far from true; see [17, Chapter 9] and [87, Chapter 5] for detailed discussions of statistical approaches and methods in stochastic optimization. In [70] and [31],
the authors introduce a statistical decision theory perspective that is essentially the same as our framework. In recent parlance, “data-driven optimization” has been used to describe the statistical viewpoint and has a vast literature; some recent papers closely related to our work are [56, 40, 13, 41, 96], with [56, 40] particularly close in spirit to this thesis. Nevertheless, our perspective is different from previous work and follows in the footsteps of the inspirational paper of Davarnia and Cornuejols [37].

5.1.1 Statistical decision theory and admissibility

Statistical decision theory is a mathematical framework for modeling decision making in the face of uncertain or incomplete information. One models the uncertainty by a set of states of nature denoted by Θ. The decision making process is to choose an action from a set A that performs best in a given state of nature θ. To take our stochastic optimization setting, the set of states of nature is given by the family D of distributions that we believe the true distribution of ξ comes from, and the set of actions A is the feasible region X, i.e., select x ∈ X that minimizes $f(x) := \mathbb{E}_{ξ \sim D}[F(x, ξ)]$. In the general framework of decision theory, one defines a loss function $L : Θ \times A \rightarrow \mathbb{R}_+$ to evaluate the performance of an action $a \in A$ against a state of nature $θ \in Θ$. The smaller $L(θ, a)$ is, the better $a \in A$ does with respect to the state $θ \in Θ^1$. In our setting of stochastic optimization, we take an action $\hat{x} \in X$. The natural way to evaluate its performance is via the so-called optimality gap, i.e., how close is $f(\hat{x})$ to the optimal value of (5.1). Therefore, the following is a natural loss function for stochastic optimization:

$$L(D, x) := f(x) - f(x(D))$$

$$= \mathbb{E}_{ξ \sim D}[F(x, ξ)] - \mathbb{E}_{ξ \sim D}[F(x(D), ξ)], \quad (5.2)$$

where $x(D)$ is an optimal solution to (5.1) when $ξ \sim D$.

The statistical aspect of statistical decision theory comes from the fact that the state $θ$

\footnote{We caution the reader that the use of the words “loss” and “risk” in statistical decision theory are somewhat different from their use in machine learning literature. In machine learning, the function $F(x, ξ)$ is usually referred to as “loss” and the function $f(x)$ is referred to as “risk” in (5.1). Thus Example 1. above becomes a “risk minimization” problem with an associated “empirical risk minimization (ERM)” problem when one replaces the expectation by a sample average.}
is not revealed directly, but only through data/observations based on \( \theta \) that can be noisy or incomplete. This is formalized by postulating a parameterized family of probability distributions \( \mathcal{P} := \{ P_{\theta} : \theta \in \Theta \} \) on a common sample space \( \mathcal{X} \). After observing a realization \( y \in \mathcal{X} \) of this random variable, one forms an opinion about what the possible state is and one chooses an action \( a \in \mathcal{A} \). Formally, a decision rule is a function \( \delta : \mathcal{X} \to \mathcal{A} \) giving an action \( \delta(y) \in \mathcal{A} \) when data \( y \in \mathcal{X} \) is observed. To take our particular setting of stochastic optimization, one observes data points \( \xi^1, \xi^2, \ldots, \xi^n \) that are i.i.d. realizations of \( \xi \sim D \); thus, \( \mathcal{X} = \mathbb{R}^m \times \mathbb{R}^m \times \ldots \times \mathbb{R}^m \) with distributions \( \mathcal{P} := \{ D \times D \times \ldots \times D : D \in \mathcal{D} \} \) on \( \mathcal{X} \) parameterized by the states \( D \in \mathcal{D} \).

Finally, one evaluates decision rules by averaging over the data, defining the risk function

\[
\mathcal{R}(\theta, \delta) := \mathbb{E}_{y \sim P_{\theta}}[\mathcal{L}(\theta, \delta(y))].
\]

One can think of the risk function as mapping a decision rule to a nonnegative function on the class of distributions \( \mathcal{P} \), or alternatively, a nonnegative function on the parameter space \( \Theta \); this function is sometimes called the risk of the decision rule. A decision rule is “good” if its risk has “low” values. The “best” possible decision rule would be a \( \delta^* \) such that for any other decision rule \( \delta' \), \( \mathcal{R}(\theta, \delta^*) \leq \mathcal{R}(\theta, \delta') \) for all \( \theta \in \Theta \), i.e., \( \delta^* \) has risk that pointwise dominates the risk of any other decision rule. Usually such universally dominating decision rules do not exist.

A basic criterion for choosing decision rules is then the following. We say that \( \delta' \) weakly dominates \( \delta \) if \( \mathcal{R}(\theta, \delta') \leq \mathcal{R}(\theta, \delta) \) for all \( \theta \in \Theta \). We say that \( \delta' \) dominates \( \delta \) if, in addition, \( \mathcal{R}(\hat{\theta}, \delta') < \mathcal{R}(\hat{\theta}, \delta) \) for some \( \hat{\theta} \in \Theta \). A decision rule \( \delta \) is said to be inadmissible if there exists another decision rule \( \delta' \) that dominates \( \delta \). A decision rule \( \delta \) is said to be admissible if it is not dominated by any other decision rule. In-depth discussions of general statistical decision theory can be found in [12, 15, 68].

### 5.1.2 Admissibility of the sample average estimator and our results

We would like to study the admissibility of natural decision rules for solving (5.1). As explained above, we put this in the decision theoretical framework by setting the sample
space $\mathcal{X} = \mathbb{R}^m \times \ldots \times \mathbb{R}^m$, where $n$ is the number of i.i.d. observations one makes for $\xi \sim D$ for $D \in \mathcal{D}$, and $\mathcal{D}$ is a fixed family of distributions. A decision rule is now a map $\delta : \mathbb{R}^m \times \mathbb{R}^m \times \ldots \times \mathbb{R}^m \nolimits \rightarrow X$. The class of distributions on $\mathcal{X}$ is $\mathcal{P} = \{D \times D \times \ldots \times D : D \in \mathcal{D}\}$. The loss function is defined as in (5.2).

In this thesis, we wish to study the admissibility of the sample average decision rule $\delta_{SA}$ defined as

$$\delta_{SA}(\xi^1, \ldots, \xi^n) \in \arg\min \left\{ \frac{1}{n} \sum_{i=1}^n F(x, \xi^i) : x \in X \right\}$$

(5.3)

In other words, $\delta_{SA}$ reports an optimal solution with respect to the sample average of the objective. This is a standard procedure in stochastic optimization, and often goes by the name of sample average approximation (SAA); in machine learning, it goes by the name of Empirical Risk Minimization (ERM). To emphasize the dependence on the number of samples $n$, we introduce a superscript, i.e., $\delta^n_{SA}$ will denote the estimator based on the sample average of the objective from $n$ observations. Moreover, for any $n \in \mathbb{N}$, let $\Delta^n$ be the set of all decision rules $\delta : \mathbb{R}^m \times \mathbb{R}^m \times \ldots \times \mathbb{R}^m \nolimits \rightarrow X$ such that $E_{\xi^1, \ldots, \xi^n}[\delta(\xi^1, \ldots, \xi^n)]$ exists.

**Stein's paradox** In turns out that there are simple instances of problem (5.1) where the sample average estimator is inadmissible. Consider the setting of Example 2 in the Introduction, where $m = d$, $F(x, \xi) = \|x - \xi\|^2$ and $X = \mathbb{R}^d$. We assume $\xi \sim N(\mu, I)$ with unknown $\mu$; here $I$ denotes the identity matrix. Thus, we assume that the true distribution of $\xi$ is a normal with identity as covariance matrix; the mean $\mu$ is what is unknown. In the language of statistical decision theory that we have adopted, the states of nature are now parametrized by $\mu \in \mathbb{R}^d$. Let us calculate the exact form of the loss using (5.2). First recall from the calculation in Example 2 that $E_{\xi \sim D}[F(x, \xi)] = \|x - E[\xi]\|^2 + V[\xi]$ and thus the optimal solution to minimize $E_{\xi \sim D}[F(x, \xi)]$ is simply $x(D) = E[\xi] = \mu$ with objective value
\[ \mathbb{V}[\xi]. \] We then obtain
\[
\mathcal{L}(\mu, x) = \mathbb{E}_{\xi \sim D}[F(x, \xi)] - \mathbb{E}_{\xi \sim D}[F(x(D), \xi)]
\]
\[
= (\|x - \mathbb{E}[\xi]\|^2 + \mathbb{V}[\xi]) - \mathbb{V}[\xi]
\]
\[
= \|x - \mu\|^2.
\]

Thus, \( x = \mu \) minimizes the loss when the state of nature is \( \mu \). Consequently, the problem becomes the classical problem of estimating the mean of a Gaussian from samples under “squared distance loss”. Also, the sample average decision rule solves (5.3) which is the problem
\[
\min \left\{ \frac{1}{n} \sum_{i=1}^{n} \|x - \xi^i\|^2 : x \in \mathbb{R}^d \right\}
\]
and therefore simply returns the empirical average of the samples, i.e., \( \delta^\text{SA}_n(\xi^1, \ldots, \xi^n) = \overline{\xi} \) where \( \overline{\xi} := \frac{1}{n} \sum_{i=1}^{n} \xi^i \) denotes the sample average. It is well-known that this sample average decision rule is inadmissible if \( d \geq 3 \); this was first observed by Stein [90] and is commonly referred to as Stein’s paradox in statistics literature. The James-Stein estimator [62] can be shown to strictly dominate the sample average estimator; see [12, 68] for an exposition.

**Our results** We focus on two particular cases of the stochastic optimization problem (5.1):

1. \( m = d, F(x, \xi) = \xi^T x \), \( X \subseteq \mathbb{R}^d \) is a given compact (not necessarily convex) set, and \( \xi \) has a Gaussian distribution with unknown mean \( \mu \in \mathbb{R}^d \) and covariance \( \Sigma \in \mathbb{R}^{d \times d} \) denoted by \( \xi \sim \mathcal{N}(\mu, \Sigma) \). In other words, we optimize an uncertain linear objective over a fixed compact set. Note that, along with linear or convex optimization, we also capture non-convex feasible regions like mixed-integer non-linear optimization or linear complementarity constraints.

2. \( m = d, F(x, \xi) = \frac{1}{2}\|x\|^2 - \xi^T x \), \( X \subseteq \mathbb{R}^d \) is a box constrained set, i.e., \( X := \{x \in \mathbb{R}^d : \ell_i \leq x_i \leq u_i, \ i = 1, \ldots, d\} \) (\( \ell_i \leq u_i \) are arbitrary real numbers), and \( \xi \) has a Gaussian distribution with unknown mean \( \mu \in \mathbb{R}^d \) and covariance \( \Sigma \in \mathbb{R}^{d \times d} \) denoted by \( \xi \sim \mathcal{N}(\mu, \Sigma) \). Here, we wish to minimize a convex quadratic function with an uncertain linear term over box constraints.
In the first case, we show that there is no “Stein’s paradox” type phenomenon, i.e., the sample average solution is admissible for every \( d \in \mathbb{N} \). For the second case, we show that the sample average solution is admissible for \( d \leq 4 \). Note that in the second situation above, \( F(x, \xi) = \frac{1}{2} \| x - \xi \|^2 - \frac{1}{2} \| \xi \|^2 \) and thus the problem of minimizing \( \mathbb{E}[\frac{1}{2} \| x - \xi \|^2 + \frac{1}{2} \| \xi \|^2] = \mathbb{E}[\frac{1}{2} \| x - \xi \|^2] + \frac{1}{2} \mathbb{E}[\| \xi \|^2] \) is equivalent to the setting of Stein’s paradox (since \( \frac{1}{2} \mathbb{E}[\| \xi \|^2] \) is just a constant), except that we now impose box constraints on \( x \). Thus, admissibility is recovered for \( d = 3, 4 \) with box constraints. While we are unable to establish it for \( d \geq 5 \), we strongly suspect that there is no Stein’s paradox in any dimension once box constraints are imposed. The precise statements of our results follow.

**Theorem 5.1.** Consider problem (5.1) in the setting where \( X \) is a given compact set and \( F(\xi, x) = \xi^T x \), and \( \xi \sim N(\mu, \Sigma) \) with unknown \( \mu \) and \( \Sigma \). The sample average rule now simply becomes

\[
\delta_{n}^{SA}(\xi^1, \ldots, \xi^n) \in \arg \min \{ \xi^T x : x \in X \} \quad (5.4)
\]

where \( \bar{\xi} := \frac{1}{n} \sum_{i=1}^{n} \xi^i \) denotes the sample average of the observed objective vectors. For any \( n \in \mathbb{N} \) and any \( \Sigma \in \mathbb{R}^{d \times d} \), we consider the states of nature to be parametrized by \( \mu \in \mathbb{R}^d \). Then for every \( n \in \mathbb{N} \) and \( \Sigma \in \mathbb{R}^{d \times d} \), \( \delta_{n}^{SA} \) is admissible within \( \Delta^n \).

**Theorem 5.2.** Let \( d \leq 4 \). Consider problem (5.1) in the setting where \( X := \{ x \in \mathbb{R}^d : \ell_i \leq x_i \leq u_i, \; i = 1, \ldots, d \} \) (\( \ell_i \leq u_i \) are arbitrary real numbers) and \( F(\xi, x) = \frac{1}{2} \| x \|^2 - \xi^T x \), and \( \xi \sim N(\mu, \Sigma) \) with unknown \( \mu \) and \( \Sigma \). The sample average rule now simply becomes

\[
\delta_{n}^{SA}(\xi^1, \ldots, \xi^n) \in \arg \min \left\{ \frac{1}{2} \| x \|^2 - \bar{\xi}^T x : x \in X \right\} \quad (5.5)
\]

where \( \bar{\xi} := \frac{1}{n} \sum_{i=1}^{n} \xi^i \) denotes the sample average of the observed vectors. For any \( n \in \mathbb{N} \), and any \( \Sigma \in \mathbb{R}^{d \times d} \), we consider the states of nature to be parametrized by \( \mu \in \mathbb{R}^d \). Then for every \( n \in \mathbb{N} \) and \( \Sigma \in \mathbb{R}^{d \times d} \), \( \delta_{n}^{SA} \) is admissible within \( \Delta^n \).

We present two different proofs of Theorem 5.1. The first one, presented in Sections 5.3 and 5.3.2 uses a novel proof technique for admissibility, to the best of our knowledge. The second proof, presented in Section 5.4 uses the conventional idea of showing that the sample average estimator is the (unique) Bayes estimator under an appropriate prior. We
feel that the first proof technique could be useful for future research into the question of admissibility of solution estimators for stochastic optimization. The second method using Bayes estimators is easier to generalize to the quadratic setting of Theorem 5.2 and thus forms a natural segue into its proof presented in Section 5.5.

5.1.3 Comparison with previous work

The statistical decision theory perspective on stochastic optimization presented here follows the framework of [37] and [38]. In particular, the authors of [37] consider admissibility of solution estimators in two different stochastic optimization problems: one where \(X = \mathbb{R}^d\) and \(F(x, \xi) = x^T Q x + \xi^T x\) for some fixed matrix positive definite matrix \(Q\) (i.e., unconstrained convex quadratic minimization), and the second one where \(X\) is the unit ball and \(F(x, \xi) = \xi^T x\). \(\xi\) is again assumed to be distributed according to a normal distribution \(N(\mu, I)\) with unknown mean \(\mu\). They show that the sample average approximation is not admissible in general for the first problem, and it is admissible for the second problem. Note that the second problem is a special case of our setting. In both these cases, there is a closed-form solution to the deterministic version of the optimization problem, which helps in the analysis. This is not true for the general optimization problem we consider here (even if we restrict \(X\) to be a polytope, we get a linear program which, in general, has no closed form solution).

Another difference between our work and [37] is the following. In [37], the question of admissibility is addressed within a smaller subset of decision rules that are “decomposable” in the sense that any decision rule is of the form \(\tau \circ \kappa\), where \(\kappa: \mathbb{R}^d \times \mathbb{R}^d \times \ldots \times \mathbb{R}^d \rightarrow \mathbb{R}^d\) maps the data \(\xi^1, \ldots, \xi^n\) to a vector \(\hat{\mu} \in \mathbb{R}^d\) and then \(\tau: \mathbb{R}^d \rightarrow X\) is of the form \(\tau(\hat{\mu}) \in \arg\min\{\hat{\mu}^T x : x \in X\}\). In other words, one first estimates the mean of the uncertain objective (using any appropriate decision rule) and then uses this estimate to solve a deterministic optimization problem. In the follow-up work [38], the authors call such decision rules Separate estimation-optimization (Separate EO) schemes and more general decision rules as Joint estimation-optimization (Joint EO) schemes.

In this thesis, we establish admissibility of the sample average estimator within general
decision rules (joint EO schemes in the terminology of [38]). The only condition we put on
the decision rules is that of integrability, which is a minimum requirement needed to even
define the risk of a decision rule. Note that proving inadmissibility within separate EO
schemes implies inadmissibility within joint EO schemes. On the other hand, establishing
admissibility within joint EO schemes means defending against a larger class of decision
rules. The general concept of joint estimation-optimization schemes also appears in [31, 70,
40], presented in slightly different vocabulary.

As mentioned before, the quadratic convex objective has been studied in statistics in the
large body of work surrounding Stein’s paradox, albeit not in the stochastic optimization
language that we focus on here. Moreover, all of this classical work is for the unconstrained
problem. To the best of our knowledge, the version with box constraints has not been
studied before (but see [29, 28, 72, 63, 67, 44, 58, 14, 49, 55] and the book [45] for a
related, but different, statistical problem that has received a lot of attention). It is very
intriguing (at least to us) that in the presence of such constraints, admissibility is recovered
for dimensions $d = 3, 4$; recall that for the unconstrained problem, the sample average
solution is admissible only for $d = 1, 2$ and inadmissible for $d \geq 3$. Unfortunately, we are
unable to resolve the admissibility question of the sample average solution for dimensions
$d \geq 5$, but we strongly suspect that there is no Stein’s paradox in any dimension once box
constraints are imposed.

5.1.4 Admissibility and other notions of optimality

We end our discussion of the results with a few comments about other optimality notions
for decision rules. In large sample statistics, one often considers the behavior of decision
rules when $n \to \infty$ (recall $n$ is the number of samples). A sequence of decision rules $\delta^n$
(each $\delta^n$ is based on $n$ i.i.d samples) is said to be asymptotically inadmissible if there exists
a decision rule sequence $\delta^n$ such that $\lim_{n \to \infty} \frac{R(\theta, \delta^n)}{R(\theta, \delta_0)} \leq 1$ for every $\theta$, and for some $\hat{\theta}$ the
limiting ratio is strictly less than 1. Admissibility for every $n \in \mathbb{N}$ does not necessarily imply
asymptotic admissibility [15, Problem 4, page 200], and asymptotic admissibility does not
imply admissibility for finite $n \in \mathbb{N}$, i.e., there can be decision rules that are inadmissible
for every $n \in \mathbb{N}$ and yet be asymptotically admissible. Thus, the small-sample behaviour
(fixed $n \in \mathbb{N}$) and large sample behavior ($n \to \infty$) can be quite different. One advantage of proving asymptotic admissibility is that it also implies the rate of convergence of the risk (as a function of $n$) is optimal; such rules are called rate optimal. Unfortunately, our admissibility results about $\delta^n_{SA}$ do not immediately imply asymptotic admissibility or rate optimality. Standard techniques for proving rate optimality such as Hajek-Le Cam theory [95, Chapter 8] cannot be applied because regularity assumptions about the decision rules are not satisfied in our setting. For example, in the linear objective case discussed above, $\delta^n_{SA}$ has a degenerate distribution that is supported on the boundary of the feasible region $X$ which rules out “asymptotic normality” or “local asymptotic minimaxity” results [95, Chapters 7, 8].

While we are unable to prove rate optimality for $\delta^n_{SA}$, it is reasonably straightforward to show that $\delta^n_{SA}$ is consistent in the sense that $R(\theta, \delta^n_{SA}) \to 0$ as $n \to \infty$. This can be derived from consistency results in stochastic optimization literature [87, Chapter 5], but we present the argument in Appendix A.1 for completeness. In the linear objective case, the loss for $\delta^n_{SA}$ is given by $L(\mu, \delta^n_{SA}) = \mu^T \delta^n_{SA} - \mu^T x(\mu) = (\mu - \bar{\xi})^T \delta^n_{SA} + \bar{\xi}^T \delta^n_{SA} - \mu^T x(\mu) \leq (\mu - \bar{\xi})^T \delta^n_{SA} + \bar{\xi}^T x(\mu) - \mu^T x(\mu)$ since $\delta^n_{SA}$ is the minimizer with respect to $\bar{\xi}$. Thus, $L(\mu, \delta^n_{SA}) \leq (\mu - \bar{\xi})^T (\delta^n_{SA} - x(\mu)) \leq \|\mu - \bar{\xi}\| \cdot K$ by the Cauchy-Schwarz inequality, where $K$ is the diameter of the compact feasible region $X$. Therefore, $R(\mu, \delta^n_{SA}) \leq K \mathbb{E}[\|\mu - \bar{\xi}\|]$. Since the sample average $\bar{\xi}$ has a normal distribution with mean $\mu$ and variance that scales like $O(1/n)$, $R(\mu, \delta^n_{SA}) \to 0$ with rate $O(1/\sqrt{n})$. A similar argument can be made in the quadratic objective case (see Appendix A.1). However, we are unable to show that $O(1/\sqrt{n})$ is the optimal rate in either case.

There is a large body of literature on shrinkage estimators in the unconstrained, quadratic objective setting. A relatively recent insight [97] shows that as $d \to \infty$ (recall $d$ is the dimension), a certain class of shrinkage estimators (called SURE estimators) have risk functions that dominate any other shrinkage estimator’s risk, and hence the sample average estimator’s risk, with just a single sample. This potentially suggests that the phenomenon presented here, where admissibility of $\delta^n_{SA}$ is recovered for $d = 3, 4$, holds only for small dimensions and for large enough dimensions, the sample average estimator remains inadmissible. However, this is not immediate because of two reasons: 1) the value of $d$ for
which the SURE estimator in [97] starts to dominate any other estimator depends on the parameter \( \mu \), and 2) the setting in [97] is still unconstrained optimization. In fact, as stated earlier, we strongly suspect that with compact constraints, admissibility of \( \delta^n_{SA} \) holds for all dimensions. As an example, if box constraints are replaced with ball constraints, i.e., \( X \) is a ball around the origin of radius \( R \), then the quadratic problem reduces to the linear case, and using Theorem 5.1, \( \delta^n_{SA} \) can then be shown to be admissible for all \( d \).

There are other notions of optimality of decision rules even in the small/finite sample setting. For example, the \emph{minimax} decision rule minimizes the sup norm of the risk function, i.e., one solves \( \inf_\delta \sup_\theta R(\theta, \delta) \). In general, admissibility does not imply minimaxity, nor does minimaxity imply admissibility. Of course, if a minimax rule is inadmissible, then the dominating rule is also minimax and is certainly to be preferred, unless computational concerns prohibit this. In many settings however (e.g., estimation in certain exponential and group families [68, Chapter 5]), minimax rules are also provably admissible and thus minimaxity is a more desirable criterion.

Generally speaking, admissibility is considered a weak notion of optimality because admissible rules may have undesirable properties like very high risk values for certain states of the world. Moreover, as noted above, inadmissible rules may have optimal large sample behavior. Nevertheless, it is useful to know if widely used decision rules such as sample average approximations satisfy the basic admissibility criterion, because if not, then one could use the dominating decision rule unless it is computationally much more expensive.

### 5.2 Technical Tools

We first recall a basic fact from calculus.

**Lemma 5.1.** Let \( F : \mathbb{R}^m \to \mathbb{R} \) be a twice continuously differentiable map such that \( F(0) = 0 \). Suppose \( \nabla^2 F(0) \) is not negative semidefinite; in other words, there is a direction \( d \in \mathbb{R}^d \) of positive curvature, i.e., \( d^T \nabla^2 F(0) d > 0 \). Then there exists \( z \in \mathbb{R}^m \) such that \( F(z) > 0 \).

We will briefly describe the argument of the proof. A complete proof is given in Appendix A.2.
Proof. If $\nabla F(0) \neq 0$, then there exist $\lambda > 0$ such that $F(z) > 0$ for $z = \lambda \nabla F(0)$ since $F(0) = 0$. Else, if $\nabla F(0) = 0$ then there exists $\lambda > 0$ such that $F(z) > 0$ for $z = \lambda d$, where $d$ is the direction of positive curvature at 0.

We will need the following result from statistics. See Example 3.5 for a more general result.

**Proposition 5.1.** Let $X = \mathbb{R}^d \times \ldots \times \mathbb{R}^d$ and let $\mathcal{P} = \{N(\mu, I) \times \ldots \times N(\mu, I) : \mu \in \mathbb{R}^d\}$, i.e., $(\xi_1, \ldots, \xi_n) \in X$ are i.i.d samples from the normal distribution $N(\mu, I)$. Then $T(\xi_1, \ldots, \xi_n) = \bar{\xi} := \frac{1}{n} \sum_{i=1}^{n} \xi_i$ is a sufficient statistic for $\mathcal{P}$.

We will also need the following useful property for the family of normal distributions $\{N(\mu, I) : \mu \in \mathbb{R}^m\}$. Indeed the following result is true for any exponential family of distributions; see Theorem 5.8, Chapter 1 in [68] for details.

**Theorem 5.3.** Let $f : \mathbb{R}^m \to \mathbb{R}^d$ be any integrable function. The function

$$h(\mu) := \int_{\mathbb{R}^m} f(y)e^{-\frac{n\|y - \mu\|^2}{2}} dy$$

is continuous and has derivatives of all orders with respect to $\mu$, which can be obtained by differentiating under the integral sign.

In the rest of the chapter, for any vector $v$, $v_j$ will denote the $j$-th coordinate, and for any matrix $A \in \mathbb{R}^{p \times q}$, $A_{ij}$ will denote entry in the $i$-th row and $j$-th column.

We need one further result on the geometry of the hypercube which is easy to verify.

We recall that for any closed, convex set $C \subseteq \mathbb{R}^d$ and any face $F$ of $C$, the normal cone at the face $F$ is defined to be the set of all vectors $c \in \mathbb{R}^d$ such that $F \subseteq \text{argmax}_{y \in C} c^T y$.

**Lemma 5.2.** Let $X = \{x \in \mathbb{R}^d : -u_i \leq x_i \leq u_i \ i = 1, \ldots, d\}$ be a box centered at the origin. For any face $F \subseteq X$ of $X$ (possibly with $F = X$), let $I_F^+ \subseteq \{1, \ldots, d\}$ be the subset of coordinates which are set to the bound $u_i$ for all points in $F$, $I_F^- \subseteq \{1, \ldots, d\}$ be the subset of coordinates which are set to the bound $-u_i$ for all points in $F$, and $N_F$ denote the normal cone at $F$, which is $N_F = \{r : \langle r, y - x \rangle \geq 0, \forall y \in F \text{ and } \forall x \in X\}$ (notice the
similarity between this definition and the definition of normal cone at a point as introduced in Section 2.2). Then the following are true:

1. For any face $F \subseteq X$,

\[ F + N_F = \left\{ x \in \mathbb{R}^d : \begin{array}{ll}
  x_i \geq u_i & i \in I^+_F \\
  x_i \leq -u_i & i \in I^-_F \\
  -u_i \leq x_i \leq u_i & i \notin I^+_F \cup I^-_F 
\end{array} \right\}. \]

2. The interior of $F + N_F$ is disjoint from the interior of $F' + N'_F$ whenever $F \neq F'$ and we have the following decomposition of $\mathbb{R}^d$:

\[ \mathbb{R}^d = \bigcup_{F \text{ face of } X} F + N_F \]

The proof of this lemma is provided in Appendix A.3.

5.3 Proof of Theorem 5.1 (the scenario with linear objective)

5.3.1 When the covariance matrix is the identity

**Proof of Theorem 5.1 when $\Sigma = I$.** As introduced in the previous sections, $\bar{\xi}$ will denote the sample average of $\xi^1, \ldots, \xi^n$. Consider an arbitrary decision rule $\delta \in \Delta^n$. Consider the conditional expectation

\[ \eta(y) = \mathbb{E}_{\xi^1, \ldots, \xi^n}[\delta(\xi^1, \ldots, \xi^n) | \bar{\xi} = y]. \]

Observe that $\eta(y) \in \text{conv}(X)$ (i.e., the convex hull of $X$, which is compact since $X$ is compact) since $\delta$ maps into $X$. Moreover, since $\bar{\xi}$ is a sufficient statistic for the family of normal distributions by Proposition 5.1, $\eta(y)$ does not depend on $\mu$. This is going to be important below. To maintain intuitive notation, we will also say that $\delta^n_{SA}$ is given by $\delta^n_{SA}(\xi^1, \ldots, \xi^n) = \eta^*(\bar{\xi})$, where $\eta^*(y)$ returns a point in $\arg \min \{ y^T x : x \in X \}$. Note also
that for any action \( x \in X \), (5.2) evaluates to

\[
\mathcal{L}(\mu, x) = \mu^T x - \mu^T x(\mu),
\]

where \( x(\mu) \) denotes the optimal solution to the problem \( \min \{ \mu^T x : x \in X \} \). Using the law of total expectation,

\[
R(\mu, \delta) = E_{\xi_1, \ldots, \xi_n}[\mathcal{L}(\mu, \delta(\xi_1, \ldots, \xi_n))]
\]

\[
= E_{\xi_1, \ldots, \xi_n}[\mu^T \delta(\xi_1, \ldots, \xi_n)] - \mu^T x(\mu)
\]

\[
= E_{\xi_1, \ldots, \xi_n}[\mu^T \delta(\xi_1, \ldots, \xi_n)|\xi] - \mu^T x(\mu)
\]

If \( \eta = \eta^* \) almost everywhere, then \( R(\mu, \delta) = R(\mu, \delta_{S_A}^n) \) for all \( \mu \in \mathbb{R}^d \), and we would be done. So in the following, we assume that \( \eta \neq \eta^* \) on a set of strictly positive measure. This implies the following

**Claim 5.1.** For all \( y \in \mathbb{R}^d \), \( y^T \eta(y) \geq y^T \eta^*(y) \) and the set \( \{ y \in \mathbb{R}^d : y^T \eta(y) > y^T \eta^*(y) \} \) is of strictly positive measure.

**Proof of Claim.** Since \( X \) is compact, \( \text{conv}(X) \) is a compact, convex set and \( \min \{ y^T x : x \in \text{conv}(X) \} = \min \{ y^T x : x \in X \} \) for every \( y \in \mathbb{R}^d \). Therefore, since \( \eta(y) \in \text{conv}(X) \) and \( \eta^*(y) \in \arg \min \{ y^T x : x \in X \} \), we have \( y^T \eta(y) \geq y^T \eta^*(y) \) for all \( y \in \mathbb{R}^d \).

Since \( \text{conv}(X) \) is a compact, convex set, the set of \( y \in \mathbb{R}^d \) such that \( |\arg \min \{ y^T x : x \in \text{conv}(X) \}| > 1 \) is of zero Lebesgue measure. Let \( S \subseteq \mathbb{R}^d \) be the set of \( y \in \mathbb{R}^d \) such that \( \arg \min \{ y^T x : x \in \text{conv}(X) \} \) is a singleton, i.e., there is a unique optimal solution; so \( \mathbb{R}^d \setminus S \) has zero Lebesgue measure. Let \( D := \{ y \in \mathbb{R}^d : \eta(y) \neq \eta^*(y) \} \). Since we assume that \( D \) has strictly positive measure, \( D \cap S \) must have strictly positive measure. Consider any \( y \in D \cap S \). Since \( \min \{ y^T x : x \in X \} = \min \{ y^T x : x \in \text{conv}(X) \} \), we must have \( \arg \min \{ y^T x : x \in X \} \subseteq \arg \min \{ y^T x : x \in \text{conv}(X) \} \). Since \( y \in S \), \( \arg \min \{ y^T x : x \in \text{conv}(X) \} \) is a singleton and thus \( \eta^*(y) \) is the unique optimum for \( \min \{ y^T x : x \in \text{conv}(X) \} \). Since \( y \in D \), \( \eta(y) \neq \eta(y^*) \), and therefore \( y^T \eta(y) > y^T \eta^*(y) \). Thus, we have the second part of the claim. \( \diamond \)
Now consider the function \( F : \mathbb{R}^d \rightarrow \mathbb{R} \) defined by
\[
F(\mu) := R(\mu, \delta) - R(\mu, \delta_{SA}^n).
\] (5.6)

To show that \( \delta_{SA}^n \) is admissible, it suffices to show that there exists \( \bar{\mu} \in \mathbb{R}^d \) such that \( F(\bar{\mu}) > 0 \). For any \( \mu \in \mathbb{R}^d \), we have from above
\[
F(\mu) = R(\mu, \delta) - R(\mu, \delta_{SA}^n) = \mathbb{E}_\eta[\mu^T \eta(y)] - \mathbb{E}_\eta[\mu^T \eta^*(y)] = \mu^T \int_{\mathbb{R}^d} \left( \frac{n}{2\pi} \right)^{n/2} \eta(y) e^{-\frac{n||y-\mu||^2}{2}} dy - \mu^T \int_{\mathbb{R}^d} \left( \frac{n}{2\pi} \right)^{n/2} \eta^*(y) e^{-\frac{n||y-\mu||^2}{2}} dy
\]
where in the second to last equality, we have used the fact that \( \xi \) has distribution \( N(\mu, \frac{1}{n} I) \). Note that the formula above immediately gives \( F(0) = 0 \). We will employ Lemma 5.1 on \( F(\mu) \) to show the existence of \( \bar{\mu} \in \mathbb{R}^d \) such that \( F(\bar{\mu}) > 0 \). For this purpose, we need to compute the gradient \( \nabla F(\mu) \) and Hessian \( \nabla^2 F(\mu) \). We alert the reader that in these calculations, it is crucial that \( \eta(y) \) does not depend on \( \mu \) (due to sufficiency of the sample average) and hence it is to be considered as a constant when computing the derivatives below. For ease of calculation, we introduce the following functions \( E, G^1, \ldots, G^d : \mathbb{R}^d \rightarrow \mathbb{R}^d \):
\[
E(\mu) := \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} \eta(y) - \eta^*(y) e^{-\frac{n||y-\mu||^2}{2}} dy,
\]
\[
G^i(\mu) := \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} y_i(\eta(y) - \eta^*(y)) e^{-\frac{n||y-\mu||^2}{2}} dy, \quad i = 1, \ldots, d.
\]
So \( F(\mu) = \mu^T E(\mu) \). We also define the map \( G : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d} \) as
\[
G(\mu)_{ij} = (G^i(\mu))_{j}.
\]

Claim 5.2. For any \( \mu \in \mathbb{R}^d \), \( \nabla F(\mu) = E(\mu) + nG(\mu)\mu - n(\mu^TE(\mu))\mu \). (Note that \( G(\mu)\mu \) is a matrix-vector product.)

Proof of Claim. This is a straightforward calculation. Consider the \( i \)-th coordinate of \( \nabla F(\mu) \), i.e., the \( i \)-th partial derivative
\[
\frac{\partial F}{\partial \mu_i} = \frac{\partial (\sum_j \mu_j E(\mu)_j)}{\partial \mu_i} \\
= E(\mu)_i + \sum_{j=1}^d \mu_j \frac{\partial E(\mu)_j}{\partial \mu_i} \\
= E(\mu)_i + \sum_{j=1}^d \mu_j \left( \int_{\mathbb{R}^d} (\frac{n}{2\pi})^{n/2} (\eta(y) - \eta^*(y)) \frac{\partial (e^{-n\|y-\mu\|^2})}{\partial \mu_i} \, dy \right) \\
= E(\mu)_i + \mu^T \int_{\mathbb{R}^d} (\frac{n}{2\pi})^{n/2} (\eta(y) - \eta^*(y)) \frac{\partial (e^{-n\|y-\mu\|^2})}{\partial \mu_i} \, dy \\
= E(\mu)_i + \mu^T \int_{\mathbb{R}^d} (\frac{n}{2\pi})^{n/2} (\eta(y) - \eta^*(y)) e^{-n\|y-\mu\|^2/2} (n(y_i - \mu_i)) \, dy \\
= E(\mu)_i + n \mu^T G^i(\mu) - n(\mu^T E(\mu)) \mu_i
\]

where in the third equality, we have used Theorem 5.3 and the fact that \(\eta(y), \eta^*(y)\) do not depend on \(\mu\) by sufficiency of the sample average (Proposition 5.1). The last expression above corresponds to the \(i\)-th coordinate of \(E(\mu) + nG(\mu)\mu - n(\mu^T E(\mu))\mu\). Thus, we are done. \(\diamond\)

**Claim 5.3.** \(\nabla^2 F(0) = n(G(0)^T + G(0)).\)

**Proof of Claim.** Let us compute \(\frac{\partial^2 F}{\partial \mu_i \partial \mu_j}\) using the expression for \(\frac{\partial F}{\partial \mu_i}\) from Claim 5.2.

\[
\frac{\partial^2 F}{\partial \mu_i \partial \mu_j} = \frac{\partial(E(\mu)_i)}{\partial \mu_j} + n \frac{\partial(\mu^T G^i(\mu))}{\partial \mu_j} - n \frac{\partial((\mu^T E(\mu)) \mu_i)}{\partial \mu_j} \\
= \frac{\partial(E(\mu)_i)}{\partial \mu_j} + n(G^i(\mu))_j + n\mu^T \frac{\partial(G^i)}{\partial \mu_j} - n \frac{\partial(\mu^T E(\mu))}{\partial \mu_j} \mu_i - n(\mu^T E(\mu)) \gamma_{ij}
\]

where \(\gamma_{ij}\) denotes the Kronecker delta function, i.e., \(\gamma_{ij} = 1\) if \(i = j\) and 0 otherwise. At \(\mu = 0\), the above simplifies to

\[
\left. \frac{\partial^2 F}{\partial \mu_i \partial \mu_j} \right|_{\mu=0} = \left. \frac{\partial(E(\mu)_i)}{\partial \mu_j} \right|_{\mu=0} + n(G^i(0))_j.
\]

Let us now investigate \(\frac{\partial E(\mu)_i}{\partial \mu_j}\). By applying Theorem 5.3 and the sufficiency of \(\xi\) again, we
obtain
\[
\frac{\partial (E(\mu))}{\partial \mu j} = \int_{\mathbb{R}^d} \left( \frac{n}{2\pi} \right)^{n/2} (\eta(y) - \eta^*(y))_j e^{-n\|y-\mu\|^2/2} dy \\
= n \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} y_j (\eta(y) - \eta^*(y))_j e^{-n\|y-\mu\|^2/2} dy \\
- n \left( \frac{n}{2\pi} \right)^{n/2} \mu_j \int_{\mathbb{R}^d} (\eta(y) - \eta^*(y))_i e^{-n\|y-\mu\|^2/2} dy \\
= n (G^j(\mu))_i - n \mu_j E(\mu)_i.
\]

Therefore, at \( \mu = 0 \), we obtain that \( \left. \frac{\partial (E(\mu))}{\partial \mu j} \right|_{\mu=0} = n G^j(0)_i \). Putting this back into (5.7), and using the definition of the matrix \( G(\mu) \), we obtain
\[
\left. \frac{\partial^2 F}{\partial \mu_i \mu_j} \right|_{\mu=0} = n G^j(0)_i + n (G^j(0))_j = n (G(0)_{ji} + G(0)_{ij}).
\]

Thus, we obtain that \( \nabla^2 F(0) = n (G(0)^T + G(0)) \).

\[\Box\]

Claim 5.4. There exists a direction of positive curvature for \( \nabla^2 F(0) \), i.e., there exists \( r \in \mathbb{R}^d \) such that \( r^T \nabla^2 F(0) r > 0 \).

Proof of Claim. Consider the trace \( \text{Tr}(\nabla^2 F(0)) \) of the Hessian at \( \mu = 0 \). By Claim 5.3,
\[
\text{Tr}(\nabla^2 F(0)) = 2n \text{Tr}(G(0)) \\
= 2n \sum_{i=1}^d \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} y_i (\eta(y) - \eta^*(y))_i e^{-n\|y-\mu\|^2/2} dy \\
= 2n \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} y^T (\eta(y) - \eta^*(y)) e^{-n\|y-\mu\|^2/2} dy
\]

By Claim 5.1, \( y^T (\eta(y) - \eta^*(y)) \geq 0 \) for any \( y \in \mathbb{R}^d \) and \( y^T (\eta(y) - \eta^*(y)) > 0 \) on a set of strictly positive measure. Therefore, \( \int_{\mathbb{R}^d} y^T (\eta(y) - \eta^*(y)) e^{-n\|y-\mu\|^2/2} dy > 0 \).

Therefore, the trace of \( \nabla^2 F(0) \) is strictly positive. Since the trace equals the sum of the eigenvalues of \( \nabla^2 F(0) \) (see Section 1.2.5 in [61]), we must have at least one strictly positive eigenvalue. The corresponding eigenvector is a direction of positive curvature.

\[\Box\]

As noted earlier, \( F(0) = 0 \). Combining Claim 5.4 and Lemma 5.1, there exists \( \bar{\mu} \in \mathbb{R}^d \) such that \( F(\bar{\mu}) > 0 \).  \[\Box\]
5.3.2 General covariance

The proof in the previous section focused on the family of normal distributions with the identity as the covariance matrix. We now consider any positive definite covariance matrix \( \Sigma \) for the normal distribution of \( \xi \). In this case, we again consider the function \( F(\mu) \) defined in (5.6) and prove that there exists \( \bar{\mu} \) such that \( F(\bar{\mu}) > 0 \). We must adapt the calculations for \( \xi \sim N(\mu, \frac{1}{n} \Sigma) \). Let us denote the density function of \( N(\mu, \frac{1}{n} \Sigma) \) by \( g_{\mu, \Sigma} \), i.e.,

\[
g_{\mu, \Sigma}(y) := \frac{1}{\sqrt{|\Sigma|}} \left( \frac{n}{2\pi} \right)^{n/2} \exp \left( -\frac{n}{2}(y - \mu)^T \Sigma^{-1}(y - \mu) \right).
\]

Redefining

\[
E(\mu) := \int_{\mathbb{R}^d} (\eta(y) - \eta^*(y)) g_{\mu, \Sigma}(y) dy
\]

\[
= \frac{1}{\sqrt{|\Sigma|}} \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} (\eta(y) - \eta^*(y)) \exp \left( -\frac{n}{2}(y - \mu)^T \Sigma^{-1}(y - \mu) \right) dy,
\]

\[
G^i(\mu) := \int_{\mathbb{R}^d} y_i(\eta(y) - \eta^*(y)) g_{\mu, \Sigma}(y) dy
\]

\[
= \frac{1}{\sqrt{|\Sigma|}} \left( \frac{n}{2\pi} \right)^{n/2} \int_{\mathbb{R}^d} y_i(\eta(y) - \eta^*(y)) \exp \left( -\frac{n}{2}(y - \mu)^T \Sigma^{-1}(y - \mu) \right) dy, \quad i = 1, \ldots, d,
\]

and letting \( G(\mu) \) be the matrix with \( G^i(\mu) \) as rows, and adapting the calculations from the previous section reveals that

\[
\nabla^2 F(0) = n(\Sigma^{-1}G(0) + G(0)^T \Sigma^{-1}).
\]

Claim 5.1 again shows that the trace

\[
\text{Tr}(G(0)) = \int_{\mathbb{R}^d} y^T (\eta(y) - \eta^*(y)) g_{0, \Sigma}(y) dy > 0.
\]

This shows that \( G(0) \) has an eigenvalue \( \lambda \) with positive real part (since \( G(0) \) is not guaranteed to be symmetric, its eigenvalues and eigenvectors may be complex). Let the corresponding (possibly complex) eigenvector be \( v \), i.e., \( G(0)v = \lambda v \) and \( \text{Re}(\lambda) > 0 \) (denoting the real part of \( \lambda \)). Following standard linear algebra notation, for any matrix/vector \( M \), \( M^* \) will denote its Hermitian conjugate [61] (which equals the transpose if the matrix has
real entries). We now consider
\[ v^* \nabla^2 F(0)v = n(v^*(\Sigma^{-1}G(0) + G(0)^T\Sigma^{-1})v) \]
\[ = n(v^*\Sigma^{-1}G(0)v + v^*G(0)^T\Sigma^{-1}v) \]
\[ = n(v^*\Sigma^{-1}G(0)v + v^*G(0)\Sigma^{-1}v) \]
\[ = n(\lambda(v^*\Sigma^{-1}v) + \lambda^*(v^*\Sigma^{-1}v)) \]
\[ = 2n(v^*\Sigma^{-1}v)\text{Re}(\lambda) \]

Since \( \Sigma \) is positive definite, so is \( \Sigma^{-1} \). Therefore \( v^*\Sigma^{-1}v > 0 \) and we obtain that \( v^*\nabla^2 F(0)v > 0 \). Since \( \nabla^2 F(0) \) is a symmetric matrix, all its eigenvalues are real and its largest eigenvalue \( \gamma_d \) is positive because
\[ \gamma_d = \max_{x \in \mathbb{R}^d \setminus \{0\}} \frac{x^*\nabla^2 F(0)x}{x^*x} \geq \frac{v^*\nabla^2 F(0)v}{v^*v} > 0. \]

Thus, \( \nabla^2 F(0) \) has a direction of positive curvature and Lemma 5.1 implies that there exists \( \bar{\mu} \in \mathbb{R}^d \) such that \( F(\bar{\mu}) > 0 \).

### 5.4 An alternate proof for the linear objective based on Bayes’ decision rules

To the best of our knowledge, our proof technique for admissibility from the previous sections is new. The conventional way of addressing admissibility uses Bayesian analysis. We provide an alternate proof for Theorem 5.1 using these ideas, which arguably gives a simpler proof. On the other hand, this alternate proof builds upon some well-established facts in statistics, and so is less of a “first principles” proof compared to the one presented in the previous sections. Moreover, as we noted earlier, the new technique of the previous proof might be useful for future admissibility investigations in stochastic optimization.

We now briefly review the relevant ideas from Bayesian analysis. Consider a general statistical decision problem with \( \Theta \) denoting the states of nature, \( \mathcal{A} \) denoting the set of actions, and \( \{P_\theta : \theta \in \Theta\} \) the family of distributions on the sample space \( \mathcal{X} \). Let \( P^* \) be any so-called prior distribution on the parameter space \( \Theta \). For any decision rule \( \delta \), one can
compute the expected risk, a.k.a., the Bayes’ risk

\[ r(P^*, \delta) := \mathbb{E}_{\theta \sim P^*}[R(\theta, \delta)]. \]

A decision rule that minimizes \( r(P^*, \delta) \) is said to be a Bayes’ decision rule.

**Theorem 5.4.** [68, Chapter 5, Theorem 2.4] If a decision rule is the unique\(^2\) Bayes’ decision rule for some prior, then it is admissible.

The following states that Gaussian distributions are self-conjugate [68, Example 2.2].

**Theorem 5.5.** Let \( d \in \mathbb{N} \) and let \( \Sigma \in \mathbb{R}^{d \times d} \) be fixed. For the joint distribution on \( (\xi, \mu) \in (\mathbb{R}^d \times \mathbb{R}^d \times \ldots \times \mathbb{R}^d) \times \mathbb{R}^d \) defined by \( \xi|\mu \sim \mathcal{N}(\mu, \Sigma) \times \mathcal{N}(\mu, \Sigma) \times \ldots \times \mathcal{N}(\mu, \Sigma) \) and \( \mu \sim \mathcal{N}(\mu_0, \Sigma_0) \), we have that \( \mu|\xi \sim \mathcal{N}((\Sigma^{-1} - 1 + n\Sigma^{-1})^{-1}(\Sigma^{-1} - 1 \mu_0 + n\Sigma^{-1}\xi), (\Sigma^{-1} - 1 + n\Sigma^{-1})^{-1}). \)

Alternate proof of Theorem 5.1. Consider the prior \( P^* \) to be \( \mu \sim \mathcal{N}(0, \Sigma) \), then by Theorem 5.5, \( \mu|\xi \sim \mathcal{N}(\frac{n}{n+1}\xi, \frac{1}{n+1}\Sigma) \). In particular, the mean of \( \mu \), conditioned on the observation \( \xi \) is simply a scaling of the sample average \( \bar{\xi} \). We now do a standard Bayesian analysis:

\[ r(P^*, \delta) = \mathbb{E}_{\mu \sim \mathcal{N}(0, \Sigma)}[\mathbb{E}_{\xi \sim \mathcal{N}(\mu, \Sigma)}[L(\mu, \delta)]] \]
\[ = \int_{\mu} \int_{\xi} (\mu^T \delta(\xi) - \mu^T x(\mu)) p(\xi|\mu) p(\mu) d\xi d\mu \]
\[ = \int_{\mu} \int_{\xi} \mu^T \delta(\xi) p(\xi|\mu) p(\mu) d\xi d\mu - C \]

where \( x(\mu) \) again denotes the optimal solution to \( \min \{ \mu^T x : x \in X \} \), \( p(\xi|\mu) \) denotes the conditional density function of \( \xi|\mu \), \( p(\mu) \) is the density function of the prior on \( \mu \), and the constant \( C \) equals \( \int_{\mu} \int_{\xi} \mu^T x(\mu) p(\xi|\mu) p(\mu) d\xi d\mu = \int_{\mu} \int_{\xi} \mu^T \delta(\xi) p(\xi|\mu) p(\mu) d\xi d\mu \). To find the decision rule \( \delta \) that minimizes \( r(P^*, \delta) \), we thus need to minimize \( \int_{\mu} \int_{\xi} \mu^T \delta(\xi) p(\xi|\mu) p(\mu) d\xi d\mu \). We change the order of integration by Fubini’s theorem, and rewrite

\[ r(P^*, \delta) = \int_{\xi} \int_{\mu} \mu^T \delta(\xi) p(\mu|\xi) p(\xi) d\mu d\xi. \]

\(^2\)Here uniqueness is to be interpreted up to differences on a set of measure zero.
Consequently, given the observation $\xi$, we choose $\delta(\xi) \in X$ that minimizes the inner integral

$$
\int_{\mu} \mu^T \delta(\xi) p(\mu|\xi) d\mu = \frac{n}{n+1} \xi^T \delta(\xi).
$$

Thus, we may set $\delta(\xi)$ to be the minimizer in $X$ for the linear objective vector $\frac{n}{n+1} \xi^T$, which is just a scaling of the sample average. Except for a set of measure zero, any linear objective has a unique solution as was noted in the proof of Claim 5.1. Thus, the Bayes’ decision rule is unique and coincides with the sample average estimator $\delta^n_{SA}$. We are done by Theorem 5.4.

5.5 Proof of Theorem 5.2 (the scenario with quadratic objective)

A more general version of Theorem 5.4 goes by the name of Blyth’s method. Here, we state it as in [68] (see Exercise 7.12 in Chapter 5).

**Theorem 5.6.** Let $\Theta \subseteq \mathbb{R}^d$ be any open set of states of nature. Suppose $\delta$ is a decision rule with a continuous risk function and $\{\pi_n\}_{n \in \mathbb{N}}$ is a sequence of prior distributions such that:

1. $r(\pi_n, \delta) = \int \mathcal{R}(\theta, \delta) d\pi_n < \infty$ for all $n \in \mathbb{N}$, where $r$ is the Bayes risk.

2. For any nonempty open subset $\Theta_0 \subseteq \Theta$, we have

$$
\lim_{n \to \infty} \frac{r(\pi_n, \delta) - r(\pi_n, \delta^{\pi_n})}{\int_{\Theta_0} \pi_n(\theta) d\theta} = 0
$$

where $\delta^{\pi_n}$ is a Bayes decision rule having finite Bayes risk with respect to the prior density $\pi_n$. Then, $\delta$ is an admissible decision rule.

**Proof of Theorem 5.2.** For simplicity of exposition, we consider $X$ to be centered at 0, i.e., $\ell_i = -u_i$. The entire proof can be reproduced for the general case by translating the means of the priors to the center of axis-aligned box $X$. The calculations are much easier to read.
and follow when we assume the origin to be the center. We will show that \( \delta_{SA}^n \) satisfies the conditions of Theorem 5.6 under the priors

\[
\mu \sim \mathcal{N}(0, \tau^2 \Sigma), \quad \tau \in \mathbb{N}, \text{and } \Sigma \text{ is the covariance matrix of } \xi|\mu.
\]

First we obtain a simple expression for the loss function \( \mathcal{L}(\mu, x) \) for any action \( x \in X \) under the state of nature \( \mu \in \mathbb{R}^d \). As noted in Section 5.1.2, \( \mathbb{E}_{\xi}[F(x, \xi)] = \mathbb{E}_{\xi} \left[ \frac{1}{2} x^T x - \xi^T x \right] = \frac{1}{2} x^T x - \mu^T x = \frac{1}{2} \| x \|^2 - \frac{1}{2} \| \mu \|^2 \). Let the minimum value of this for \( x \in X \) be denoted by \( B(\mu) \). Thus,

\[
\mathcal{L}(\mu, x) = \mathbb{E}_{\xi \sim \mathcal{N}(\mu, \Sigma)}[F(x, \xi)] - \mathbb{E}_{\xi \sim \mathcal{D}}[F(x(D), \xi)] = \frac{1}{2} \| \mu - x \|^2 - \frac{1}{2} \| \mu \|^2 - B(\mu)
\]

Putting this into the numerator of the second condition in Theorem 5.6 and simplifying (which means that the terms \( -\frac{1}{2} \| \mu \|^2 - B(\mu) \) cancel out), we need to show that for any open set \( \Omega_0 \subseteq \mathbb{R}^d \),

\[
\lim_{\tau \to \infty} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{\| \mu - \delta_{SA}^n(\xi) \|^2 \ p(\xi|\mu) \pi_{\tau}(\mu) \ d\xi \ d\mu - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \| \mu - \delta_{Bayes}(\xi) \|^2 \ p(\xi|\mu) \pi_{\tau}(\mu) \ d\xi \ d\mu}{\int_{\Omega_0} \pi_{\tau}(\mu) \ d\mu} = 0
\]

(5.8)

where \( p(\xi|\mu) = \mathcal{N}(\mu, \Sigma) \) denotes the conditional density of \( \xi \) given \( \mu \), and \( \pi_{\tau}(\mu) \) is the marginal density of \( \mu \) (of course, the marginal density \( \pi_{\tau}(\mu) \) is nothing but the prior \( \mathcal{N}(0, \tau^2 \Sigma) \)).

Next, let us see how the rule \( \delta_{SA}^n \) given by (5.5) behaves. Minimizing \( \frac{1}{2} \| x \|^2 - \bar{\xi}^T x \) is equivalent to minimizing \( \frac{1}{2} \| x - \bar{\xi} \|^2 \) since \( \bar{\xi} \) can be regarded as constant for the optimization problem \( \min_{x \in X} \frac{1}{2} \| x \|^2 - \bar{\xi}^T x \). Thus, \( \delta_{SA}^n \) returns the closest point to \( \bar{\xi} \) in \( X \), i.e.,

\[
\delta_{SA}^n(\xi) = \text{Proj}_X(\bar{\xi})
\]

(5.9)

where the notation \( \text{Proj}_X(y) \) denotes the projection of the closes point in \( X \) to \( y \).
Let us also see what the Bayes’ rule $\delta_{Bayes}$ is, i.e., what value of $\delta_{Bayes}(\xi)$ minimizes

$$
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \| \mu - \delta_{SA}(\xi) \|^2 p(\xi|\mu) \pi(\mu) d\xi d\mu = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \| \mu - \delta_{Bayes}(\xi) \|^2 p(\mu|\xi) m(\xi) d\mu d\xi = \int_{\mathbb{R}^d} \mathbb{E}_{\mu|\xi} \| \mu - \delta_{Bayes}(\xi) \|^2 m(\xi) d\xi.
$$

where we have again evaluated the Bayes’ risks by switching the order of the integrals and using the conditional density

$$
p(\mu|\xi) = \mathcal{N}\left(\frac{n \tau^2 \xi}{n \tau^2 + 1}, \frac{\tau^2}{n \tau^2 + 1} \Sigma\right) \quad \text{(by Theorem 5.5),} \quad (5.10)
$$

and the marginal density of $\xi$ is denoted by $m(\xi)$. Since

$$
\mathbb{E}[\| Y - a \|^2] = \| \mathbb{E}[Y] - a \|^2 + \mathbb{V}[Y] \quad (5.11)
$$

for any random variable $Y$ and constant $a \in \mathbb{R}$, one sees that

$$
\delta_{Bayes}(\xi) = \text{Proj}_{X} \left( \frac{n \tau^2 \xi}{n \tau^2 + 1} \right). \quad (5.12)
$$

Let us now consider the numerator and denominator of the left hand side in (5.8) separately.
The numerator is:

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} ||\mu - \delta_{\mathbb{R}^d}^2(\xi)||^2 p(\xi|\mu)\pi_\tau(\mu)d\xi d\mu - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} ||\mu - \delta_{\text{Bayes}}(\xi)||^2 p(\xi|\mu)\pi_\tau(\mu)d\xi d\mu
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} ||\mu - \text{Proj}_X(\xi)||^2 p(\xi|\mu)\pi_\tau(\mu)d\xi d\mu
\]

\[
- \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left(\mu - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\xi\right)\right)^2 p(\xi|\mu)\pi_\tau(\mu)d\xi d\mu
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} ||\mu - \text{Proj}_X(\xi)||^2 p(\xi|\mu)p(\xi|\mu)\pi_\tau(\mu)d\xi d\xi d\mu
\]

\[
- \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left(\mu - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\xi\right)\right)^2 p(\xi|\mu)p(\xi|\mu)\pi_\tau(\mu)d\xi d\xi d\mu
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left(\mu - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\xi\right)\right)^2 p(\xi|\mu)\pi_\tau(\mu)d\xi d\xi d\mu
\]

where the first equality follows from substituting (5.9) and (5.12), and the last equality follows from the standard trick in Bayesian analysis of switching the order of the integrals.

Since \(\bar{\xi}|\mu \sim \mathcal{N}(\mu, \frac{1}{\pi}\Sigma)\) and \(\pi(\mu) \sim \mathcal{N}(0, \tau^2\Sigma)\), it is a simple exercise to check that \(\mu|\bar{\xi} \sim \mathcal{N}\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}, \frac{\tau^2}{n\tau^2+1}\Sigma\right)\) and \(m(\bar{\xi}) \sim \mathcal{N}(0, \frac{n\tau^2+1}{n}\Sigma)\). The formula for the numerator above can then be rewritten as

\[
\int_{\mathbb{R}^d} E_{\bar{\mu} | \bar{\xi}} \left(\mu - \text{Proj}_X(\bar{\xi})\right)^2 m(\bar{\xi})d\bar{\xi} - \int_{\mathbb{R}^d} E_{\bar{\mu} | \bar{\xi}} \left(\mu - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}\right)\right)^2 m(\bar{\xi})d\bar{\xi}
\]

\[
= \int_{\mathbb{R}^d} V(\mu|\bar{\xi}) + \left\|E_{\bar{\mu}|\bar{\xi}}\mu - \text{Proj}_X(\bar{\xi})\right\|^2 m(\bar{\xi})d\bar{\xi}
\]

\[
- \int_{\mathbb{R}^d} V(\mu|\bar{\xi}) + \left\|E_{\bar{\mu}|\bar{\xi}}\mu - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}\right)\right\|^2 m(\bar{\xi})d\bar{\xi}
\]

\[
= \int_{\mathbb{R}^d} \left\|\frac{n\tau^2}{n\tau^2+1}\bar{\xi} - \text{Proj}_X(\bar{\xi})\right\|^2 - \left\|\frac{n\tau^2}{n\tau^2+1}\bar{\xi} - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}\right)\right\|^2 m(\bar{\xi})d\bar{\xi}
\]

\[
= \int_{\mathbb{R}^d} \left\|\text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}\right) - \text{Proj}_X(\bar{\xi})\right\|^2 m(\bar{\xi})d\bar{\xi}
\]

\[
- \int_{\mathbb{R}^d} \left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi} - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}\right), \text{Proj}_X(\bar{\xi}) - \text{Proj}_X\left(\frac{n\tau^2}{n\tau^2+1}\bar{\xi}\right)\right) m(\bar{\xi})d\bar{\xi},
\]
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where the first equality follows from (5.11), the second equality follows from the formula for the conditional density \( p(\mu|\xi) \), and the last equality follows from the fact that

\[
\|a - b\|_2^2 - \|a - c\|_2^2 = \|c - b\|_2^2 - 2\langle a - c, b - c \rangle, \quad \text{for any three vectors } a, b, c \in \mathbb{R}^d.
\]

Claim 5.5. Consider the box \( X = \{ x \in \mathbb{R}^d : -u_i \leq x_i \leq u_i \quad i = 1, \ldots, d \} \). Let \( F \) be any face of \( X \) and so \( F' := \frac{n\tau^2 + 1}{n\tau^2} F \) is a face of \( X' := \frac{n\tau^2 + 1}{n\tau^2} X \). Suppose \( \bar{\xi} \in F' + N_{F'} \) where \( N_{F'} \) denotes the normal cone at \( F' \) with respect to \( X' \) (see Lemma 5.2 and the discussion above it), then \( \text{Proj}_X \left( \frac{n\tau^2 + 1}{n\tau^2} \bar{\xi} \right) \) and \( \text{Proj}_X (\bar{\xi}) \) both lie in \( F \). Consequently,

\[
\left\langle \frac{n\tau^2}{n\tau^2 + 1} \bar{\xi} - \text{Proj}_X \left( \frac{n\tau^2}{n\tau^2 + 1} \bar{\xi} \right), \text{Proj}_X (\bar{\xi}) - \text{Proj}_X \left( \frac{n\tau^2 + 1}{n\tau^2 + 1} \bar{\xi} \right) \right\rangle = 0.
\] (5.14)

**Proof of Claim.** The general formula for the projection onto \( X \) is given by

\[
\text{Proj}_X(y) = p, \quad \text{where} \quad p_i = \text{sign}(y_i) \min\{|y_i|, u_i\}.
\] (5.15)

Consider any face \( F \) of \( X \) and any \( \bar{\xi} \in F' + N_{F'} \); see Figure 5.1. By Lemma 5.2 part 1,
\[ |\xi_i| \geq \frac{nr^2 + 1}{nr^2 + 1} |u_i| \text{ for all } i \in I^+_F \cup I^-_F. \] Therefore, \[ |\xi_i| \geq \frac{nr^2 + 1}{nr^2 + 1} |\xi_i| \geq |u_i| \text{ for all } i \in I^+_F \cup I^-_F. \] By the projection formula (5.15), for all \( i \in I^+_F \cup I^-_F \) the \( i \)-th coordinate of both \( \text{Proj}_X(\frac{nr^2}{nr^2 + 1} \xi) \) and \( \text{Proj}_X(\xi) \) are equal to \( \text{sign}(\xi_i)u_i \). This shows that they both lie on \( F \). By the geometry of projections, the vector \( \frac{nr^2}{nr^2 + 1} \xi - \text{Proj}_X(\frac{nr^2}{nr^2 + 1} \xi) \) is orthogonal to the face \( F \) that contains the projection \( \text{Proj}_X(\frac{nr^2}{nr^2 + 1} \xi) \). This proves (5.14).

By appealing to (5.14), one can reduce (5.13) to

\[
\int_{\mathbb{R}^d} \left\| \text{Proj}_X \left( \frac{nr^2}{nr^2 + 1} \xi \right) - \text{Proj}_X(\xi) \right\|^2 m(\xi) d\xi \tag{5.16}
\]

Using Lemma 5.2 part 2., we decompose the above integral as follows:

\[
(5.16) = \sum_{F \text{ face of } X} \int_{F^+ \cup N_{F^+}} \left\| \text{Proj}_X \left( \frac{nr^2}{nr^2 + 1} \xi \right) - \text{Proj}_X(\xi) \right\|^2 m(\xi) d\xi.
\]

where we have used the notation of Claim 5.5 for \( F^+ \). Using the formula in Lemma 5.2 part 1., we may simplify the integral further by introducing some additional notation. For any face \( F \) of \( X \), recall the notation \( I^+_F \) and \( I^-_F \) from Lemma 5.2. Let \( I^0_F := \{1, \ldots, d\} \setminus (I^+_F \cup I^-_F) \).

We introduce the decomposition of any vector \( y \in \mathbb{R}^d \) into \( y^+, y^-, y^0 \) where \( y^+ \in \mathbb{R}^{I^+_F} \) denotes the restriction of the vector \( y \) onto the coordinates in \( I^+_F \); similarly, \( y^- \in \mathbb{R}^{I^-_F} \) is \( y \) restricted to \( I^-_F \), and \( y^0 \) is \( y \) restricted to \( I^0_F \). Denote the corresponding domains \( D^+_F := \{z \in \mathbb{R}^{I^+_F} : z_i \geq \frac{nr^2 + 1}{nr^2} u_i\} \), \( D^-_F := \{z \in \mathbb{R}^{I^-_F} : z_i \leq -\frac{nr^2 + 1}{nr^2} u_i\} \) and \( D^0_F := \{z \in \mathbb{R}^{I^0_F} : -\frac{nr^2 + 1}{nr^2} u_i \leq z_i \leq \frac{nr^2 + 1}{nr^2} u_i\} \). By Lemma 5.2 part 1.,

\[
(5.16) = \sum_{F \text{ face of } X} \int_{D^0_F} \int_{D^-_F} \int_{D^+_F} \left\| \text{Proj}_X \left( \frac{nr^2}{nr^2 + 1} \xi \right) - \text{Proj}_X(\xi) \right\|^2 m(\xi) d\xi^- d\xi^+ d\xi^0
\]

\[
\leq \sum_{F \text{ face of } X} \int_{D^0_F} \int_{D^-_F} \int_{D^+_F} \left( \frac{1}{(nr^2 + 1)^2} \sum_{i \in I^+_F} \xi_i^2 \right) m(\xi) d\xi^- d\xi^+ d\xi^0
\]

where the inequality follows from Claim 5.5 which tells us that both \( \text{Proj}_X \left( \frac{nr^2}{nr^2 + 1} \xi \right) \) and \( \text{Proj}_X(\xi) \) lie on \( F \) and therefore coincide on the coordinates in \( I^+_F \cup I^-_F \); thus, the coordinates in \( I^+_F \cup I^-_F \) vanish in the integrand. Moreover, on any remaining coordinate \( i \) that is not set
to the bound \( u_i \) or \(-u_i\), the absolute difference in the coordinate is at most \[ \left| \frac{n\tau^2}{n\tau^2+1} \xi_i - \bar{\xi}_i \right| = \frac{1}{n\tau^2+1} |\xi_i|, \]
by the projection formula (5.15). Plugging in the formula for \( m(\xi) \), we get

\[ (5.16) \leq \left( \frac{n}{2\pi(n\tau^2+1)\det(\Sigma)^{1/d}} \right)^{d/2} \times \sum_{\text{face of } X} \int_{D_F^0} \int_{D_F^+} \left( \frac{1}{(n\tau^2+1)^2} \sum_{i \in I_F^0} \xi_i^2 \right) \int_{D_F^0} \int_{D_F^+} e^{-\frac{n\tau^2 \Sigma^{-1} \xi}{2(n\tau^2+1)}} d\xi^+ d\xi^- d\xi^0 \]

where the integral is evaluated using standard Gaussian integral formulas and \( C_F \) is a constant independent of \( \tau \), \( \dim(F) \) denotes the dimension of the face \( F \) and \( h(\xi^0, \tau) \) is a continuous function which is upper bounded on the compact domain \( D_F^0 \) for every \( F \) by a universal constant independent of \( \tau \).

We now observe that if \( I_F^0 = \emptyset \), i.e., \( F \) is a vertex of \( X \), then the integrand is simply 0 (in other words, when \( \xi \) lies in the normal cone of a vertex \( v \) of \( X \) translated by \( \frac{n\tau^2+1}{n\tau^2} v \), the projections \( \text{Proj}_X \left( \frac{n\tau^2}{n\tau^2+1} \xi \right) \) and \( \text{Proj}_X(\xi) \) are both equal to \( v \), and the integral vanishes). Therefore, we are left with the terms where the face has dimension at least 1. Thus, \((n\tau^2 + 1)^{(d-\dim(F))/2} \) can be upper bounded by \((n\tau^2 + 1)^{(d-1)/2} \). Since \( D_F^0 \) is a compact domain and \( h \) is a continuous function upper bounded by a universal constant independent of \( \tau \), we infer the following upper bound on the numerator

\[ \left( \frac{n}{2\pi(n\tau^2+1)\det(\Sigma)^{1/d}} \right)^{d/2} \cdot C \cdot (n\tau^2 + 1)^{(d-5)/2} \]

where \( C \) is a constant independent of \( \tau \).

**Denominator** Using the density formula for \( \pi_\tau(\mu) \), the denominator of (5.8) is

\[ \frac{1}{[2\pi \tau^2]^{d/2} \det(\Sigma)^{1/2}} \int_{\Omega_0} e^{-\mu^T \Sigma^{-1} \mu} \frac{1}{2\pi \tau^2} d\mu. \]
Combining the formulas for the numerator and denominator in (5.8), we have:

\[
\lim_{\tau \to \infty} \frac{\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|\mu - \delta_{SA}^n(\xi)\|^2 \pi(\xi|\mu) \pi(\mu)d\mu - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|\mu - \delta_{Bayes}(\xi)\|^2 \pi(\xi|\mu) \pi(\mu)d\mu}{\int_{\mathbb{R}^d} \pi(\xi)d\xi} 
\leq \lim_{\tau \to \infty} \left(\frac{n\tau^2}{n\tau^2 + 1}\right)^{d/2} \cdot C(n\tau^2 + 1)^{(d - 5)/2} \cdot \left(1/\int_{\Omega_0} e^{-\frac{\mu^T \Sigma^{-1} \mu}{2\tau^2}} d\mu\right)
\]

As \(\tau \to \infty\), \(\int_{\Omega_0} e^{-\frac{\mu^T \Sigma^{-1} \mu}{2\tau^2}} d\mu\) approaches the volume of \(\Omega_0\) which is strictly positive and the first term \(\left(\frac{n\tau^2}{n\tau^2 + 1}\right)^{d/2}\) goes to 1. Moreover, since \(d \leq 4\), the middle term \((n\tau^2 + 1)^{(d - 5)/2}\) goes to zero. Consequently, we have:

\[
\lim_{\tau \to \infty} \frac{\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|\mu - \delta_{SA}^n(\xi)\|^2 \pi(\xi|\mu) m(\xi) d\mu d\xi - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|\mu - \delta_{Bayes}(\xi)\|^2 \pi(\xi|\mu) m(\xi) d\mu d\xi}{\int_{\Omega_0} \pi(\mu)d\mu} = 0
\]

By Theorem 5.6, \(\delta_{SA}^n\) is admissible.

## 5.6 Future Work

To the best of our knowledge, a thorough investigation of the admissibility of solution estimators for stochastic optimization problems has not been undertaken in the statistics or optimization literature. There are several avenues for continuing this line of investigation:

1. The most immediate question is whether the sample average solution for the quadratic objective subject to box constraints continues to be admissible for dimension \(d \geq 5\). We strongly suspect this to be true, but our current proof techniques are not able to resolve this either way. Any attempt to adapt the dominance proof for the James-Stein estimators for \(\mu\) breaks down because of the presence of the box constraints. The problem seems to be quite different, and significantly more complicated, compared to the unconstrained case that has been studied in classical statistics literature.

2. The next step, after resolving the higher dimension question, would be to consider general convex quadratic objectives \(F(x, \xi) = x^T Q x + \xi^T x\) for some fixed positive
(semi)definite matrix $Q$ and the constraint $X$ to be a general compact, convex set, as opposed to just box constraints. We believe new ideas beyond the techniques introduced in this thesis are needed to analyze the admissibility of the sample average estimator for this convex quadratic program\(^3\). This problem is important in financial engineering where coherent risk measures can be modeled using the above $F(x, \xi)$.

3. One may also choose to avoid nonlinearities and stick to piecewise linear $F(x, \xi)$ and polyhedral $X$. Such objectives show up in the stochastic optimization literature under the name of *news-vendor type problems*. The current techniques of this thesis do not easily apply directly to this setting either. In fact, in the simplest setting for the news-vendor problem, one has a function $F : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ given by $F(x, \xi) = cx - p \min \{x, \xi\} + r \max \{0, x - \xi\}$ and $X = [0, U]$ for known constants $0 < r < c < p$ and some given bound $U > 0$. In this setting, the natural distributions for $\xi$ are ones whose support is contained in the nonnegative real axis. As a starting point, one can consider the uniform distribution setting where the mean of the uniform distribution is unknown.

4. For learning problems, such as neural network training with squared or logistic loss, what can be said about the admissibility of the sample average rule, which usually goes under the name of “empirical risk minimization”? Is the empirical risk minimization rule an admissible rule in the sense of statistical decision theory? It is also possible that decision rules that take the empirical risk objective and report a *local* optimum can be shown to dominate decision rules that report the global optimum, under certain conditions. This would be an interesting perspective on the debate whether local solutions are “better” in a theoretical sense than global optima.

---

\(^3\)When $Q$ is the identity and $X$ is a scaled and translated $\ell_2$ unit norm ball, as opposed to a box, the problem becomes equivalent to minimizing a linear function over the ball. Theorem 5.1 then applies to show admissibility in every dimension. This special case is also analyzed in [37].
Chapter 6

Scalable $N$-way matching of astronomy catalogs

6.1 Motivation

For a long time, astronomers have identified celestial objects by looking at the same part of the sky (after adjusting for the Earth’s rotation) and doing a cross matching between past and new observations. Nowadays, with the help of dedicated telescopes systemically scanning the same area that are able to capture various wavelength ranges of the electromagnetic spectrum, astronomers are able to generate lots of surveys that record different properties of objects in the observed area. The problem of associating an object’s independent detections coming from these independent catalogs is known as cross-identification or catalog matching. At this point, we would like to explain some terminology from astronomy for readers not familiar with the subject. Throughout the chapter, we use “object” to denote a physical celestial entity that exists in the observable universe. In addition, “source” and “detection” are used interchangeably to represent an observation of some celestial object that was captured in a catalog by a telescope.

This cross-identification problem has been successfully addressed using the Bayesian formalism, see [27] and [26] for a review. More recently, Budavári and Basu [25] formulated the matching problem as a search for globally optimal associations using combinatorial
optimization, where the marginal likelihood of the entire matched catalog is maximized, and used the Hungarian algorithm ([76]) to solve it. After their proof of concept and efficient assignment approach for two catalogs, Shi et al. [88] extended the algorithm to multiple catalogs using Integer Linear Programming, or ILP for short. However, they only tested their approach with three catalogs. In addition, they only considered a rather special case, where every source shares the same value of the uncertainty of the source directions.

In this chapter, we extend their algorithm to allow for matching across a higher number of catalogs. Also, the extension is applicable to situations where the uncertainty of the source directions are different. For simplicity, we will call this method CanILP, as the method considers all candidates for possible associations across independent detections and uses integer linear programming (ILP) to find the association that maximizes the likelihood of a global matching. As we will discuss later, this naïve extension to the approach in [88] does not scale very well with large number of catalogs. We improve on the previous studies by introducing a novel formulation, hereafter referred to as DirILP, where we use ILP to directly assign detections to objects.

Section 6.2 describes the new approach, and Section 6.3 illustrates how the new method scales better with the number of input catalogs. Section 6.4 discusses a public software tool to solve the catalog matching problem. Section 6.5 concludes the study.

### 6.2 Our Approach

To quantify the associations among independent detections, a relatively recent approach was developed that uses a hierarchical Bayesian formalism. This probabilistic approach to cross-identification was developed in [26]. Here, we will give a summary of the framework.

Suppose there are $C$ catalogs, indexed by $c \in \{1, \ldots, C\}$, with each catalog capturing $N_c$ sources respectively. Let $D_{ic}$ denote the astrometric data for source $i$ in catalog $c$. We will use the notation $(i, c)$ to denote source $i$ in catalog $c$. Thus, every observation is tagged with a tuple $(i, c)$. Associated with any such data point $(i, c)$ is a likelihood function $\ell_{ic}(\omega) = p(D_{ic}|\omega)$, for the unknown direction $\omega$ which can be thought of as the location of the underlying object producing the data for the source.
Every association hypothesis is a partition of the data (the union of all sources in all catalogs) into subsets, with sources in the same subset hypothesized to represent the same underlying object. Hence, the number of subsets in the partition will constitute the number of hypothesized objects. With $N_{\text{obj}}$ objects, we can index every object by an integer $o \in \{1, \ldots, N_{\text{obj}}\}$. In addition, let $S_o$ be the set of sources $(i, c)$ associated with object $o$ and $C_o$ be the list of catalogs containing sources associated with object $o$.

The hierarchical Bayesian framework can be described as follows. We wish to evaluate a “probability” for a particular partitioning of the data $\{D_{ic} : (i, c) \text{ source}\}$. An important feature of the hierarchical Bayesian framework is that the data from different associations are conditionally independent, given a partition $P$. More precisely, with each partition $P$, we associate a likelihood value that is factored across the associations in the partition:

$$
\mathcal{L}(P) \equiv p(\{D_{ic}\} | P) = \prod_o \mathcal{M}_o,
$$

where the marginal likelihood $\mathcal{M}_o$ for the associations of object $o$ is

$$
\mathcal{M}_o = \int d\omega \rho_{C_o}(\omega) \prod_{(i, c) \in S_o} \ell_{ic}(\omega).
$$

In the formula above, $\rho_{C_o}(\omega)$ is the prior probability of location of the object producing sources in the association set $C_o$.

On the other hand, the marginal likelihood for non-association of the sources in $S_o$ is

$$
\mathcal{M}_o^{\text{NA}} = \prod_{(i, c) \in S_o} \int d\omega \rho_c(\omega) \ell_{ic}(\omega),
$$

where $\rho_c(\omega)$ is the prior probability of locations for orphans in catalog $c$. The Bayes factor is defined as

$$
B_o \equiv \frac{\mathcal{M}_o}{\mathcal{M}_o^{\text{NA}}}. \tag{6.4}
$$

The larger the value of $B_o$, the more likely that the sources in $S_o$ are from the same object. In particular, a value of $B_o > 1$ indicates that we should treat these sources as
being produced from the same object $o$ rather than as orphans. Hence, the baseline to compare against is that every source comes from a distinct object. The goal is to choose the association hypothesis, i.e., the partition $P$, that has the highest Bayes factor. Thus, we wish to choose the one with maximum $\prod B_o$.

In order to calculate the Bayes factors $B_o$, we should first specify a distribution for the member likelihood function $\ell_{ic}(\omega)$. To describe directional uncertainty in astronomy observations, the Fisher distribution [43] is often assumed:

$$\ell_{ic}(\omega) \equiv f(x_{ic}; \omega, \kappa_{ic}) = \frac{\kappa_{ic}}{4\pi \sinh \kappa_{ic}} \exp \left( \kappa_{ic} \omega \cdot x_{ic} \right),$$

(6.5)

where $x_{ic}$ is the observed direction of source $(i, c)$, $\omega$ is the unit vector denoting the direction of the mode, and $\kappa_{ic}$ is a concentration parameter. When $\kappa_{ic} \gg 1$, the Fisher distribution approximates a Gaussian distribution with standard deviation (in radians) for each coordinate $\sigma_{ic}$ with $\kappa_{ic} = 1/\sigma_{ic}^2$ and the Bayes factor can be calculated analytically as shown in [27] as follows,

$$B_o = 2^{\mid S_o \mid - 1} \frac{\prod_{ic} \kappa_{ic}}{\sum_{ic} \kappa_{ic}} \exp \left( - \frac{\sum_{ic} \sum_{i'c'} \kappa_{ic} \kappa_{i'c'} \psi_{ic,i'c'}^2}{4 \sum_{ic} \kappa_{ic}} \right),$$

(6.6)

where $(i, c)$ and $(i', c')$ are all sources in subset $S_o$ and $\psi_{ic,i'c'}$ is the angle between the directions for sources $(i, c)$ and $(i', c')$.

The next section will discuss how the task of finding an association hypothesis that has the maximum overall Bayes factor $\prod B_o$ can be carried out using an integer linear programming formulation.

### 6.2.1 CanILP: Optimal Selection of Candidates

Recall from the discussion above that our goal is to maximize the overall likelihood over every object $o$ in a valid partition $P$, i.e. maximizing $\prod B_o$. This is equivalent to minimizing

$$- \sum_o \ln B_o.$$ 

(6.7)

Given a data set $D$ of all $(i, c)$ pairs for all catalogs $c$ and items $i$ in catalog $c$, we
introduce a binary variable $x_T$ taking values in \{0, 1\} for each nonempty subset $T \subseteq D$, with the interpretation that $x_T = 1$ indicates that the subset $T$ is included in the partition. To ensure the validity of the partition, we require

$$\sum_{T \ni (i,c)} x_T = 1$$

for every element $(i, c) \in D$. This forces every source $(i, c)$ to be included in exactly one subset of the partition. However, note that for an orphan $o, B_o = 1$. Hence, these coefficients do not contribute to the objective function and we could simply remove those subsets $T$ that have $|T| = 1$. From this, we could modify the above constraint to

$$\sum_{T \ni (i,c)} x_T \leq 1$$

for every element $(i, c) \in D$. In the final solution, if a source $(i, c)$ does not appear in any subset $T$, we treat it as an orphan. For example, in Figure 6.1, Source (2,1) is not included in any subset $T$, so, in the solution, we will include it as an orphan.

The final integer linear programming function is as follows,

$$\min \sum_T w_T x_T$$

subject to $x_T \in \mathbb{Z}$ and $0 \leq x_T \leq 1$ for all $T$,

and $\sum_{T \ni (i,c)} x_T \leq 1$ for all $(i, c) \in D$. \hfill (6.10)

Note that the formulation above can be used to solve the matching problem given any number of catalogs $C$. However, in [88], it was only applied to the 3-catalog case. Also, the authors of [88] only consider the case when $\kappa_{ic}$ values for all $(i, c) \in D$ are the same and equal to $\frac{1}{\sigma^2}$ for some $\sigma > 0$. In this paper, we attempt to extend and apply this approach to situations with a larger number of catalogs and where $\kappa_{ic}$ is different for distinct sources. However, as shown later in Section 6.3, even by making use of parallel computing, given a
maximum time of 1 day, the maximum number of catalogs we could handle is 20 catalogs. Hence, we develop another formulation of the catalog matching problem to handle more catalogs.

### 6.2.2 DirILP: Optimal Direct Associations

For simplicity, we first discuss the special case where the astronometric uncertainty of each detection is the same, i.e., $\sigma_{ic} = \sigma$ for each detection $(i, c)$.

Given a data set $D$, let $N$ be the total number of detections in all catalogs considered. The number of astronomical objects these represent will be at most $N$, corresponding to the hypothesis that every detection comes from a different object. Our goal is to find a mapping that matches each source to one (and only one) object. This association between a source and an object means that the source is an observation of that object in the sky. Note that it is possible for multiple sources to get matched with the same object. This represents the hypothesis that all of these sources are observations of the object. To capture the matching between a source $(i,c)$ and an object $o$, we introduce binary variables $\{x_{ic}^o\}$, where a given $x_{ic}^o = 1$ if the $(i,c)$ detection is associated with object $o$, and 0 otherwise.

Figure 6.2 illustrates how this approach works. For example, the arrow from Source $(2,1)$ to Object 1 representing an association means that $x_{21}^1 = 1$. Similarly, $x_{11}^3 = 0$ means no association, hence there is no arrow between the corresponding entries.

A partition $P$ can now be represented as $\{S_o : o \in \{1, 2, \ldots, N\}\}$, where $S_o := \{(i,c) : x_{ic}^o = 1\}$. Note that if for a given index $o \in \{1, \ldots, N\}$, $x_{ic}^o = 0$ for all $(i, c)$, then $S_o = \emptyset$ meaning that there is no set corresponding to $o$ in the association hypothesis.

Recall that the goal is to maximize the product of Bayes factors $\prod B_o$ (or to minimize $-\sum \ln B_o$) corresponding to these associations. Given an association $S_o$, assuming $\kappa_{ic} = \kappa$ for all source $(i, c)$, Equation (8) in [88] gives us

$$B_o = 2^{|S_o| - 1} \prod_{ic} \kappa \exp \left( -\frac{\sum_{ic} \sum_{i'c'} \kappa^2 \psi^2_{ic,i'c'}}{4 \sum_{ic} \kappa} \right)$$

$$= 2^{|S_o| - 1} \frac{\kappa^{\kappa |S_o|}}{|S_o|} \exp \left( -\kappa \frac{\sum_{ic} \sum_{i'c'} \psi^2_{ic,i'c'}}{4 |S_o|} \right)$$

(6.11) (6.12)
Figure 6.1: An illustration of CanILP. As can be seen on the left side, we assume there are 2 detections from Catalog 1 (Sources (1, 1) and (2, 1)), 1 detection from Catalog 2 (Source (1, 2)) and 2 detections from Catalog 3 (Sources (1, 3) and (2, 3)). In CanILP, we list all candidates for possible associations across independent detections, which are shown on the right side. These are the $x_T$ in the formulation. We then find the combinations of subsets that maximize the overall likelihood. Here, the solution given by CanILP indicates that the subsets $\{(1, 1), (2, 3)\}$ and $\{(1, 2), (1, 3)\}$ are included in the partition. These subsets, which are represented by a green color, correspond to the variables $x_{\{(1,1),(2,3)\}} = x_{\{(1,2),(1,3)\}} = 1$ in the model. On the other hand, all other variables $x_T = 0$. Notice that because Source (2, 1) does not appear in any of these subsets, so we treat it as an orphan. As a result, the association outputted by CanILP is $\{\{(1, 1), (2, 3)\}, \{(1, 2), (1, 3)\}, \{(2, 1)\}\}$. 
Figure 6.2: An illustration of DirILP. As in Figure 6.1, assume there are 2 detections from Catalog 1 (Sources (1,1) and (2,1)), 1 detection from Catalog 2 (Source (1,2)) and 2 detections from Catalog 3 (Sources (1,3) and (2,3)). In this case, the output of DirILP indicates that Sources (1,1) and (2,3) belong to the same object, that Sources (1,2) and (1,3) belong to the same object, and that Source (2,1) is an orphan. Notice that it is okay for an object to not have any source associated with it. The solution given by DirILP is \{\{(1,1),(2,3)\},\{(1,2),(1,3)\},\{(2,1)\}\}, which is the same as the one given by CanILP in Figure 6.1.
Hence,
\begin{align}
- \ln B_o &= \ln(2\kappa)(1 - |S_o|) + \ln |S_o| + \frac{\sum_{ic,i'c'} \kappa \psi_{ic,i'c'}^2}{4|S_o|} \tag{6.13}
\end{align}

We want to find the partition $P$ that minimizes $- \sum_o \ln B_o$. Notice that as of now, there are still several non-linear terms in $- \ln B_o$ so it is not yet a linear objective. To make use of ILP method, we will first need to rewrite this as a linear function. To do that, we introduce the following variables, defined for each $k \in \{0, \ldots, C\}$:

\begin{align}
z^o_k &= \begin{cases} 1 & \text{if } \sum_{ic} x^o_{ic} = k \\ 0 & \text{otherwise} \end{cases} \tag{6.14}
\end{align}

This variable captures the number of sources getting matched to object $o$, or the cardinality of the subset $S_o$. When $z^o_k = 1$, there are $k$ hypothesized observations of object $o'$ in the data. In addition, notice that at most 1 of the $z^o_k$ can be 1. We also introduce

\begin{align}
y^o_{ic,i'c'} &= \begin{cases} 1 & \text{if } x^o_{ic} = x^o_{i'c'} = 1 \\ 0 & \text{otherwise} \end{cases} \tag{6.15}
\end{align}

This is an indicator variable that checks whether the sources $(i, c)$ and $(i', c')$ belong to the same object $o$. In particular, $y^o_{ic,i'c'} = 1$ indicates the hypothesis that sources $(i, c)$ and $(i', c')$ are observations of object $o'$. We also have

\begin{align}
t^o = \begin{cases} \frac{\sum_{ic,i'c'} \kappa \psi_{ic,i'c'}^2 y^o_{ic,i'c'}}{4k} & \text{if } z^o_k = 1 \text{ for some } k \in [C] \\ 0 & \text{otherwise} \end{cases} \tag{6.16}
\end{align}

where $[C]$ represents the set of numbers $\{1, 2, \ldots, C\}$.

This variable captures the last term in $- \ln B_o$ for a subset $S_o$. In particular, when $z^o_k = 1$ for some $k \in [C]$, i.e. $|S_o| = k$ by definition of $z^o_k$, we have

\begin{align}
t^o = \frac{\sum_{ic,i'c'} \kappa \psi_{ic,i'c'}^2}{4|S_o|} \tag{6.17}
\end{align}

as desired, where the summation goes over all $(i, c)$ and $(i', c')$ in $S_o$. On the other hand,
when $z_o^0 = 1$, no detection is assigned to object $o$ so this term should contribute nothing to the objective function. Next, we introduce

$$p^o = \begin{cases} 
\ln(2\kappa)(1 - |S_o|) & \text{if } z_o^0 = 0 \\
0 & \text{if } z_o^0 = 1 
\end{cases}.$$ (6.18)

This variable captures the first term in $-\ln B_o$ for a subset $S_o$. It plays a similar role as $t^o$, i.e. when $z_o^0 = 1$, no detection is assigned to object $o$ so this term should contribute nothing to the objective function. On the other hand, if some sources are matched to object $o$, $p^o = \ln(2\kappa)(1 - |S_o|)$ as desired.

Finally, we will linearize the term $\ln|S_o|$ by breaking the natural log function into finitely many affine linear pieces. We first introduce constants $a_1, a_2, \cdots, a_C$, where $a_p = \ln(p) - \ln(p - 1)$, for $p = 2, \cdots, C$ and $a_1 = 0$. Then for each subset $S_o$, we define binary variables $w_1^o \geq w_2^o \geq \cdots \geq w_C^o$ and impose the constraint that $\sum_{p=1}^C w_p^o = \sum_{ic} x_{ic} = |S_o|$.

Using the new notation, we can now express $\ln|S_o|$ as a linear function of $w_p^o$: $\ln|S_o| = \sum_{p=1}^C a_p w_p^o$. To explain why this is the case, it is best to work with an example. Suppose 3 sources are matched with object $o$, so $|S_o| = 3$ and $\ln|S_o| = \ln 3$. Because $\sum_{p=1}^C w_p^o = |S_o| = 3$ and $w_p^o$ are 0/1 variables with $w_1^o \geq w_2^o \geq \cdots \geq w_C^o$, we have $w_1^o = w_2^o = w_3^o = 1$ and $w_4^o = w_5^o = \cdots \cdots = w_C^o = 0$. Then, $\sum_{p=1}^C a_p w_p^o = a_1 + a_2 + a_3 = (0) + (\ln 2 - \ln 1) + (\ln 3 - \ln 2) = \ln 3$, which is exactly $\ln|S_o|$.

Our objective function now becomes

$$\min \sum_o \left( p^o + \sum_p a_p w_p^o + t^o \right),$$ (6.19)

which is linear in the variables $p^o, w_p^o$ and $t^o$.

As can be seen in the definitions of these variables, there are certain relationships that still need to be modeled using linear constraints because ILP formulations only take linear constraints. The full ILP formulation is given in Appendix B.1, with detailed explanations for how the constraints model the relationships between the variables $x_{ic}^o, y_{ic,i'c'}^o, z_k^o, p^o, w_p^o$, and $t^o$. 
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Next, we remove the assumption that every source has the same measure of uncertainty $\kappa_{ic}$.

From equation 6.6, we have,

\[
-\ln B_o = (1 - |S_o|) \ln 2 - \sum_{ic} \ln \kappa_{ic} + \ln \sum_{ic} \kappa_{ic} + \\
+ \sum_{ic} \sum_{i'c'} \kappa_{ic} \kappa_{i'c'} \psi_{ic,i'c'}^2 \frac{4}{\sum_{ic} \kappa_{ic}}.
\]

(6.20)

where all the summations run over all $(i, c)$ and $(i', c')$ in $S_o$.

We use $x_{ic}^0, z_k^0$, and $y_{ic,i'c'}^0$ as defined in the special case of Section 6.2.2. We also introduce new variables to convert $-\ln B_o$ to a linear function.

We first try to linearize the term $\ln \sum_{ic} \kappa_{ic}$ using the same trick as when we linearize $\ln |S_o|$ in Section 6.2.2. We introduce constants $b_{min} \equiv b_1, b_2, b_3, \ldots$, where $b_{min} = \ln(\min_{ic \in D} \kappa_{ic})$; Also, define $b_{max} = \ln(C \times \max_{ic \in D} \kappa_{ic})$. Now, if we set an error threshold $\varepsilon$, then the $P \equiv \lceil \frac{b_{max} - b_{min}}{\varepsilon} \rceil$ constants $b_p$ are defined as $b_p = b_{min} + (p - 1) \times \varepsilon$, for $p = 1, 2, \ldots, P$. Then for each subset $S_o$, we define binary variables $\chi_i^p \geq \chi_2^p \geq \cdots \geq \chi_P^p$ and impose the constraint $\chi_i^p \exp(b_1) + \sum_{p=2}^P \chi_i^p \exp(b_p - \exp(b_{p-1})) \geq \sum_{ic} \kappa_{ic} x_{ic}^0$. Using the new variables, we have $\ln \sum_{ic} \kappa_{ic} \approx \chi_i^0 b_1 + \sum_{p=2}^P \chi_i^p (b_p - b_{p-1}) = \chi_i^0 b_{min} + \varepsilon (\sum_{p=2}^P \chi_i^p)$, since $b_p - b_{p-1} = \varepsilon$ for all $p \geq 2$.

Again, we will give an example to demonstrate how these variables $\chi_i^0$ work. Assume after looking at the data, we determine that $b_{min} = 29$ and $b_{max} = 33$. If we let $\varepsilon = 0.5$, then the value of constants $b_p$ are $\{29, 29.5, \ldots, 32.5, 33\}$. Now suppose there are 3 sources that are matched to an object $o$ with associated $\kappa_{ic}$ values of $5 \times 10^{12}, 8 \times 10^{12}$, and $10^{13}$. Then the true value of $\ln \sum_{ic \in S_o} \kappa_{ic}$ is $2.3 \times 10^{13}$, which evaluates to 30.77.

With the defined variables, the solution given by ILP is $\chi_1^0 = \chi_2^0 = \cdots = \chi_9^0 = 1$ and $\chi_2^0 = \cdots = \chi_9^0 = 0$ because $\chi_1^0 \exp(b_1) + \sum_{p=2}^P \chi_i^p (\exp(b_p) - \exp(b_{p-1})) = \exp(29) + \exp(29.5) - \exp(29) + \exp(30) - \exp(29.5) + \cdots + \exp(31) - \exp(30.5) = \exp(31) > 2.3 \times 10^{13}$, which satisfies the constraint $\chi_1^0 \exp(b_1) + \sum_{p=2}^P \chi_i^p (\exp(b_p) - \exp(b_{p-1})) \geq \sum_{ic} \kappa_{ic} x_{ic}^0$. Notice that setting the variables $\chi_6^0, \cdots, \chi_9^0 = 1$ will also satisfy the constraint. However, since we will
model our problem with a minimization objective, the optimal solution will force \( \chi_1 b_1 + \sum_{p=2}^{P} \chi_p^o (b_p - b_{p-1}) \) to be as small as possible. Finally, notice that in this case the value of \( \chi_1 b_1 + \sum_{p=2}^{P} \chi_p^o (b_p - b_{p-1}) \), which is used to approximate \( \ln \sum_{i_c \in S_o} \kappa_{i_c} \), is 31, which is close to the true value of 30.77.

Next, we will linearize the last term in Equation 6.20 by first introducing the constant \( c_{\min} = \min_{i_c \in D} \kappa_{i_c} \); also, define \( c_{\max} = C \times \max_{i_c \in D} \kappa_{i_c} \). Then by rounding these two values to the nearest 100, we can introduce grid points \( 0 \equiv c_0, c_1, c_2, \cdots, c_Q \), where \( c_1 \) is the nearest 100 of \( c_{\min} \), \( c_Q \) is the nearest 100 of \( c_{\max} \), and for all \( i > 2 \), \( c_i = c_1 + 100(i - 1) \). We then introduce

\[
U_k^o = \begin{cases} 
1 & \text{if } \sum_{i_c} (\kappa_{i_c}) \approx 100 x_{i_c}^o = c_k \\
0 & \text{otherwise}
\end{cases}, \tag{6.21}
\]

where \( k \) ranges in \( \{0, 1, \ldots, Q\} \) and the symbol \( \approx 100 \) is defined as rounding to the nearest 100. This variable attempts to approximate \( \sum_{i_c \in S_o} \kappa_{i_c} \), which appears in the denominator of the last term of Equation 6.20.

\( p^o \) and \( t^o \) are also very similar to the definitions in Section 6.2.2; however, we need to slightly modify them as follows:

\[
t^o = \frac{\sum_{i_c} \sum_{i_c'} \kappa_{i_c} \kappa_{i_c'} \psi_{i_c,i_c'} \gamma_{i_c,i_c'}^2 \gamma_{i_c,i_c'}^o}{4c_k}, \tag{6.22}
\]

if \( u_k^o = 1 \) for some \( k \in \{1, 2, \cdots, Q\} \), and \( t^o = 0 \) otherwise.

The reasoning for defining \( t^o \) this way is that if \( u_0^o = 1 \), \( \sum_{(i,c)} (\kappa_{i_c}) \approx 100 x_{i_c}^o = c_0 = 0 \). This happens only when \( x_{i_c}^o = 0 \) for all \( (i, c) \), i.e. no sources are matched to object \( o \). Hence, \( t^o \) should not contribute to the objective function, hence the value of 0. On the other hand, if \( u_k^o = 1 \) for some \( k > 0 \), by definition of \( u_k \), \( c_k \) is the best approximation to \( \sum_{i_c \in S_o} \kappa_{i_c} \). Thus,

\[
p^o = \frac{\sum_{i_c} \sum_{i_c'} \kappa_{i_c} \kappa_{i_c'} \psi_{i_c,i_c'} \gamma_{i_c,i_c'}^2 \gamma_{i_c,i_c'}^o}{4c_k}, \tag{6.23}
\]

as desired.

In addition, we modify \( p^o \) as follows,
\[ p^o = \begin{cases} (1 - |S_o|) \ln 2 & \text{if } z^o_0 = 0 \\ 0 & \text{if } z^o_0 = 1 \end{cases}. \quad (6.24) \]

This variable serves a similar function as in the special case, which is to capture the first term in Equation 6.20.

The objective function can now be written as

\[ \sum_o \left( p^o - \sum_{i,c} x^o_{ic} \ln \kappa_{ic} + \chi^o_{1b} b_{\text{min}} + \varepsilon \sum_{p=2}^P \chi^o_p + t^o \right), \quad (6.25) \]

which is linear in all the variables involved.

There are certain relationships that still need to be modeled using linear constraints because ILP formulations only take linear constraints. The full ILP formulation is given in Appendix B.2, with detailed explanations for how the constraints model the relationships between the variables \(x^o_{ic}, y^o_{ic,i',c'}, z^o_k, \chi^o_p, u^o_k, p^o,\) and \(t^o.\)

6.3 Mock Objects and Simulations

We consider the idealized case where all the catalogs capture the same astrological properties of objects in the sky, i.e. they detect the same set of objects. As we generate 100 objects and assume there are \(C\) distinct catalogs, we expect to see \(100 \times C\) sources and 100 \(C\)-way association sets. We will now show the catalog matching results using both of our approaches. The ILP programs in both approaches are solved using Gurobi, an optimization solver [57].

6.3.1 Special case: \(\kappa_{ic} = \frac{1}{\sigma^2}\) for every detection \((i,c)\)

CanILP formulation analysis. Observe that for the CanILP formulation in Section 6.2.1, we need to list all the possible valid subsets \(T \subseteq D\). We could do this by sequentially adding catalogs one by one and considering sources from the new catalog. However, this evaluates to \(101^C - 1\) subsets, which is exponential in terms of the number of catalogs \(C\). Hence, we first try to reduce the number of possible subsets by observing that sources that
are far away cannot be from the same object. So we can impose some distance constraints on the sources that are put into the same candidate association set. In doing so, we should be careful not to discard potentially true associations later on because say two sources from the first 2 catalogs that are far away might not be a 2-way matching; but, if on the third catalog, there is a source lying in the middle of the path between these 2 sources, the 3 sources together might be a 3-way matching.

That being said, this suggests an idea for dividing the whole region of the sky that is of interest into different islands where the sources are clustered together so that instead of solving one big problem, we could break it into smaller problems and make use of parallel computing. Essentially, we first apply a single-linkage clustering algorithm to our dataset, which is done using the DBSCAN algorithm with parameters “min samples” = 2 and “eps” = $5 \times \max_{i \in D} \sigma_i$. It turns out that for our simulation, most of these islands consist of only 1 source from each catalog. Hence, from now on, we will show the result for this scenario of having 1 source from each catalog. This situation is not peculiar to our simulation but is, in fact, observed in real data sets from multiple visits of the same part of the sky by the same telescope. Analysis for the multiple sources per catalog will be discussed later. As can be seen in Figure 6.3, even though we are able to handle more than 3 catalogs, the maximum number of catalogs we could analyze in a day is 20. The next paragraph discusses how far we could get using DirILP formulation.

**DirILP formulation analysis.** The main drawback from the previous approach is that the process of creating potential subsets $T$ is exponential in terms of the number of catalogs. Even if we consider the island, the number of nonempty subsets in such an island will still be $2^C - 1$, so creating the variables for the ILP takes a tremendous amount of time.

DirILP formulation attempts to fix that problem by reducing the time complexity to create the variables for the ILP to something that is polynomial in the total number of sources. However, since this catalog matching problem is intrinsically difficult, we still have to tackle the exponential complexity of the problem somewhere else: this appears in the time needed to solve the ILP. We believe that with advances in the field of integer linear programming, the Gurobi solver will be able to solve this problem more efficiently. It turns
out using DirILP, we are able to tackle up to 60 catalogs. The comparison for the total running time between CanILP and DirILP is shown in Figure 6.3. In addition, we also include the set up time and optimization time for each formulation in Figures 6.4 and 6.5.

Moreover, by including some heuristic constraints, such as imposing a time limit between incumbent solutions, on the Gurobi solver, we are able to push the DirILP further to handle 160 catalogs.

Finally, it is important to note that the associations given by CanILP and DirILP are the same and they match the ground truth perfectly. Hence, there is no difference in the accuracy of the matching between the two approaches. They only differ in their running time.
6.3.2 General case: $\kappa_{ic}$ is different for every detection $(i,c)$

For the general case, both approaches still give all correct associations that match the ground truth. However, as in the special case, DirILP is still more efficient at solving the matching problem than CanILP, as shown in Figure 6.6. We should point out that even though in this general setting, the optimal value found in DirILP is just an approximation of the Bayes factor associated with the ground-truth matching, the values are still quite close to each other. More importantly, the associations obtained from DirILP still match the ground-truth associations. Figures 6.6 - 6.8 show the total running time, time to set up the ILP, and time for Gurobi to solve the ILP, for both CanILP and DirILP in this general case.

![Figure 6.5: Optimization time comparison between the two formulations for the special case (Log Scale)](image1)

![Figure 6.6: Total running time comparison between the two formulations for the general case (Log Scale). Notice that CanILP chokes when there are 18 catalogs.](image2)
6.3.3 Multiple sources per catalog in each island

Recall that in the previous sections, we assume that in each island there is only one detection from each catalog, which is a reasonable assumption in many real-life situations. However, in this section, we would like to discuss scenarios when the uncertainty $\sigma_{ic}$ is large or the sky is very dense. These scenarios will result in islands where there might be multiple detections from each catalog in an island. It turns out that in our simulation, CanILP and DirILP still give the correct association under this scenario. However, both methods run much slower than in the previous scenario. We give an example of the running time for the 2 methods when there are 2 detections from each catalog. One can see how much worse it can get when the number of detections from each catalog becomes larger. Figure 6.9 shows the total running time for both CanILP and DirILP when there are 2 detections from each catalog in an island.
Figure 6.9: Total Running time comparison between the two formulations when there are 2 detections from each catalog in an island (Log Scale)

### 6.4 Software Tool

The software consists of two Python modules. The first module, `source_clustering.py`, takes a text file containing all Catalog IDs and, for each catalog, an Excel file with all the sources captured in that catalog together with their coordinates and uncertainty measure. It performs the DBSCAN algorithm to output different text files, each containing a list of \((i, c)\) sources together with their coordinates and uncertainty measure \(\sigma_{ic}\), corresponding to different islands.

After running the first module, users can then feed each of the outputted text file into the second module - `catalog_matching.py` to solve the catalog matching problem in an island. In addition, there is an optional argument for this module that allow users to pick which method they want to use to solve the problem: either “CanILP” or “DirILP”.

The software can be found at the url: https://github.com/tunguyen52/Nway-matching.

### 6.5 Discussion and Conclusion

We now give a brief explanation for the shape of the curves in Figures 6.3 - 6.8. For CanILP, since the number of variables is exponential in terms of the number of catalogs, under the log scale as in Figures 6.4 and 6.7, the time to create these variables and set up the ILP as a function of the number of catalogs is represented by a straight line. On the other hand, for DirILP, we have a curve with decreasing gradient instead of a straight line because the number of variables and constraints in this method is polynomial in the number of catalogs.
The explanation for the curves in Figures 6.5 and 6.8 are similar because the amount of time to solve an ILP generally depends on the number of variables and constraints in the problem. That being said, the curves in these two figures look more jagged because of some randomness involved in the optimization procedure. Finally, as most of the time to solve the catalog matching problem is spent on setting up the ILP, the curves in Figures 6.3 and 6.6 are very much similar to their counterparts in Figures 6.4 and 6.7, respectively.

We have shown how our two methods, CanILP and DirILP, can be used to solve the catalog matching problem. We now discuss in what situations does one of the 2 methods is preferred over the other. DirILP has shown more potential in handling large number of catalogs. However, when there are not many catalogs, in particular, when we have less than 12 catalogs, it is a bit faster to use CanILP. This is true for both the special case and the general case. When there are more than 12 catalogs and if the uncertainty parameter $\sigma_{ic}$ happens to be the same for every source $(i,c)$, it is recommended to use the DirILP formulation designed for the special case in Section 6.2.2 as it is more efficient. On the other hand, the formulation in Section 6.2.3 should be used when we have a different $\sigma_{ic}$ for every source.
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Appendix to Chapter 5

A.1 Proof of the consistency of $\delta_{SA}^{n}$ in Section 5.1.4

A.1.1 Proof of consistency of $\delta_{SA}^{n}$ for the linear case

Given $\xi^{1}, \xi^{2}, \cdots, \xi^{n}$, define

$$\overline{\xi}_{n} = \frac{\sum \xi^{i}}{n}.$$ 

Then $\delta_{SA}^{n}(\xi^{1}, \xi^{2}, \cdots, \xi^{n}) = \arg \min \left\{ \xi^{T} x : x \in \mathbf{X} \right\}$. Also, recall that $x(\mu) = \arg \min \left\{ \mu^{T} x : x \in \mathbf{X} \right\}$.

We now prove that

$$E \mu^{T} (\delta_{SA}^{n}(\xi^{1}, \xi^{2}, \cdots, \xi^{n}) - x(\mu)) \rightarrow 0 \text{ as } n \rightarrow 0.$$ 

Let $\varepsilon > 0$ be given.

Since $\mathbf{X}$ is compact, $\|x\|_{2} \leq K$ for $\forall x \in \mathbf{X}$ and for some $K$. Now, $\forall x \in \mathbf{X}$, we can write

$$\overline{\xi}_{n}^{T} x = \mu^{T} x + (\overline{\xi}_{n} - \mu)^{T} x.$$ 

By Cauchy-Schwartz,

$$|\overline{\xi}_{n}^{T} x - \mu^{T} x| = |(\overline{\xi}_{n} - \mu)^{T} x| \leq \|\overline{\xi}_{n} - \mu\|_{2} \cdot \|x\|_{2} \leq \|\overline{\xi}_{n} - \mu\|_{2} K$$

$$\mu^{T} x - \|\overline{\xi}_{n} - \mu\|_{2} K \leq \overline{\xi}_{n}^{T} x \leq \mu^{T} x + \|\overline{\xi}_{n} - \mu\|_{2} K$$

Plugging in $\delta_{SA}^{n}$, $\overline{\xi}_{n}^{T} \delta_{SA}^{n} \geq \mu^{T} \delta_{SA}^{n} - \|\overline{\xi}_{n} - \mu\|_{2} K \geq \mu^{T} x(\mu) - \|\overline{\xi}_{n} - \mu\|_{2} K$ (by def. of $\delta_{SA}^{n}$).
Plugging in $x(\mu)$, $\mu^T x(\mu) + \|\xi_n - \mu\|_2^2 K \geq \xi_n^T x(\mu) \geq \xi_n^T \delta_{SA}^n$ (by def. of $x(\mu)$).

Therefore,

$$-\|\xi_n - \mu\|_2^2 K \leq \xi_n^T \delta_{SA}^n - \mu^T x(\mu) \leq \|\xi_n - \mu\|_2^2 K$$

Using the left inequality,

$$-\|\xi_n - \mu\|_2^2 K \leq (\xi_n - \mu)^T \delta_{SA}^n + \mu^T (\delta_{SA}^n - x(\mu)) \leq \|\xi_n - \mu\|_2^2 K + \mu^T (\delta_{SA}^n - x(\mu))$$

Using the right inequality,

$$\mu^T (\delta_{SA}^n - x(\mu)) \leq \|\xi_n - \mu\|_2^2 K - (\xi_n - \mu)^T \delta_{SA}^n$$

Hence, we can conclude that $|\mu^T (\delta_{SA}^n - x(\mu))| \leq 2\|\xi_n - \mu\|_2^2 K$. Since $\xi_n \sim N(\mu, \frac{1}{n} \Sigma)$, $\xi_n - \mu \sim N(0, \frac{1}{n} \Sigma)$ and we have $\mathbb{E} \|\xi_n - \mu\|_2 = \sqrt{\frac{1}{n} \text{Tr}(\Sigma)}$. As $n \to \infty$, the RHS and hence $\mathbb{E} \|\xi_n - \mu\|_2 \to 0$. As a result, $\mathbb{E} \mu^T (\delta_{SA}^n - x(\mu)) \to 0$.

A.1.2 Proof of consistency of $\delta_{SA}^n$ for the quadratic case

Recall that $\delta_{SA}^n(\xi^1, \xi^2, \ldots, \xi^n) = \text{Proj}_X \xi_n$. In order to prove the asymptotic consistency of the sample average approximation rule, we need to show that $\mathbb{E}(\|\text{Proj}_X \xi_n - \mu\|_2 - \|\text{Proj}_X \mu - \mu\|_2) \to 0$. This is equivalent to proving $\mathbb{E} \|\text{Proj}_X \xi_n - \text{Proj}_X \mu\|_2 \to 0$ because by triangle inequality, we have $\|\text{Proj}_X \xi_n - \mu\|_2 - \|\text{Proj}_X \mu - \mu\|_2 \leq \|\text{Proj}_X \xi_n - \text{Proj}_X \mu\|_2$ and so if $\mathbb{E}(\text{RHS}) \to 0$, we have our result.
From the property of orthogonal projection, we know that \( \| \text{Proj}_X \xi_n - \text{Proj}_X \mu \|_2 \leq \| \xi_n - \mu \|_2 \). Using same argument as in the linear case, \( \mathbb{E} \| \xi_n - \mu \|_2 \to 0 \), which implies \( \mathbb{E} \| \text{Proj}_X \xi_n - \text{Proj}_X \mu \|_2 \to 0 \) and we are done.

A.2 Proof of Lemma 5.1 in Section 5.2

We consider 2 cases:

**Case 1:** \( \nabla F(0) \neq 0 \). Define \( \phi(t) = F(0 + t \nabla F(0)) \). Since \( F \) is continuously differentiable, \( \phi \) is continuously differentiable. In fact,

\[
\phi'(t) = \nabla F(t)^T \nabla F(0).
\]

Hence, \( \phi'(0) = \| \nabla F(0) \|^2 \), which is positive. By the continuity property of \( \phi \), there exists \( \bar{\alpha} > 0 \) such that \( \phi'(\alpha) > 0, \forall \alpha \in [0, \bar{\alpha}] \). Let \( \lambda \in (0, \bar{\alpha}] \). By the Mean Value Theorem,

\[
\phi(\lambda) = \phi(0) + \phi'(\eta)\lambda
\]

for some \( \eta \in [0, \lambda] \subseteq [0, \bar{\alpha}] \). As a result, for \( z = \lambda \nabla F(0), F(z) = F(\lambda \nabla F(0)) = \phi(\lambda) > 0 \).

**Case 2:** \( \nabla F(0) = 0 \). By the hypothesis, \( \exists d \in \mathbb{R}^d \) such that \( d^T \nabla^2 F(0)d > 0 \). Define \( \phi(t) = F(0 + td) \). Then, \( \phi'(t) = \nabla F(t)^T d \) and \( \phi''(t) = d^T \nabla^2 F(t)d \). Clearly, \( \phi(0) = \phi'(0) = 0 \) and \( \phi''(0) > 0 \). Hence, by the continuity property of \( \phi'' \), there exists \( \bar{\alpha} > 0 \) such that \( \phi''(\alpha) > 0, \forall \alpha \in [0, \bar{\alpha}] \). Let \( \lambda \in (0, \bar{\alpha}] \). By the Mean Value Theorem,

\[
\phi(\lambda) = \phi(0) + \phi'(0)\lambda + 1/2 \phi''(\eta)\lambda^2
\]

for some \( \eta \in [0, \lambda] \subseteq [0, \bar{\alpha}] \). As a result, for \( z = \lambda d, F(z) = F(\lambda d) = \phi(\lambda) > 0 \).
A.3 Proof of Lemma 5.2 in Section 5.2

First, notice that $X$ is a polyhedron given by $Ax \leq b$, where

$$A = \begin{bmatrix} 1 & 0 & \cdots & 0 & 0 \\ -1 & 0 & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 & 1 \\ 0 & 0 & \cdots & 0 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} u_1 \\ u_1 \\ \vdots \\ u_n \\ u_n \end{bmatrix}.$$ 

Let $F \subseteq X$ be a face. We know from Theorem 2.1 that there exists a subset $I \in \{1, \cdots, 2d\}$ such that $F = \{x \in P : A_I x = b_I\}$.

**Lemma A.1.** $N_F = \text{cone}(a^i, \ i \in I)$, where $a^i$’s are columns of matrix $A$.

**Proof.** **Forward inclusion:** Let $r \in N_F$ and $y \in \text{relint}(F)$. Define \( \text{cone}(X - y) := \{\lambda(x - y), x \in X, \lambda \geq 0\} \). Then, for all $v \in \text{cone}(X - y)$, we have

$$\langle r, v \rangle = \lambda \langle r, x - y \rangle \leq 0. \quad (A.1)$$

We now prove that \( \text{cone}(X - y) = \{v \in \mathbb{R}^d : \langle a^i, v \rangle \leq 0, \forall i \in I\} =: S \).

Let $v \in \text{cone}(X - y)$, i.e. $v = \lambda(x - y)$, for some $\lambda \geq 0, x \in X$. Then, $\forall i \in I, \langle a^i, v \rangle = \lambda \langle a^i, x - y \rangle \leq 0$ since $\langle a^i, x \rangle \leq b_i$ and $\langle a^i, y \rangle = b_i$.

Conversely, let $v \in S$, thus $\langle a^i, v \rangle \leq 0, \forall i \in I$. We will prove that $\lambda v + y \in X$ for some $\lambda > 0$ and hence $v \in \text{cone}(X - y)$. Indeed, for $i \in I$ and for any $\lambda > 0$, we have $\langle a^i, \lambda v + y \rangle = \lambda \langle a^i, v \rangle + \langle a^i, y \rangle \leq b_i$ because $\langle a^i, v \rangle \leq 0$ and $\langle a^i, y \rangle = b_i$. For $j \in [2d] \setminus I$, $\langle a^j, \lambda v + y \rangle = \lambda \langle a^j, v \rangle + \langle a^j, y \rangle$. Since $\langle a^j, y \rangle < b_j$, we can choose a $\lambda_j$ small enough so that $\lambda_j \langle a^j, v \rangle + \langle a^j, y \rangle \leq b_j$. By letting $\lambda = \min_j \{\lambda_j\}, \forall j \in [2d] \setminus I$. Hence, $v \in \text{cone}(X - y)$.

From Equation A.1, we know that $r \in \text{cone}(X - y)^\circ$ by definition. From the result above, this means $r \in S^\circ$. In fact, using Lemma 6.45 in [84], $S^\circ = \text{cone}(a^i, i \in I)$. Hence, $r \in \text{cone}(a^i, i \in I)$.

**Backward inclusion:** Let $r \in \text{cone}(a^i, i \in I)$, thus $r = \sum_{i \in I} \lambda^i a^i, \lambda > 0$. Then for any
\( x \in X, \) we have
\[
\langle r, y - x \rangle = \sum_{i \in I} \lambda^i \left( \langle a^i, y \rangle - \langle a^i, x \rangle \right) \geq 0
\]
because for any \( i \in I, \langle a^i, y \rangle = b_i \) and \( \langle a^i, x \rangle \leq b_i. \) Hence, by definition, \( r \in N_F. \)

For our polyhedron \( X, \) notice that every column of \( A \) has only 2 nonzero entries, corresponding to the inequalities \( x_i \leq u_i \) and \( -x_i \leq u_i. \) Hence, for a face \( F, \) because at most 1 of the 2 inequalities can become an equality, \( \forall i \in I, a^i = e_i \) or \( a^i = -e_i, \) where \( e_i \) is the unit vector in with 1 in the \( i \)th entry and 0 everywhere else. Now any \( x \in F + N_F \) can be expressed as \( y + \sum_{i \in I} \lambda_i a^i, \) for some \( y \in F, \lambda_i \geq 0. \) Then, for \( i \in I^+_F, x_i = u_i + \lambda_i \geq u_i. \) For \( i \in I^-_F, x_i = -u_i - \lambda_i \leq -u_i. \) Finally, for \( i \notin I^+_F \cup I^-_F, x_i = y_i, \) for some \( -u_i \leq y_i \leq u_i. \) Thus,
\[
F + N_F = \left\{ x \in \mathbb{R}^d : \begin{array}{l}
 x_i \geq u_i \quad i \in I^+_F \\
 x_i \leq -u_i \quad i \in I^-_F \\
 -u_i \leq x_i \leq u_i \quad i \notin I^+_F \cup I^-_F
\end{array} \right\}
\]

Finally, one can see from their definition that these sets \( F + N_F \) for different face \( F \) form a partition of \( \mathbb{R}^d. \)
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B.1 DirILP Formulation - Special Case

The ILP Formulation for DirILP when $\kappa_{ic} = \frac{1}{\sigma^2}$ for every source $(i, c)$ is given below.

The objective function we want to minimize is given by

$$\min \sum_{o} \left( p^o + \sum_{p} a_p w_p^o + t^o \right) \quad (B.1)$$

The following constraints restrict $x_{ic}^o, y_{ic,i'c'}, z_k^o, w_p^o$ to binary variables and $t^o$ to have non-negative values.

$$x_{ic}^o, y_{ic,i'c'}, z_k^o, w_p^o \in \mathbb{Z} \text{ and } 0 \leq x_{ic}^o, y_{ic,i'c'}, z_k^o, w_p^o \leq 1, \ 0 \leq t^o, \ \forall (i, c), k, p, o. \quad (B.2)$$

The next equation ensures that all sources $(i, c)$ need to belong to exactly one subset:

$$\sum_{o} x_{ic}^o = 1, \ \forall (i, c) \quad (B.3)$$

The following equation imposes that every subset takes no more than 1 source from each catalog.

$$\sum_{i} x_{ic}^o \leq 1, \ \forall o \in \{1, 2, ..., N\}, \ \forall c \in \{1, \ldots, C\} \quad (B.4)$$
The following set of constraints on $y_{ic,i'c'}^o$ is an implementation of the definition of $y_{ic,i'c'}^o$ in Section 6.2.2, which requires $y_{ic,i'c'}^o = 1$ only if $x_{ic} = x_{i'c'}^o = 1$:

\begin{align}
y_{ic,i'c'}^o &\geq x_{ic}^o + x_{i'c'}^o - 1, \\
y_{ic,i'c'}^o &\leq x_{ic}^o, \\
y_{ic,i'c'}^o &\leq x_{i'c'}^o,
\end{align}

for all $(i, c) \neq (i', c')$ and $\forall o$.

Since the cardinality of any subset from a partition $P$ is between 0 and $C$, the following equation states that only 1 of $z_k^o$ can take a value of 1.

$$\sum_{k=0}^{C} z_k^o = 1, \forall o,$$

The next constraint is the definition of $w_p^o$ as described in Section 6.2.2.

$$w_1^o \geq w_2^o \geq \cdots \geq w_C^o \text{ and } \sum_p w_p^o = \sum_{ic} x_{ic}^o, \forall o,$$

With the specific choice of the constant $M$ as defined below, the equation that follows becomes redundant when $z_k^o = 0$ since RHS will be negative and so $t_o \geq 0$ becomes the enforcing constraint, and when $z_k^o = 1$, the minimization forces $t^o$ to be equal to the first term of the RHS.

$$t^o \geq \sum_{ic,i'c'} \frac{\kappa \psi_{ic,i'c'}^2 y_{ic,i'c'}^o}{4k} - (1 - z_k^o)M, \forall o \text{ and } k \in \{1, 2, \cdots, C\},$$

where $M = \left[ \sum_{ic,i'c' \in D} \frac{\kappa \psi_{ic,i'c'}^2}{4} \right]$. 
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The following set of equations constitutes the definition of $z^o_k$.

\[
\sum_{ic} x^o_{ic} \leq k z^o_k + C(1 - z^o_k) \quad (B.11)
\]

\[
\sum_{ic} x^o_{ic} \geq k z^o_k, \quad (B.12)
\]

for all $k \in \{0, 1, 2, \cdots, C\}$ and for all $o$.

Finally, the last equation

\[
p^o \geq \ln(2\kappa)(1 - \sum_p w^o_p) - \ln(2\kappa)z^o_0, \quad \forall o, \quad (B.13)
\]

ensures that for an empty subset $S_o$, $p^o = 0$, hence contributing nothing to the objective. This is because when $z^o_0 = 1$ (nothing is assigned to subset $S_o$), $w^o_p = 0, \forall p$. As we are minimizing the objective function with respect to $p^o$, $p^o$ will be set to 0. On the other hand, when $z^o_0 = 0$, the constraint becomes $p^o \geq \ln(2\kappa)(1 - \sum_p w^o_p)$ and again, since we are minimizing, $p^o$ will equal this value.

**B.2 DirILP Formulation - General Case**

Below, we give the ILP Formulation for DirILP when $\kappa_{ic}$ is different for distinct sources $(i, c)$. Some of these constraints are similar to the special case so we will only give explanations for the new constraints, which are shown after the ILP formulation.
\[
\min \sum_{o} \left( p^{o} - \sum_{ic} x_{ic}^{o} \ln \kappa_{ic} + \chi_{o}^{b_{\min}} + \varepsilon \sum_{p=2}^{P} \chi_{p}^{o} + t^{o} \right)
\]

subject to \(x_{ic}^{o}, y_{ic,i',c'}^{o}, z_{k}^{o}, \chi_{p}^{o}, u_{k}^{o} \in \mathbb{Z}\) and \(0 \leq x_{ic}^{o}, y_{ic,i',c'}^{o}, z_{k}^{o}, \chi_{p}^{o}, u_{k}^{o} \leq 1, \ 0 \leq t^{o}, \)

\[
\sum_{o} x_{ic}^{o} = 1, \ \forall (i, c), \quad (B.14)
\]

\[
\sum_{i} x_{ic}^{o} \leq 1, \ \forall o \in \{1,2,\ldots,N\}, \ \forall c \in \{1,\ldots,C\} \quad (B.15)
\]

\[
y_{ic,i',c'}^{o} \geq x_{ic}^{o} + x_{i',c'}^{o} - 1
\]

\[
y_{ic,i',c'}^{o} \leq x_{ic}^{o}, \quad \forall (i, c) \neq (i', c') \quad \text{and} \ \forall o, \quad (B.16)
\]

\[
y_{ic,i',c'}^{o} \leq x_{i',c'}^{o}
\]

\[
\sum_{k=0}^{C} z_{k}^{o} = 1, \ \forall o, \quad (B.17)
\]

\[
\sum_{k=0}^{Q} u_{k}^{o} = 1, \ \forall o, \quad (B.18)
\]

\[
\chi_{1}^{o} \geq \chi_{2}^{o} \geq \cdots \geq \chi_{p}^{o} \quad \text{and} \quad \chi_{1}^{o} \exp(b_{1}) + \sum_{p=2}^{P} \chi_{p}^{o}(\exp(b_{p}) - \exp(b_{p-1})) \geq \sum_{ic} \kappa_{ic} x_{ic}^{o}, \ \forall o, \quad (B.19)
\]

\[
\ell^{o} \geq \sum_{ic} \sum_{i',c'} \kappa_{ic} \kappa_{i',c'} \psi_{ic,i',c'}^{2} y_{ic,i',c'}^{o} \frac{1}{4c_{k}} - (1 - u_{k}^{o})M, \ \forall o \quad \text{and} \quad k \in \{1,2,\ldots,Q\}, \quad (B.20)
\]

\[
\sum_{ic} x_{ic}^{o} \leq k z_{k}^{o} + C(1 - z_{k}^{o}), \ \forall k \in \{0,1,2,\ldots,C\} \quad \text{and} \ \forall o, \quad (B.21)
\]

\[
\sum_{ic} x_{ic}^{o} \geq k z_{k}^{o}
\]

\[
\sum_{ic} (\kappa_{ic})^{100} x_{ic}^{o} \leq c_{k} u_{k}^{o} + M'(1 - u_{k}^{o}), \ \forall k \in \{0,1,2,\ldots,Q\} \quad \text{and} \ \forall o, \quad (B.22)
\]

\[
\sum_{ic} (\kappa_{ic})^{100} x_{ic}^{o} \geq c_{k} u_{k}^{o}
\]

\[
p^{o} \geq (1 - \sum_{ic \in S_{o}} x_{ic}^{o}) \ln 2 - z_{0}^{o} \ln 2, \ \forall o. \quad (B.23)
\]

where \(M = \left\lfloor \frac{\max_{ic \in D} \kappa_{ic}^{2} \sum_{ic,i',c\in D} \psi_{ic,i',c'}^{2}}{4 \min_{ic \in D} \kappa_{ic}} \right\rfloor \) and \(M' = C \max_{ic \in D} \kappa_{ic} \).

Equation B.18 combined with Equation B.22 says that the value of \(\sum_{ic \in S_{o}} \kappa_{ic}\) will be approximately equal to \(c_{k}\) for some \(k \in \{0,1,2,\cdots,Q\}\). Equation B.19 is the definition of \(\chi_{p}^{o}\) as described in Section 6.2.3. Again, this gives an approximation for \(\sum_{ic \in S_{o}} \kappa_{ic}\).
List of notation

aff($A$) ...... the affine hull of $A$
conv($A$) ...... the convex hull of $A$
dim($A$) ...... the dimension of $A$
relint($A$) ...... the relative interior of $A$
$[n]$ ...... the set of integers $\{1, \ldots, n\}$
$\mathbb{R}_+$ ...... the nonnegative real numbers
$\mathbb{R}_+^n$ ...... the vectors in $\mathbb{R}^n$ with nonnegative entries
$\mathbb{R}_+^{n \times k}$ ...... the collection of real-valued $n \times k$ matrices
$\mathbb{Z}_+$ ...... the set of nonnegative integers
$\mathbb{Z}_+^n$ ...... the set of vectors in $\mathbb{R}^n$ with nonnegative, integer entries
$A \times B$ ...... the Cartesian product of two sets $A$ and $B$
Tr($A$) ...... Trace of matrix $A$
$1_m$ ...... the vector of all 1’s in $\mathbb{R}^m$
i.i.d. ...... independent and identically distributed
$\mathcal{N}(\mu, \sigma^2)$ ...... the normal distribution with mean $\mu$ and variance $\sigma^2$
$\mathbb{E}(X)$ ...... the expected value of a random variable $X$
$\mathbb{V}(X)$ ...... the variance of a random variable $X$
$\mathbb{P}(A)$ ...... probability of event $A$
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