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Abstract

The spread of false information online has become a leading threat to the stability and security of democracies across the globe, as misleading information continues to influence the behaviors and attitudes of increasingly polarized populations. Existing literature makes clear that there is great value in both human-centered and technology-based approaches to countering mis/disinformation, and that a sustainable, long-term, whole-of-society solution will require a practical combination of both measures. However, this field of study lacks a clear understanding of under what circumstances each individual approach may be more or less sufficient. This paper will test the notion that as time sensitivity increases in cases of widespread mis/disinformation, that the use of technology-based solutions, involving fact-checking services and the removal of false content and users online, becomes increasingly effective as the primary tool employed to mitigate the effects of mis/disinformation. The method used in this study is a qualitative content analysis of cases of national crises in the United States, including the COVID-19 Pandemic and the rise of Domestic Violent Extremism (DVE). Altogether, the results of this study point to the insufficiencies of technology-based solutions acting alone to mitigate the effects of widespread mis/disinformation specifically under time sensitive conditions associated with national crises. However, this analysis highlights the apparent strengths, weaknesses, and associated challenges of both technology-based and human-centered approaches to mitigating the effects and increasing civic resiliency to mis/disinformation online. In doing so, the study provides further insights into the ways in which technology-based and human-centered approaches can be employed simultaneously, and often in sync with one another, to have the greatest impact.
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Introduction

The spread of false information online has become a leading threat to the stability and security of democracies across the globe, as misleading information continues to influence the behaviors and attitudes of increasingly polarized populations. Most people are not prepared to effectively navigate this complex information environment, largely due to a public deficit in awareness of the issue and media literacy skills, as well as insufficient technological solutions to identify, debunk, and limit the spread of false and misleading information across the internet. Martin Lessenski, author of the Media Index 2021 report, states, “the infodemic has created a trust crisis; eroding trust in medical and scientific knowledge and institutions, as well as in the governance necessary to lead and manage the response to an increasingly all-encompassing crisis – health, social and economic.”\(^1\) The damaging effects of a growing body of disinformation and harmful, polarizing content circulating the media, combined with broader lack of preparedness across the general public to safeguard themselves against these influences is increasingly evident, elevating the need for a systemic solution to address this issue. Such a solution will involve a combination of human-centered and technology-based measures to mitigate the effects of widespread mis/disinformation. While each approach varies in their individual objectives, the measures involved in each strategy will ideally operate in concert with one another to reach the same overarching goal of countering and mitigating the effects of mis/disinformation. As each approach encompasses varying strengths, weaknesses and challenges, this paper will use a

---

qualitative comparative case study analysis to explore if under certain conditions, one approach may prove to be sufficient on its own.

Human-centered approaches focus on broad education and awareness of the issue, while technology-based approaches focus on leveraging technological measures and platforms to flag, remove, and debunk false and misleading information and limit the number of users spreading this content online. It is important to note the key elements of each approach that distinguish these strategies from one another. Based on existing literature, the identified goals of a human-centered approach are to build civil society’s capacity to mitigate and counter disinformation by raising public awareness of the issue and equipping individuals with the knowledge and skills necessary to develop healthy habits in navigating the online information environment.\(^2\) Practitioners aim to fulfill these objectives through educational media literacy interventions, mass communication efforts on behalf of public and private entities to highlight reliable sources of information, and whole-of-society strategies to enhance public trust in institutions and the media. Overall, the outcomes of this approach will prepare individuals to better differentiate between factual and misleading or fake content online. This includes a multitude of practices and procedures including the heightened and strategic use of critical thinking skills, identifying reliable sources, maintaining situational awareness of the threat and proliferation of mis/disinformation, and understanding the tactics, techniques and procedures of those creating and spreading mis/disinformation online.\(^3\) The goals of technology-based approaches include leveraging advanced technology and algorithms to detect false information online, communicate debunked falsehoods or clarify instances of misleading information, and identify and remove


nefarious actors producing and spreading mis/disinformation online. The ideal outcomes of this approach are to limit public exposure to mis/disinformation and the subsequent, and largely negative, impact this exposure will have on society.⁴

Additionally, human-centered approaches are generally proactive, as to pre-emptively and systemically prepare the population to face the threat of mis/disinformation. Although there are proactive measures that technology-based platforms can take, such as limiting the mechanisms through which false and misleading information can spread by removing features that inevitably recommend misleading content based on users’ activity, current technology-based solutions are primarily considered to be reactive. Moreover, in the case of human-centered solutions, the responsibility falls primarily on civil society to acquire and apply the awareness, knowledge and skills necessary to become healthy producers and consumers of information online. In the case of technology-based solutions, the responsibility falls primarily on online platforms that disseminate and spread information, predominantly media organizations, social media platforms and various other private and government entities, to develop and leverage, as well as regulate, technological solutions to effectively prevent and limit the spread and impact of mis/disinformation. Furthermore, it is important to acknowledge that these approaches often exist on very different timelines. A human-centered approach serves as an ongoing, long-term, sustainable and systemic measure to address the issue of mis/disinformation. On the other hand, technology-based solutions, while evolving and hopefully improving over time, serve as more of an immediate, short-term remedy to address the problem. Finally, many experts evaluate how the different approaches operate under varying frameworks. These scholars point to technology-

based approaches as taking on a “war perspective” of the issue, while human-centered approaches take on a “societal perspective.” The war perspective generally evaluates mis/disinformation as an act of war that should be countered by a type of technology-based “weapon,” while the societal perspective will leverage communications and educational interventions to broaden and enhance civil society’s ability to counter mis/disinformation.5

Finally, while misinformation refers to false information that is spread without the intention to mislead, disinformation refers to information that is deliberately misleading or biased.6,7 For the purpose of this study, I will group these terms together, as it is the combination of widespread misinformation and disinformation surrounding the COVID-19 pandemic, as well as the disinformation surrounding the 2020 U.S. Presidential election and the misinformation that followed, that I will evaluate. While the extent and ways in which both forms of information spread will vary, and so will the impact, misinformation and disinformation contribute to the same overarching problem of an increasingly misinformed and polarized society.

Literature Review

Human-Centered Approaches – Strengths

Given that media literacy education is a relatively new discipline, most of the existing literature on the efficacy of media literacy interventions is produced by practitioners of this discipline themselves, rather than scholars assessing the big picture of this approach. These

practitioners have contributed to the literature in summarizing the programs they have helped developed and implement, and the findings of these interventions.

A large portion of the research supporting a human-centered approach to mitigating the effects of mis/disinformation points to the value and efficacy of media literacy educational interventions. According to the National Association for Media Literacy Education, media literacy encompasses, “the ability to access, analyze, evaluate, and communicate media messages in a variety of forms.” Research has shown that a greater understanding of the nature of information being produced and spread across the media will allow individuals to exercise greater control in how they interpret and respond media messages. There is a large body of research that has explored the impact of media literacy instruction on the cognitive skills, attitudes, and behaviors of young people. These studies have shown that media literacy education can help individuals learn to employ critical thinking skills in assessing information online, determine the credibility of online sources and content, recognize diverse and plentiful points of view, recognize the impact one’s own messages may have on others within the information environment, understand the role of media in one’s culture, and more clearly understand the goals of the author(s) creating or spreading information. Additionally, education focused on media literacy has been proven to enhance a sense of unity between people, providing opportunities for engagement with civil society and reducing polarization within communities.
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12 Ministry of Education and Culture, Media Literacy, p. 6
Research also suggests that media literacy education has the potential to increase individual’s willingness and interest in developing the awareness, knowledge, and skills necessary to operate more responsibly within media culture.\textsuperscript{13} This is particularly important, as the role of self-education will be essential in the pursuit of building and maintaining a healthier information environment in the future.\textsuperscript{14}

While the harmful effects of mis/disinformation are seen across society, the lack of knowledge, skills and awareness necessary for individual’s to be resilient against mis/disinformation and propaganda is especially clear amongst students. Recent studies assessing levels of media, digital and news literacy amongst students illustrate an urgent need to expand educational resources and formal training to prepare the population to think more critically about the information they are engaging with daily. One report published by Stanford’s Graduate School of Education revealed that college students were easily duped by biased websites with “high production values” including links to news organizations and “polished” ‘About’ pages, and that 80% of middle schoolers couldn’t tell the difference between sponsored content and actual news stories.\textsuperscript{15} The report concluded that a greater focus and emphasis on media literacy is necessary to prepare young individuals to be informed and effective consumers of information.\textsuperscript{16}

\textsuperscript{13} Ministry of Education and Culture, \textit{Media Literacy}, p. 5
\textsuperscript{14} Ministry of Education and Culture, \textit{Media Literacy}, p. 5
\textsuperscript{16} Donald, "Stanford Researchers," Stanford Graduate School of Education.
A series of media literacy interventions have demonstrated both a moderate and positive impact in improving participants’ beliefs, attitudes, and behaviors related to media,\textsuperscript{17} including a recent RAND report which revealed that media literacy interventions were more effective in improving consumer beliefs, attitudes and behaviors related to media than were fact-checking practices and public warnings about Russian propaganda.\textsuperscript{18} Scholars suggest that educating civilians in media literacy has the potential to enhance public trust and attitudes toward institutions and one another, and exemplifies how a human-centered approach to countering disinformation serves as a sustainable, long-term solution to the growing problem.

Finally, while enhancing media literacy is a core component of human-centered approaches, this strategy also encompasses raising overall public awareness through individual efforts and collaboration amongst both public and private entities at the local, state and national levels. This includes raising awareness of emerging patterns and trends related to mis/disinformation online and according to a diverse array of subjects and/or unfolding or upcoming events. Existing research points to the value of broad public communication efforts to highlight reliable sources of information, such as news and media organizations encouraging citizens to seek public health information from trusted medical professionals versus online social media platforms. For example, a project funded by USAID points to the value of Civil Society Organizations (CSOs) to organize nationwide information and transparency campaigns to raise greater awareness about disinformation techniques and objectives.\textsuperscript{19} The project also points to

\textsuperscript{19} USAID, "Countering Disinformation: Track, Inform, Engage, Inspire," East West Management Institute, last modified April 16, 2020, \url{http://ewmi-access.org/countering-disinformation-track-inform-engage-inspire/}. 
the importance of recognizing the successes of community level organizations to garner greater government support and funding for these organizations to build in capacity and reach.  

*Human-Centered Approaches – Weaknesses and Challenges*

While the literature predominantly points to the positive potential of a human-centered approach to mitigating the effects of mis/disinformation, existing research also points to the deficiencies and challenges associated with this resolution.

Many scholars have called into question whether media literacy helps to enhance the public’s trust in the media and public institutions, or if it leads to individual’s developing greater levels of suspicion toward these entities that are detrimental to society.  

Building off this point, additional research suggests that media literacy and educational interventions that are delivered, at least in part, by representatives of government, media and other public institutions which maintain low levels of trust, will be ultimately ineffective. Based on these cases, many speculate that government bodies are not well positioned to be the entity directly involved in delivering media literacy interventions. This, however, presents a challenge in developing and delivering a human-centered approach to countering mis/disinformation, as public sector organizations are evidently integral in the funding and formal implementation of large-scale public interventions. Governing bodies maintain the funding, resources, networks and mechanisms to allow local and community level civil society organizations, NGO’s, media regulatory authorities, and academic

---

20 USAID, "Countering Disinformation: Track, Inform, Engage, Inspire.”
institutions to partner with one another and ultimately create and employ effective media literacy interventions.\textsuperscript{22}

Moreover, many scholars and skeptics argue that, regardless of public awareness and education on the subject, the existing values, opinions, and biases of individuals will remain the main factor driving one’s susceptibility to believing and amplifying mis/disinformation online.\textsuperscript{23} In line with this argument, limited studies also suggest that higher levels of media education make it easier to construct arguments and spread information favoring one’s existing beliefs.\textsuperscript{24}

On another note, insufficient research and lack of clarity surrounding effective versus ineffective practices and processes involved in delivering media literacy interventions is problematic. This poses a significant challenge for policymakers, curriculum developers, researchers, and various teachers and trainers to understand and assess what media literacy interventions work best, and the best approaches to program implementation and scaling.\textsuperscript{25} Additionally, wide-ranging interpretations of media literacy competencies pose challenges in aggregating research on the effectiveness of media literacy interventions.\textsuperscript{26} There is also an absence of a common evaluation framework in order to make effective comparisons between a diverse range of media literacy projects with the same overarching goal.\textsuperscript{27} While measurement indicators exist to evaluate media literacy skills across the population, these indicators often vary by program, school, and at the national and regional levels. While most interventions are evaluated by comparing the results of assessments completed before and after an intervention,

\begin{flushright}
\textsuperscript{22} Huguet, Kavanagh, Baker and Blumenthal, “Exploring Media”
\textsuperscript{23} Bulger and Davison, \textit{The Promises}; Huguet, Kavanagh, Baker and Blumenthal, “Exploring Media”
\textsuperscript{24} Huguet, Kavanagh, Baker and Blumenthal, “Exploring Media”
\textsuperscript{25} Ibid.
\textsuperscript{26} Ibid.
\end{flushright}
they are often carried out using self-reporting mechanisms with no robust or standardized measures of effectiveness, and no third party or governing body providing external validity.\(^{28}\)

Experts also emphasize how the specific goals of individual interventions often vary. For example, one study asks, “Is media literacy about instilling confidence, about prompting behavior change, or about creating new practices of media creation? The different goals outlined will require varying mechanisms for assessing levels of effectiveness.”\(^{29}\)

*Technology-Based Approaches – Strengths*

The primary strengths of technology-based approaches outlined in the literature point to technology as providing an effective means to prevent and limit the spread of false and misleading information online, which will in turn limit the negative impact of mis/disinformation on society.\(^{30}\) Findings from recent studies point to the potential for fact-checking and debunking practices to improve individuals’ perceptual accuracy of political and medical misinformation.\(^{31}\) For example, studies found that fact-checking has an overall positive effect on political beliefs and that the correction of health-related misinformation has a positive impact on perceptions of topics related to public health.\(^{32}\) Studies also show that fact-checking often increases accuracy in political issues perception, and that “tags such as *disputed* or *rated false* make users perceive false headlines as less accurate.”\(^{33}\) Many experts also highlight the value of online features

---


\(^{29}\) Bulger and Davison, *The Promises*.


\(^{32}\) Ibid.

\(^{33}\) Ibid.
allowing users to submit fact-checking requests to media entities and third-party fact-checking services such as PolitiFact.com, which leverage technology to assess the reliability of a source and validity of content. These features help enable collaboration and coordination between the public, civil society organizations, media outlets, and private organizations disseminating information. Research also points to the efficacy of grassroots fact-checking organizations ability to productively respond to rapid changes in the dis/misinformation environment.

Technology-Based Approaches – Weaknesses and Challenges

The literature points to various shortcomings and challenges associated with technology-based solutions to mitigating the effects of widespread mis/disinformation. These include the difficulty in ensuring that all technologists, journalists and other professionals responsible for providing fact-checking services are sufficiently educated in best practices in identifying falsehoods or misleading information online, differentiating between the two, and avoiding potential biases in doing so.

Additionally, as was also the case with human-centered approaches, the effectiveness and overall positive impact of technological solutions rely largely on the public’s level of trust in the media and the private, non-partisan institutions regulating online content and providing resolutions such as fact-checking services. A lack of public trust will limit the impact of these measures and may even cause further confusion surrounding major events and enhance polarization on key issues facing society. While there is limited research surrounding which entities are considered and proven to be most reliable in providing technology-based solutions,

---

35 Siwakoti et al., "How COVID."
many researchers stress the importance of non-governmental entities such as civil-society organizations providing these services in order to limit the impact that a broader lack of trust in public institutions will have on the effectiveness of these measures.\(^{37}\)

Moreover, fact-checking and other solutions such as automated filters and blocking and debunking techniques run the risk of imposing on freedoms of speech and potentially producing false positives, which may result in the “backfire effect.”\(^{38}\) The “backfire effect” refers to the idea that in cases where information aligns directly with one’s strong ideological beliefs, calling out this content as wrong will lead these individuals to more firmly believe the information.\(^{39}\)

The literature also points to difficulties in streamlining fact-checking measures across online platforms.\(^{40}\) Different fact-checking services maintain different mechanisms and systems for classifying content and assigning it a corresponding tag or label to communicate whether the information is entirely false, a conspiracy theory intended to incite violence based on false claims, or simply misleading information.\(^{41}\) While experts claim that these rating scales can help to avoid confirmation bias, varying systems for applying these rating scales is likely to cause confusion and limit the positive impact these services will have on users. This raises the bar for ensuring that the population is robustly educated on the varying systems and practices used to assess and categorize content, sources, and accounts in order for these measures to be effective.

Recent research also highlights how nefarious actors spreading mis/disinformation online are adapting their tactics and techniques to transcend these technological countermeasures. Research indicates that, “Rather than spreading objectively verifiable falsehoods,

\(^{37}\) Huguet, Kavanagh, Baker and Blumenthal, “Exploring Media”
\(^{38}\) Stoilova et al., *Rapid Evidence*.
\(^{40}\) Dizikes, “The Fact-Checking.”
\(^{41}\) Ibid.
mis/disinformation campaigns are increasingly based on ‘soft facts’ comprised of malleable information whose provenance is uncertain and thus harder to debunk.”

Additionally, a study conducted by the Brookings Institution determined that the extent to which an individual was “informed” about a particular subject largely determined their ability to accurately assess the credibility of a source of information when encountering a fact-check. The study involved quizzing people on a list of 25 facts that had been checked by certified fact-checking groups, and then showing participants a fact-check about one of the issues they were previously quizzed on. Those who were classified as misinformed, referring to those who were confident that they knew the answer to a specific question when they are actually mistaken, proved to be the least affected by exposure to the fact-check. These people were also more likely to report the fact-check as biased. In discussing the results of the study, researchers noted the need for broader attitudinal changes in individuals for these services to be more effective.

Finally, research examines the limited effectiveness of technology-based solutions given that this approach is broadly classified as non-systemic. The literature suggests that while these measures should not be underestimated, their successes are limited according to time and adaptability. This argument emphasizes how, by the time false or misleading content has been debunked, “the world of media has already moved on, producing a vast number of new items in the process.” This idea highlights the rapid emergence of new sites and user accounts as others

---

44 Ibid.
45 Ibid.
46 Ibid.
47 Vojtěch Bahenský. “On Perspectives on Disinformation.”
are being flagged or removed for their practices in generating and spreading mis/disinformation. This leads to a never-ending game of “whack-a-mole,” which, regardless of the technical measures in place, private entities can never truly win.

*The Power of Human-Centered and Technology-Based Approaches Working Together*

While it is important to debunk and limit the spread of as much false and misleading content as possible to limit exposure and the overall impact on society, it is equally critical to equip civil society with the knowledge, skills, and tools necessary to be resilient to the mis/disinformation that does fall through the cracks of technology-based countermeasures. Therefore, experts conclude that the solution lies in the synergy of human-centered and technology-based measures, complementing one other to enhance defenses and increase resiliency.

The U.S. Department of State’s Global Engagement Center (GEC) highlights the efficacy of a counter-brand approach to address the malign foreign influence of U.S. adversaries seeking to advance their own agendas via comprehensive disinformation campaigns. This is an example of an approach that will be most effective in leveraging the strengths of both technological analyses of disinformation campaigns and comprehensive educational curriculum on the subject. In order to employ counter-brand campaigns, entities must gather information about the tactics, techniques and procedures (TTP’s) of foreign adversaries and domestic extremist groups in order to identify trends of mis/disinformation and build a substantial, evidence-based case against these actors. This information then must be shared with the population in a way that is far-

---

49 Academic and Think-Tank Research on Common Practices for Countering Disinformation (Global Engagement Center, n.d.).
reaching and effective and paints an accurate picture of the nefarious activities of U.S. adversaries. This collaborative process depicts how fact-checking and debunking services, enabled by advanced technology, play a key role in the development of media literacy education material. For example, the Alethea Group is an organization that helps private companies figure out how to fight disinformation online based on varying case studies they conduct surrounding significant events such as the United States withdrawal from Afghanistan.\textsuperscript{50} The group “detects and mitigates instances of disinformation and social media manipulation to help clients navigate the new digital reality,” combining technical measures with broader public education to communicate tactics and trends of online mis/disinformation to a variety of entities.\textsuperscript{51} Moreover, one study compared the ways that PhD historians, professional fact-checkers, and Stanford University students evaluated online social and political information.\textsuperscript{52} The results indicated that while the historians and students used trust metrics to evaluate information, which include variables that can be easily manipulated by sophisticated online actors, that fact-checkers more often took the approach of leaving the website to quickly research its validity. The fact-checkers were able to identify trustworthy information significantly quicker than the historians and students, likely due to their strong understanding of how information is disseminated online.\textsuperscript{53} This research provides further support for the idea that there is a lot that civil society can learn from professionals trained to assess the credibility and validity of online sources and content.

Finally, scholars reference concepts surrounding System 1 and System 2 thinking, developed by notable psychologist and economist Daniel Kahneman, to highlight the importance of both technology-based and human-centered approaches operating in synch with one another.

\textsuperscript{50} Alethea Group, https://www.aletheagroup.com/resources/categories/case-studies.
\textsuperscript{51} Alethea Group.
\textsuperscript{52} Bulger and Davison, \textit{The Promises}.
\textsuperscript{53} Ibid.
The literature notes how, “System 1 cognition is automatic and produces instant judgments in less than a second, whereas System 2 cognition is deliberate and requires cognitive effort, and that individuals usually do not invoke System 2 cognition unless they notice something amiss that requires deeper thought.” Working within this framework, one study highlights how an effective intervention would involve an adequate fact-checking flag that first produces a strong enough response to stop a user from passively consuming the information, and subsequently prompting this user to activate their system 2 thinking in order to determine that the information is false or misleading. The study also found that training raised the effectiveness of flags on user’s beliefs, as the fact-checking flags that combined System 1 and System 2 interventions were more than twice as effective following training. This conclusion points to the notion that entities can raise the effectiveness of their technology-based measures by further educating users.

Finally, while scholars continue to acknowledge the value of technology-based approaches such as fact-checking, experts increasingly point to the pitfalls of this approach and emphasize the demand for greater awareness and comprehensive civic education on the subject. Altogether, the literature increasingly points to the need for a ‘societal perspective’ on the issue, which will demand broader systemic changes and reforms necessary for long-term resilience against the threats posed by mis/disinformation.

55 Dennis, Kim, and Moravec, *Appealing to Sense*.
56 Ibid.
Gaps in the Research

Existing literature makes clear that there is great value in both human-centered and technology-based approaches to countering mis/disinformation, and that a sustainable, long-term, whole-of-society solution will require a practical combination of both measures. However, this field of study lacks a clear understanding of under what circumstances one individual approach may be more or less sufficient in serving as the primacy tool employed in counter-mis/disinformation campaigns. In recognizing the impact of mis/disinformation surrounding time sensitive events, this study will explore whether technology-based solutions can effectively serve as the primary tool employed to mitigate the effects of mis/disinformation in times of national crises within the United States.

Hypothesis

My hypothesis is that as time sensitivity increases in cases of widespread mis/disinformation, that the use of technology-based solutions, involving fact-checking services and the removal of false content and users online, becomes increasingly effective as the primary tool employed to mitigate the effects of mis/disinformation.

Methodology

The method used in this study will be a qualitative comparative case study analysis of cases in which mis/disinformation was spread widely across the internet, specifically amongst social media platforms, and is reasonably presumed through available data to have had a
negative impact on society despite the application of technology-based solutions to counter the proliferation of this content. The cases I will evaluate will be scenarios of national crises in the United States. I have chosen to focus my study on cases of national crises as these scenarios are characterized by a large degree of time sensitivity. This aligns with my hypothesis, which states that I would expect these time sensitive national crises to create an environment in which technology-based measures will be sufficient as the primary measure employed to mitigate the effects of mis/disinformation. This hypothesis relies on the notion that technology-based solutions serve as an effective short-term, more immediate remedy to mis/disinformation. For the purpose of this study, I will define periods of national crisis as, “a situation or time at which a nation faces intense difficulty, uncertainty, danger or serious threat to people and national systems and organizations, and a need for non-routine rules and procedures emerge accompanied with urgency,” as described by the IGI Global Study, “A Proposed Framework for Incorporating Big-Data Technology in National Crisis Management Center.”

The national crises I will evaluate will be the COVID-19 Pandemic and the rise of Domestic Violent Extremism (DVE) in the United States. Regarding the COVID19 Pandemic, I will focus on the proliferation of vaccine mis/disinformation surrounding the public health crisis, and the impact of this false and misleading content on the public’s willingness to be vaccinated. Regarding the rise of DVE in the United States, I will focus on the proliferation of mis/disinformation surrounding the 2020 Presidential election and how this led to an influx of further mis/disinformation to include conspiracy theories and hate speech, and the impact of this on the rise of DVE ideologies and activities, culminating in the January 6th Insurrection. In both cases, I will evaluate technology-

---

Based measures taken, predominantly by private entities, media organizations, and social media platforms, to prevent and limit the spread of mis/disinformation and reduce the impact this content had on public attitudes and behavior. I will evaluate whether the technology-based solutions were effective in doing so, and then draw conclusions regarding the overall effectiveness of these measures to serve as the primary approach employed to limit the spread, as well as the attitudinal and behavioral impact on the American public, in time sensitive cases such as national crises within the United States. If I find my hypothesis to be disproven, I will provide an assessment of how a greater emphasis on a human-centered approach to complement technological measures may have provided a better outcome. However, there will be no direct comparison of technology-based and human-centered approaches in the context of these cases, as the focus of the study remains on the effectiveness and sufficiency of technology-based solutions in cases of time sensitivity such as during the COVID-19 pandemic and the rise of DVE.

My data includes metrics and trends regarding the spread of false or misleading information on social media platforms, surveys outlining public information consumption habits and the attitudinal or behavioral indicators of the impacts of mis/disinformation, and various studies and news media surrounding technology-based measures taken by private entities to counter the spread of mis/disinformation in these specific cases. My criteria for evaluating whether the data presented confirms or denies my hypothesis includes a careful evaluation of attitudinal and/or behavioral outcomes in each situation. Regarding the COVID-19 pandemic and the proliferation of mis/disinformation concerning vaccines, I will evaluate the general populations’ willingness to be vaccinated. Regarding the proliferation of mis/disinformation about the 2020 U.S. Presidential election and subsequent falsehoods and conspiracy theories
fueling DVE movements, I will evaluate the presence and rise of violence contributing to DVE activity in the United States.

The limitations of this study include the challenges associated with measuring both the spread and the attitudinal and behavioral impact of mis/disinformation. The impact of mis/disinformation is a significant and rising concern amongst the population, but how to effectively measure the influence of mis/disinformation is still largely unknown. Additionally, my conclusions regarding the effectiveness and/or ineffectiveness of the countermeasures employed are drawn from a limited subset of information regarding the proliferation of mis/disinformation surrounding these national crises, the degree of spread and level of impact of this content, and the amount and type of measures taken to prevent the spread and influence of this content. Finally, my analysis is conducted under the premise that the variables of widespread mis/disinformation regarding the COVID19 pandemic and the 2020 U.S. Presidential election, as well as ideologies fueling DVE groups, are reasonably linked to overall vaccination rates and attitudes, and the presence and rise of violence contributing to DVE activity.

Data

COVID-19

Widespread Disinformation about the COVID-19 Vaccine

Reports prior to COVID-19 revealed that most search results for the term “vaccine” were anti-vaccine, backed mainly by two online groups spreading misinformation, each with over 140,000 members.\(^{59}\) Recent studies indicate that this trend has grown tremendously in the

proliferation of mis/disinformation surrounding the COVID-19 vaccine. NewsGuard, a journalism and technology tool that tracks online misinformation and rates the credibility of news platforms across the U.S., recently reported that 519 of the 6,730 (approximately 7%) domains they’ve rated have published COVID-19 misinformation.60 Recent research also suggests that there is a “disinformation dozen” of accounts behind the majority of COVID-19 vaccine mis/disinformation circulating Facebook, Instagram and Twitter.61 They claim that this “disinformation dozen” produces approximately 65% of the anti-vaccine misinformation across social media platforms.62 These studies also discovered that many of these accounts have been active on social media for years and have remained largely unchecked by technology platforms’ efforts to limit the spread of false and misleading content on their sites.63 Finally, one Facebook account that is associated with the conspiracy-oriented website World Truth TV repeatedly posted content claiming that the COVID-19 vaccine contains a microchip.64 This claim was made in over 100 posts over 6 months and is projected to have been shared with an audience of roughly 1.7 million Facebook users.65

62 Ibid.
63 Ibid.
64 "Sizing the Infodemic," NewsGuard.
65 Ibid.
News Consumption via Social Media Leads to Widespread exposure to COVID-19 Vaccine Mis/Disinformation

According to a 2021 Pew Research Center survey, approximately half of Americans reported getting some (30%) or most (18%) of their news and vaccine information from social media sites.\(^6\) Although, 33% of respondents noted social media as an important, but not the most important way to gather news on the COVID-19 vaccine.\(^6\) The portion of those surveyed who noted social media as an important source of vaccine information was higher among those who regularly consume news via social media.\(^8\) Facebook was reported to be the most popular platform that Americans rely on for news, totaling approximately 31% of respondents. Finally, those that reported regularly gathering news from the eight social media sites referenced in the survey also asserted that social media is an effective way to keep up with developing news.\(^9\)

Efforts, Successes, and Failures of Social Media Platforms to Address and Limit the Proliferation of COVID-19 Mis/Disinformation

Facebook reports to having removed over 3,000 accounts and 20 million pieces of content related to the spread of mis/disinformation about COVID-19 and the COVID-19 vaccine since the onset of the pandemic.\(^7\) Facebook has also allegedly removed 16 accounts associated with the “Dirty Dozen,” and imposed significant penalties on 22 others, including removing

---


\(^7\) Ibid.

\(^8\) Ibid.

\(^9\) Ibid.

content or users, moving certain posts lower down in the news feed, or discontinuing the recommendation of these posts to other users.\textsuperscript{71} Twitter also suspended two of the accounts associated with the “Disinformation Dozen,” removed approximately 22,400 tweets for violating policies regarding information about COVID-19, and added flags linking questionable content to credible vaccine information.\textsuperscript{72} Facebook also added features directing users to reliable sources of COVID-19 related information such as World Health Organization and pledged hundreds of millions of dollars to support journalists, local news outlets, fact-checking organizations, and various marketing efforts to make up for the loss of advertising revenue from removing problematic ads posted to pages spreading mis/disinformation.\textsuperscript{73} Facebook later extended these efforts to the messaging platform WhatsApp, using AI to identify and then shut down spam accounts sending automated messages including false and misleading content.\textsuperscript{74} YouTube has taken steps to adjust their policies in order to ban popular conspiracy theories such as those connecting COVID-19 to 5G technology, and Google has leveraged automated and manual review systems to identify and remove fake reviews and misinformation about healthcare locations on Google Maps.\textsuperscript{75} Google has also developed a fact-check explorer feature, which gives users the ability to search for content that has been fact-checked.\textsuperscript{76}

While these measures have seen some success in limiting the proliferation of COVID-19 mis/disinformation on social media, many of these technology-based solutions have fallen short

\textsuperscript{72} Bond, "Unwelcome on Facebook," npr.
\textsuperscript{74} "Coronavirus: How Are the Social Media Platforms Responding to the 'Infodemic'?”
\textsuperscript{75} Ibid.
\textsuperscript{76} Ibid.
of limiting the negative impact this threat continues to have on the stability of society. In evaluating the responses of Facebook and Twitter to the “Disinformation Dozen” discovery, reports indicate that many of the accounts linked to this identified list are still available and easily accessible on these platforms. Experts describe these platforms’ insufficient measures as being linked to their strict policies distinguishing between “harmful vaccine misinformation that contradicts credible public health information” and “negative vaccine sen Ministry of Education and Culture, *Media Literacy*, p. 6 timent that is a matter of opinion” and the subsequent actions that can be legally and reasonably taken under each circumstance.77 A NewsGuard Tech report evaluating the spread of COVID-19 vaccine misinformation found that for most (approximately 72%) of the false and misleading content they identified on Facebook, the platform did not provide any warning, fact-checking label, or links to reliable sources of COVID-19 related information.78 The assessment also found that the posts that were labeled as fact-checked by third-party organizations did not maintain the same labels when they were made and/or shared by other Facebook pages or in different threads of content.79 Additionally, multiple Facebook accounts earlier identified by NewsGuard Tech as spreading misinformation related to COVID-19 have remained operational and continue to share misinformation with large audiences. The report highlights how three of these accounts have even seen a significant uptick in “likes” of their page and content.80 Finally, Facebook has faced significant backlash for its failure to block

77 Bond, "Unwelcome on Facebook," npr.
79 Ibid.
80 Ibid.
the #VaccinesKill hashtag in a timely-enough manner to limit the spread of misleading information containing this tag.\textsuperscript{81}

\textit{Impact of Widespread Mis/Disinformation about COVID-19 on American’s Intent to Get Vaccinated}

The Covid States Project has used large-scale surveys administered to a sample of approximately 20,699 Americans from all 50 states and Washington, D.C. to monitor COVID-19 related issues since the onset of the coronavirus outbreak. The project recently gathered data on where Americans were gathering COVID-19 related news from, referencing Facebook, CNN, Fox, MSNBC, the Biden administration, and Newsmax.\textsuperscript{82} The report revealed that those who got their news predominantly from Facebook were less likely to get vaccinated than the average American and non-Facebook users.\textsuperscript{83} Results also noted that the relationship was stronger for the 16\% of those who got their news only from Facebook and no additional alternative sources.\textsuperscript{84} Of this 16\%, only 47\% indicated that they were vaccinated, and 25\% noted that they would not get vaccinated. Facebook users were also found to be more likely to believe false narratives about the COVID-19 vaccine than users more active on alternative platforms.\textsuperscript{85}

A Nature Human Behavior study measuring the impact of COVID-19 vaccine misinformation on vaccination intent in the U.S. and U.K. found that misinformation generated a


\textsuperscript{83} Ibid.

\textsuperscript{84} Ibid.

\textsuperscript{85} Ibid.
6.4% decrease in intent to be vaccinated among Americans.\textsuperscript{86} Additionally, a BMJ Global Health Study assessing the relationship between social media and vaccine hesitancy found that a 1-point upward shift on a 5-point disinformation scale was correlated with a 2% decline in mean vaccinations year over year.\textsuperscript{87} This data displays the impact of mis/disinformation surrounding COVID-19 and the COVID-19 vaccine on the American population’s willingness and intent to be vaccinated.

\textbf{2020 U.S. Presidential Election and the Rise of Domestic Violent Extremism (DVE)}

Widespread mis/disinformation surrounding the 2020 U.S. Presidential election served as a catalyst for the emergence and spread of misleading information and conspiracy theories which have driven the networks and motivations of domestic violent extremist movements in the United States.\textsuperscript{88} This pattern is particularly concerning because many of the individuals consuming and sharing this mis/disinformation are true believers of the content they are exposed to and continue to use this content as justification for violence. In this case, it becomes clear that the proliferation of disinformation can quickly and dangerously translate into widespread misinformation, further amplifying the negative impact on society. Another problem with the spread of conspiracy theories across the information environment is that this feeds into an existing paradigm of the general public’s inability to recognize disinformation.

\textsuperscript{87} Wilson and Wiysonge, Social media and vaccine hesitancy \textit{BMJ Global Health} 2020; https://gh.bmj.com/content/bmjgh/5/10/e004206.full.pdf
\textsuperscript{88} Center for an Informed Public, Digital Forensic Research Lab, Graphika, & Stanford Internet Observatory (2021). The Long Fuse: Misinformation and the 2020 Election. Stanford Digital Repository: Election Integrity Partnership. v1.3.0 Available at: https://purl.stanford.edu/tr171zs0069
2020 U.S. Presidential Election Mis/Disinformation

According to a recent MIT study, false political news is the category of mis/disinformation most frequently shared on Twitter. The study revealed that false political news reached over 20,000 people nearly three times as fast as other types of false news reached 10,000 people.\(^8^9\)

The Election Integrity Partnership (EIP) gathered data on false and misleading content leading up to the 2020 election. The study found that 72% of the individual pieces of mis/disinformation gathered were related to the delegitimization of the election.\(^9^0\) The findings from the study included how misleading stories often focused on unreliable mail-in voting and accusations of fraud and discarded or destroyed ballots.\(^9^1\) The EIP report concluded that despite the lack of evidence of voter fraud in the 2020 U.S. Presidential election, a large portion of the population still believe that the election was stolen.\(^9^2\)

According to a 2021 Yahoo News/YouGov poll, 29% of Americans (1,552 surveyed) remain in question of the 2020 election results.\(^9^3\) The survey indicates that 66% of Republicans continue to insist that “the election was rigged and stolen from Trump” and 28% of independent voters shared that they think, “Trump was the rightful winner of the 2020 election.”\(^9^4\)
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\(^9^0\) Center for an Informed Public, Digital Forensic Research Lab, Graphika, & Stanford Internet Observatory, “The Long Fuse.”

\(^9^1\) Ibid.

\(^9^2\) Ibid.

\(^9^3\) Caitlin Dickson, "Poll: Two-thirds of Republicans Still Think the 2020 Election Was Rigged," Yahoo News, last modified August 4, 2021, https://news.yahoo.com/poll-two-thirds-of-republicans-still-think-the-2020-election-was-rigged-165934695.html?guccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig=AQAAALYQPDAJteflhCLjynprRNsah7ht8q05gOCucsTYQn9YWewkmMVpBto0DUFdG1aGTV84H3sgrCMOzrl2GvkhaxIF95gws232rkKHbIyeEVl0rIIJRGG2wVwJRIINEisXXptMvAzIoXUTpZQE3M7xFRjhVoS7RQLpaG7YhG7FyQcnK.
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Election Mis/Disinformation as a Catalyst for Misinformation Driving DVE Movements

The Election Integrity Partnership (EIP) report also highlighted how the narrative of a stolen election quickly transformed into the #StopTheSteal movement, arousing the organization of online DVE groups and nationwide protests. This data also demonstrated how prominent right-leaning figures often transformed one-off stories into broader narratives characterizing the election as a hoax. Finally, the report highlights the challenges associated with fact-checking operations, including attempts to debunk non-falsifiable information and noting how fact-checks often risk attracting greater attention to debunked content.

Widespread exposure to the misinformation and conspiracy theories driving DVE movements is evident through the rapid rise in popularity of online groups such as QAnon. QAnon began as an online conspiracy group in 2017 and in 2019 was classified by the FBI as a domestic terrorism threat. The group has gained traction across the U.S. population through the spread of numerous conspiracies including Democrats’ involvement in child sex-trafficking, an imminent deep-state coup against former President Donald Trump, and the credibility of the COVID-19 pandemic. Recent studies revealed that almost 1 in 5 Americans have believed a conspiracy theory generated and spread by QAnon, and the uptick in online followers of these movements in recent years continues to amplify this threat. For example, one group that has supported and praised the January 6th Insurrection continues to post conspiracy theories,
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misleading information, and calls for violence in private groups such as “The Patriot Party,” which at one point comprised of over 23,500 members.\textsuperscript{101}

Finally, although social media platforms have increased measures to crack down on these groups’ activity on their platforms, available data shows that users have not been deterred and have simply migrated to alternative social networks and messaging platforms such as Gab, Telegram and Parler.\textsuperscript{102} Immediately following the January 6\textsuperscript{th} Insurrection, Telegram reported to have attracted 25 million new users, and Tgstat, a platform collecting Telegram user analytics, noted 370,000 additional subscribers to the Trump Telegram channel following the Insurrection.\textsuperscript{103} An abundance of messages discovered on Telegram also revealed far-right extremists advocating for violence leading up to the inauguration of President Joe Biden.\textsuperscript{104}

\textit{Efforts, Successes and Failures of Social Media Platforms to Address and Limit the Proliferation of COVID-19 Mis/Disinformation}

In response to the rise of hate groups spreading conspiracy theories and calls for violence online, Facebook reported having hired 35,000 new employees to address safety and made significant investments in AI and other advanced technologies to spot harmful, false and misleading content online.\textsuperscript{105} Facebook also reported having suspended their “recommendations” feature for political groups prior to the 2020 U.S. Presidential Election and claimed to have

\begin{itemize}
  \item \textsuperscript{101} David Mack, Ryan Mac, and Ken Bensinger, "If They Won't Hear Us, They Will Fear Us': How the Capitol Assault Was Planned on Facebook," BuzzFeed News, last modified January 19, 2021, https://www.buzzfeednews.com/article/davidmack/how-us-capitol-insurrection-organized-facebook.
  \item \textsuperscript{102} Bond, "Unwelcome on Facebook," npr.
  \item \textsuperscript{103} Gian M. Volpicelli, "Trump's Mob Is on Telegram and They're Already Getting Organized," Wired, last modified January 14, 2021, https://www.wired.co.uk/article/trump-telegram.
  \item \textsuperscript{104} Ibid.
\end{itemize}
leveraged their own technical tools to remove more than 25 million pieces of terrorism-related content on their platform since 2018.106

An investigation conducted by The Markup, a nonprofit newsroom that evaluates how powerful institutions are using technology to alter society,107 used data collected on 1,900 Facebook users to evaluate the influence of Facebook’s “recommendation” feature on the spread of false and misleading content on the platform. The investigation found that Facebook continued to recommend political groups to users through January of 2021.108 The investigation also revealed that a handful of these groups included misleading information about election fraud and users promoting the storming of the Capitol on January 6th.109 More specifically, the “Stop the Steal” group which formed in response to claims of election fraud and eventually lead the movement sparking the January 6th Insurrection, grew and remained widely active and accessible on Facebook long after the platform claimed to have stopped recommending political groups as a means to limiting the spread of mis/disinformation.110

Additionally, the Tech Transparency Project (TTP) found that while Facebook did take actions against users promoting DVE ideologies and movements, that new groups and pages simply continued to pop up on the platform, with limited disruption in their communications and spread of harmful content.111 The report pointed specifically to groups such as the Oath Keepers and Three Percenters, which are characterized as militant movements that preach distrust of the
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federal government and contributed to calls for violence that led to the January 6th Insurrection.\footnote{112}{"Facebook Ran Recruitment Ads for Militia Groups," Tech Transparency Project}

Additionally,\sloppy The Guardian\footnote{112}{"Facebook Ran Recruitment Ads for Militia Groups," Tech Transparency Project} points to the presence and ongoing reach of QAnon on online platforms as evidence of Facebook and other social media giants’ failures to regulate the growth of these groups and the broader flow of mis/disinformation on their platforms.\footnote{113}{Wong, "Revealed: QAnon," The Guardian.} A recent report noted the presence of over 170 QAnon groups, pages and accounts across Facebook and Instagram, garnering approximately 4.5 million followers.\footnote{114}{Ibid.} In evaluating the growth in the online presence of these QAnon-linked groups on Facebook and Instagram, the Guardian reported a 34% increase in documented groups, pages and accounts between June and August and noted that the biggest groups included more than 200,000 users.\footnote{115}{Wong, "Revealed: QAnon," The Guardian.}

\textit{Impact of Widespread Mis/Disinformation Fueling DVE and Leading to Violence}

The key takeaways from the Election Integrity Partnership (EIP) report highlight how the disinformation and misleading narratives surrounding the 2020 U.S. Presidential election contributed to the broader, widespread belief of a stolen election, which ultimately fueled DVE activity and culminated in the January 6th Insurrection.\footnote{116}{Center for an Informed Public, Digital Forensic Research Lab, Graphika, & Stanford Internet Observatory, “The Long Fuse.”}

PolitiFact, a fact-checking platform that evaluates and rates the accuracy of online claims made by elected officials via its “Truth-O-Meter” tool, conducted a comprehensive review of news reports and court filings to assess the extent to which misinformed beliefs drove the
January 6th Insurrection.\textsuperscript{117} The report highlights how many of the 430 defendants charged in connection with the Insurrection viewed their behavior as patriotic, citing their experience as being, “On the frontlines of a new revolution or civil war.”\textsuperscript{118} Most of the defendants were active users on social media and alternative communication platforms such as Facebook, Instagram, Twitter, YouTube, Parler, and Telegram, where evidence suggests that they consumed and shared beliefs fueled by misinformation about topics such as the COVID-19 pandemic, gun confiscation, and false narratives surrounding voter fraud and the delegitimization of the 2020 U.S Presidential election.\textsuperscript{119}

\textit{The Value of a Human-Centered Approach to Complement Technology-Based Solutions}

The merits of media literacy interventions are illustrated through IREX’s “Learn to Discern” (L2D) program, designed to deliver comprehensive digital media literacy education all over the world.\textsuperscript{120} The program provides both virtual and in-person media literacy training and has been proven to enhance critical thinking skills to identify misinformation and demand better quality information.\textsuperscript{121} One specific intervention evaluated the implementation of this program in Ukraine over a period of one and a half years. The study was targeted at both schoolchildren and adults and aimed to build community resilience to state-sponsored disinformation, inoculate communities against public health misinformation, promote inclusivity by empowering communities to reject divisive narratives and hate speech, improve the youth’s ability to navigate

\textsuperscript{118} Ibid.
\textsuperscript{119} Ibid.
\textsuperscript{120} "Learn to Discern (L2D) - Media Literacy Training," IREX, last modified 2021, \url{https://www.irex.org/project/learn-discern-l2d-media-literacy-training#component-id-783}.
\textsuperscript{121} Ibid.
the polluted online environment. and enable leaders to shape decisions based on facts. Overall, students who received L2D curricula were 13% more likely to say they believe critical information consumption skills are useful in life, compared to control group students. Adults were 28% more likely to demonstrate sophisticated knowledge of the news media industry, 25% more likely to self-report checking multiple news sources, 13% more likely to correctly identify and critically analyze a fake news story, and 4% more likely to express a sense of agency over what news sources they access.

The strategies employed and skills addressed throughout these interventions, which align in outcomes and expectations focused on building community resilience to mis/disinformation, provide support for the efficacy of media literacy education.

Discussion

The data demonstrates the significant role that the internet, and particularly social media outlets, play in enabling the production, flow and widespread consumption of mis/disinformation. This is especially the case surrounding polarizing topics such as the efficacy of vaccines and dangerous conspiracy theories fueling DVE in the United States. Altogether, the presented data leads me to conclude that technology-based approaches are not sufficient as the primary tool employed to limit the impact of mis/disinformation in cases of U.S. national crises such as the COVID-19 pandemic and the rise of DVE activity. This conclusion disproves my hypothesis, demonstrating that as time sensitivity increases in cases of widespread

122 “Learn to Discern (L2D) - Media Literacy Training,” IREX
124 *Learn to Discern (L2D)*, p. 2.
mis/disinformation, the use of technology-based solutions does not become increasingly effective in mitigating the effects of harmful and false content. The data indicates how a strategy relying on technology and private entities to provide a comprehensive solution to the effects of widespread mis/disinformation is insufficient on its own partly because these entities are not incentivized to take drastic and necessary measures to address the issue. As it currently stands, social media platforms largely capitalize on the virality of mis/disinformation on their sites and have significant profits to gain from increased user engagement via the free flow of any and all information. Therefore, without robust government regulation, greater enforcement mechanisms, and a lack of financial incentives to commit to stricter policies backed by advanced technology and key partnerships, the measures social media platforms take to counter the proliferation of mis/disinformation will remain largely inadequate. Facebook’s failure to effectively and broadly disable the “political recommendations” feature on their platform ahead of the 2020 U.S. Presidential election is one byproduct of this unfortunate reality.

The data displays when and how social media platforms were indeed effective in removing or restricting users spreading false or misleading information. However, the data also indicates that the so-called “whack-a-mole” effect was especially evident in these cases of national crises, where those users who were removed or restricted access simply shifted their activity to new or alternative accounts, or different emerging platforms with fewer restrictions. For example, the social network Gab was created shortly after Facebook and Twitter were pressured by the U.S. Government to step up their efforts in monitoring and addressing racist and anti-Semitic posts on their platforms.\(^{125}\) Additionally, the data demonstrates the potential harmful

\(^{125}\) W.J. Hennigan, "How Big a Role Does Social Media Play in Homegrown Terrorism?," Time, last modified October 29, 2018, https://time.com/5438481/terrorism-social-media/.
effects of fact-checking operations. Many experts continue to highlight cases in which fact-checking leads individuals to call out a specific fact-check, or fact-checking service or organization, as biased. This outcome is even more common with information that is already polarizing across American society, including the outlined topics of COVID-19 and the rise of conspiracy theories fueling DVE. Additionally, the data reveals how content that has been classified as false or misleading has sometimes attracted even more attention to the post or account, further contributing to the problem.

This conclusion supports the notion that technology-based and human-centered approaches to countering mis/disinformation are both essential under varying conditions, and that the measures involved in each approach can and often do complement each other. This material points to the demand for better and broader education on the methods and means by which mis/disinformation is spread via social media platforms and by a multitude of actors with varying intentions and objectives. The demand for education is also seen in the need to increase users’ understanding of the measures platforms are taking to flag and debunk false and misleading information online. Without a sufficient awareness of the methods applied and what varying labels and flags associated with content mean, the impact these measures will have on users’ information consumption and dissemination habits will be limited. Additionally, many of the false and misleading messages about the COVID-19 vaccine outlined above are similar in nature to misinformation that has been proliferated in the past in response to other vaccine campaigns.¹²⁶ This points to a clear need for broader education on sensitive and often polarizing subjects such as public health crises and pandemic related information, as well as the nature and growing threat of DVE. This emphasis on raising public awareness and educational campaigns

¹²⁶ Bond, "Just 12 People," npr.
will increase civic resiliency to mis/disinformation surrounding sensitive matters and in crisis situations where emotions are often heightened, and individual opinions strengthened. Public communication efforts in particular can be employed to highlight reliable sources of information. This may be performed through a variety of channels, such as having news anchors and representatives of large internet forums encourage citizens to seek public health information from trusted medical professionals.

Furthermore, the growth and expansion of the competencies addressed through the IREX program serve as promising antidotes to the gaps and common pitfalls of technology-based solutions. Greater knowledge of how the news industry and social media platforms operate will contribute to individual’s awareness and understanding of their exposure to mis/disinformation. As studies have suggested, this broader civic understanding of the ins and outs of today’s complex information environment will lead individuals to think more critically about the credibility of the sources and content that they are exposed to. As individuals are educated on best practices in engaging with information online, the acquired skills will complement the technology-based efforts employed by private entities and fact-checking services to limit the spread and impact of mis/disinformation. For example, practices such as checking multiple news sources and pausing to differentiate between fact and opinion are actions that technology-based measures take, just at greater scale and at a faster pace with the help of advanced technologies. Therefore, equipping the public with the outlined competencies will ultimately enhance the effectiveness of technology-based solutions to counter mis/disinformation, as these approaches both aim to achieve the same outcome.

Moreover, while the data and existing research suggest that technology-based solutions may achieve limited success in addressing online falsehoods, clickbait, and regulating the
environment in which mis/disinformation flows, the production, consumption and dissemination habits of online audiences can and will only be influenced by human-centered approaches.\textsuperscript{127} Therefore, this study supports that private entities must embrace the value of a human-centered approach to serve as a critical foundation on which other strategies and more technical measures may be developed and implemented.

Finally, while the data and information presented is promising in demonstrating the insufficiencies of technology-based solutions to counter mis/disinformation online in cases of national crises, the data is not enough to draw definitive conclusions about the connections between widespread mis/disinformation and the attitudinal and behavior impact of COVID-19 and election-related mis/disinformation fueling DVE movements.

**Conclusion**

Altogether, the results of this study point to the insufficiencies of technology-based solutions acting alone to mitigate the effects of widespread mis/disinformation specifically under conditions associated with national crises. However, this analysis highlights the apparent strengths, weaknesses, and associated challenges of both technology-based and human-centered approaches to countering and increasing civic resiliency to mis/disinformation. In doing so, the study provides further insights into the ways in which technology-based and human-centered approaches can be employed simultaneously, and often in sync with one another, to have the greatest impact.

\textsuperscript{127} Stoiilova et al., *Rapid Evidence.*
Digital platforms, the media, and broader civil society must come together to develop and deliver solutions to address mis/disinformation in a concerted manner in which all stakeholders play an essential and unique role. While fact-checkers and advanced technology will play a critical role in preventing, detecting and removing falsehoods online, these measures will not be sufficient under all conditions. This conclusion points to the importance of committing equal funding and resources to human-centered initiatives in order to mitigate the effects of large-scale information operations employed by state and non-state actors. Informed and media literate citizens will help provide a sustainable, long-term solution to the challenge of mitigating widespread mis/disinformation, and as a complement to more technical solutions.

This conclusion also places significant emphasis on collaboration, highlighting a hybrid and collaborative approach as the key to successful and systemic efforts to mitigate the effects of mis/disinformation. This includes the role media and private entities can play in not only the technological aspect of fact-checking and debunking information, but also in educating the public on best practices for consuming reliable information and becoming increasingly resilient to false and misleading content. Additionally, a diverse consortium of entities spanning civil society, to include government agencies, media and news outlets, social media platforms, academic institutions, and civil society organizations, must coordinate their efforts to develop a framework to better understand and assess the impact of different forms of mis/disinformation, as well as the conditions and contexts in which certain measures associated with both human-centered and technology-based approaches are most effective.

Areas of further research include which entities are best equipped and positioned to provide fact-checking services and unbiased technology-based solutions to limit the spread of mis/disinformation while avoiding extensive allegations of biases and politicization. While
existing research has pointed to the importance of third-party civil society organizations serving as unbiased entities providing fact-checking services, this research is limited in scope and scale. Additionally, although existing media literacy interventions delivered across democratic nations have seen success, many communities, states and nations lack the funding, organizational structure, and resources needed to expand these programs into larger scale efforts to enhance media literacy on a whole-of-society level. Effective practices in how to increase awareness and deliver core skills to the population must be more clearly understood. Finally, best approaches to fostering collaboration in order to encourage consortiums of diverse entities to develop effective whole-of-society approaches to countering mis/disinformation deserves further exploration.
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