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Abstract

The Einstein-Maxwell system describes the interaction of gravity and electromagnetism. In Einstein-Maxwell system, Einstein’s field equation describes the relation between the geometry of the spacetime and the energy momentum of an electromagnetic field, and Maxwell’s equation describes how electromagnetic waves propagate in the spacetime. Among the most interesting solutions to Einstein-Maxwell equations are the families of black hole solutions. The Kerr-Newman family of solutions describes stationary, charged, and rotating black holes.

In this thesis, we prove the linear stability of weakly charged and slowly rotating Kerr-Newman black holes under coupled gravitational and electromagnetic perturbations. We show that the solutions to the linearized Einstein-Maxwell equations decay at an inverse polynomial rate to a linearized Kerr-Newman solution plus a pure gauge term. This work builds on the framework developed in [57] for the study of the Einstein vacuum equations. We work in the generalized wave map and Lorenz gauge. The proof involves the analysis of the resolvent of the Fourier transformed linearized Einstein-Maxwell operator on asymptotically flat spaces, which relies on recent advances in microlocal analysis and non-elliptic Fredholm theory developed in [109]. The most delicate part of the proof is the description of the resolvent at low frequencies.
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Chapter 1

Introduction

The *Einstein-Maxwell system*, which describes the interaction of gravity and electromagnetism, is given by

\[
\text{Ric}(g)_{\mu\nu} = 2T_{\mu\nu}(g, F), \quad dF = 0, \quad \delta_g F = 0, \tag{1.0.1}
\]

where \( g \) is a Lorentzian metric \( g \) with signature \((- , + , + , +)\), \( \text{Ric}(g) \) is the Ricci curvature tensor and \( T_{\mu\nu}(g, F) := F_{\mu\alpha}F_{\nu}^{\alpha} - \frac{1}{4}g_{\mu\nu}F_{\alpha\beta}F^{\alpha\beta} \) is the energy momentum tensor associated with an electromagnetic field represented by a 2-form \( F \). Therefore, the first equation in (1.0.1), Einstein’s field equation, describes the relation between the geometry of the spacetime \( g \) and the energy momentum of an electromagnetic field \( F \), and the last two equations, Maxwell’s equations, describes how electromagnetic waves propagate in the spacetime \( g \).

Among the most interesting solutions to Einstein-Maxwell equations are the families of black hole solutions. The Kerr-Newman (KN) family of solutions of (1.0.1) describes stationary, charged, and rotating black holes. It was discovered by [99], following the discovery of the Kerr [74]. The family of KN solutions \( (g_b, F_b) \) to the Einstein-Maxwell equations are characterized by the parameters \( b = (m, a, Q_e, Q_m) \in \mathbb{R}^6 \) where \( m > 0, a \in \mathbb{R}^3, Q_e, Q_m \) are interpreted as the mass, angular momentum, electric charge and magnetic charge respectively. The KN spacetime reduces to the Reissner-Nordström (RN) spacetime for \( a = 0 \), and RN spacetime reduces to Schwarzschild spacetime when \( Q_e = Q_m = 0 \).
1.1 Statement of the main result

The stability problem for black holes solutions concerns the long time behavior of solutions to the Einstein-Maxwell system with initial data close to known black hole solutions. The problem of stability of black hole solutions can be roughly divided into three formulations, each of increasing difficulty: mode stability of linearized equations, linear stability, and full nonlinear stability. The problem of mode stability of the linearized equations involves separating the solutions into modes
\[ \psi(t, r, \theta, \phi) = e^{-i\omega t}e^{im\phi}R(r)S(\theta) \]
and aiming at proving the lack of exponentially growing (in \( t \)) modes for all metric or curvature components. The proof of linear stability of Einstein-Maxwell system means proving boundedness and decay for the solutions of the linearized Einstein-Maxwell equations. Finally, the nonlinear stability problem for Einstein-Maxwell equations aims at showing that a small perturbation of a KN black hole converges to another member of the KN family.

In order to understand nonlinear stability, one must first understand linear stability. In this paper, we consider the linear stability problem of the linearized Einstein-Maxwell equations under coupled gravitational and electromagnetic perturbations for weakly charged and slowly rotating Kerr-Newman black holes, that is, the case \(|a| + |Q_e| + |Q_m| \ll m\).

To describe our result, we first recall the initial value problem formalism of Einstein-Maxwell equations (see §§3.2–3.3 for detail). Given 5-tuple \((\Sigma_0, h, k, E, H)\) where \(\Sigma_0\) is a smooth 3-manifold, \(h\) is a Riemannian metric on \(\Sigma_0\), \(k\) is a symmetric 2-tensor on \(\Sigma_0\), and \(E, H\) are 1-forms on \(\Sigma_0\). One seeks \((M, g, F)\) such that \((g, F)\) solve the Einstein-Maxwell system and \((h, k)\) are the metric and second fundamental form induced by \(g\), and \((E, H)\) are the electric and magnetic field induced by \((g, F)\) on \(\Sigma_0\). A necessary and sufficient condition for local solvability of Einstein-Maxwell equations (see [18, 20] and [19, §6.10]) is that \((h, k, E, H)\) satisfy the constraint equations, which consist of Gauss-Codazzi equation and the pull-back of the Maxwell equations to \(\Sigma_0\). Linearizing the initial value problem gives rise to the corresponding initial value problem of linearized Einstein-Maxwell equations.

We now state a first version of our linear stability result. For a more formal statement, see
Theorem 14.0.2.

**Theorem 1.1.1.** Let $b = (m, a, Q_e, Q_m)$ be the black hole parameters satisfying $|a| + |Q_e| + |Q_m| \ll m$. Let $0 < \alpha < 1$. Let $(\dot{h}, \dot{k}, \dot{E}, \dot{H})$ be an initial data set on a 3-manifold $\Sigma_0$ satisfying the linearized constraint equation, and having decay

$$|\dot{h}| \lesssim r^{-1-\alpha}, \quad |\dot{k}|, |\dot{E}|, |\dot{H}| \lesssim r^{-2-\alpha}$$

and similar bounds after applying a few $r \partial_r, \partial_\omega$ derivatives. Let $(\dot{g}, \dot{F})$ be a solution to the linearized Einstein-Maxwell equations and attain the initial data $(\dot{h}, \dot{k}, \dot{E}, \dot{H})$. Then $(\dot{g}, \dot{F})$ decays at an inverse polynomial rate in time $t_{b,*}$ to a linearized Kerr-Newman solution plus a pure gauge solution. That is, there exists linearized black hole parameters $\dot{b} = (\dot{m}, \dot{a}, \dot{Q}_e, \dot{Q}_m) \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}$ and a vector field $V$ such that

$$\dot{g} = \dot{g}_b(\dot{b}) + \mathcal{L}_V g_b + \dot{g}, \quad \dot{F} = \dot{F}_b(\dot{b}) + \mathcal{L}_V F_b + \dot{F}$$

where

$$(\dot{g}_b(\dot{b}), \dot{F}_b(\dot{b})) := \frac{d}{ds} \bigg|_{s=0} (g_{b+s\dot{b}}, F_{b+s\dot{b}})$$

is the linearized Kerr-Newman solutions and the tail $(\dot{g}, \dot{F})$ satisfies the bound

$$|\dot{g}| + |\dot{F}| \lesssim t_{b,*}^{-\alpha-1+\epsilon}, \quad \epsilon > 0.$$

**Remark 1.1.2.** Using the rotation invariance of the Maxwell equation, one can always arrange for the initial data to have vanishing magnetic charge, i.e., $Q_m = 0$, and thus the electromagnetic 2-form can be written as $F = dA$ (see §3.1 for detail). In this paper, we will restrict to the case where the magnetic charge is 0 and study Einstein-Maxwell equations of the following form

$$\text{Ric}(g)_{\mu\nu} = 2T_{\mu\nu}(g, dA), \quad \delta_g dA = 0.$$

We also refer the readers to Remark 4.2.2 for the relation between the non-magnetically charged RN spacetime $(g_b, F_b = dA_b)$ and the magnetically charged RN spacetime $(g_{b,m}, F_{b,m})$.

**Remark 1.1.3.** The hypersurface $\{t_{b,*} = c\}$ terminates at null infinity. We also note that for bounded $r$, the tail $(\dot{g}, \dot{F})$ satisfies the bound $|\dot{g}| + |\dot{F}| \lesssim t^{-1-a+\epsilon}$ for all $\epsilon > 0$ where $t = t$ for large $r$. 
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Remark 1.1.4. By imposing linearized generalized wave map gauge condition on \( \dot{g} \) and replacing \((\dot{g}_b(\dot{b}), \dot{F}_b(\dot{b}))\) by its gauge-fixed version, one can choose \( V \) such that \( V = V_1 + V_2 \) with \( V_1 \) lying in a 6-dimensional space (only depending on \( b \)) of smooth vector fields (asymptotic to a linear combination of spatial translations and boosts) on \( M \), and \( V_2 \) decaying (in \( t_{b,*} \)) at the rate \( t_{b,*}^{-\alpha + \epsilon} \), \( \epsilon > 0 \).

For charged asymptotically flat black hole spacetimes (i.e. the cosmology constant \( \Lambda = 0 \)), the study of mode stability of Reissner-Nordström black holes was initiated by Moncrief \[96–98\] by considering the metric and electromagnetic 4-potential perturbations. Chandrasekhar \[16\] and Chandrasekhar-Xanthopoulos \[17\] studied the perturbations of Reissner-Nordström black holes in the Newman-Penrose formalism. We will work with the formalism of Kodama-Ishibashi \[80\]. The linear stability of full subextremal Reissner-Nordström spacetime was proved by Giorgi \[49,50\]. As for Kerr-Newman spacetime, the mode stability of wave equations on the Kerr-Newman metric was established in \[22\]. The Teukolsky and Regge-Wheeler equations governing the linear stability of Kerr-Newman spacetime to coupled electromagnetic and gravitational perturbations were derived in \[51\]. The Carter tensor and the physical-space analysis in perturbations of Kerr-Newman spacetime were discussed in \[48\]. Dirac waves on Kerr-Newman spacetimes were considered by Finster-Kamran-Smoller-Yau \[44\]. We also mention the numerical works on the mode stability \[33,100\] and nonlinear stability \[122\] of Kerr-Newman spacetime. For positive cosmology case \( \Lambda > 0 \), the nonlinear stability of slowly rotating Kerr-Newman-de Sitter black holes was proved by Hintz \[60\].

1.2 Related works

Besides the above references for charged black holes, we also mention the closely related results on Einstein vacuum equations. The nonlinear stability of Minkowski spacetime was first proved by Christodoulou-Klainerman \[21\] and later an alternative proof was given by Lindblad-Rodnianski \[81–83\] using wave coordinates. For the case \( \Lambda > 0 \), see Friedrich \[47\] for the nonlinear stability of de Sitter spacetime.

There is a large amount of literature on the scalar waves on Schwarzschild and Kerr spacetimes. The study of scalar waves on Schwarzschild metrics was initiated by Wald \[116\] and Kay-
Wald [73], where the boundedness of the scalar waves was established. Blue-Soffer [10] proved spacetime Morawetz type estimates and local decay for the solutions of semilinear wave equations on Schwarzschild manifold, with refinements and extensions due to Blue-Sterbenz [13] and Blue-Soffer [11]. Dafermos-Rodnianski [28, 30] proved the boundedness and decay of scalar waves on Schwarzschild background by quantifying the celebrated redshift effect. Marzuola-Metcalf-Tataru-Tohaneanu [87] established local energy estimates, as well as Strichartz estimates, for the scalar waves on Schwarzschild spacetimes. We also mention the work by Lindblad-Tohaneanu [84] on the scalar wave equations on perturbations of Schwarzschild metrics, as well as the work by Holzegel-Kauffman [65] on the wave equations on Schwarzschild spacetimes with small non-decaying first order terms. The boundedness and decay of solutions of the scalar wave equations on Kerr spacetimes was studied in Dafermos-Rodnianski [26, 29], Tataru-Tohaneanu [107] and Andersson-Blue [4] for $a \ll m$, as well as in Dafermos-Rodnianski-Shlapentokh-Rothman [31] for the full subextremal range $|a| < m$. We also mention the work Lindblad-Tohaneanu [85] on the scalar wave equations on metrics close to slowly rotating Kerr spacetimes.

As for non scalar fields on Schwarzschild and Kerr background, we refer to the work by Blue [12], Sterbenz-Tataru [106] and Andersson-Bäckdahl [1] on Maxwell’s equation on Schwarzschild spacetimes. Maxwell’s equation on Kerr spacetimes was discussed in Andersson-Blue [5] and Andersson-Bäckdahl-Blue [2]. Dirac waves on Kerr spacetimes were considered by Finster-Kamran-Smoller-Yau [43].

The study of mode stability of Schwarzschild black holes was initiated by Rege-Wheeler [102], followed by the work of Zerilli [121] and Vishveshwara [115] in metric perturbations. Bardeen-Press [9] discussed the perturbations of Schwarzschild black holes using Newman-Penrose formalism. We also mention the work by Kodama-Ishibashi [79] on the mode stability of of Schwarzschild black holes. Dafermos-Holzegel-Rodnianski [24] proved the linear stability of the Schwarzschild metric in double null gauge. Later, the linear stability of Schwarzschild metric in (generalized) harmonic gauge was studied by Hung [69, 70], Hung-Keller-Wang [71] and Johnson [72]. For progress in the nonlinear stability, Klainerman-Szeftel [78] proved the nonlinear stability of the Schwarzschild metric under
axially symmetric and polarized perturbations. Recently, Dafermos-Holzegel-Rodnianski-Taylor [25] proved the nonlinear stability of Schwarzschild spacetimes under a restrictive symmetry class, which excludes rotating Kerr solutions as final state of the evolution.


In the case of the Einstein equations with a positive cosmological constant, decay rate (to constants) of the solutions of the scalar wave equations on Schwarzschild-de Sitter background was discussed by Bony-Häfner [14], Dafermos-Rodnianski [27] and Melrose-Sà Barreto-Vasy [91]. Dyatlov [35–37] proved that the solutions of the scalar wave equations on Kerr-de Sitter spacetimes decay exponentially to constants. We also mention Mavrogiannis’s works [88–90] on quasilinear wave equations on cosmological black hole background. The global nonlinear stability of slowly rotating Kerr-de Sitter spacetimes was proved by Hintz-Vasy [64], followed by the work of Fang [41,42].

1.3 Main ideas of the proof

The proof of Theorem 1.1.1 is based on the framework developed in [57] where the Einstein vacuum equations were studied. The presence of electromagnetic term in the right hand side of Einstein equations adds new difficulties to the analysis of the problem.
1. As in the study of Einstein vacuum equations in [57], we can exploit the diffeomorphism invariance of Einstein-Maxwell equations and impose a generalized wave map gauge. In addition to this, we also need to choose a gauge (generalized Lorenz gauge) for the electromagnetic 4-potential $A$ in order to express the Einstein-Maxwell equations (1.0.1) as a system of nonlinear hyperbolic equations, which is defined as the gauge-fixed Einstein-Maxwell equations. Correspondingly, the linearization of the gauge-fixed Einstein-Maxwell system gives rise to a system of linear hyperbolic equations.

2. We need to establish the generalized mode stability for the ungauged linearized Einstein-Maxwell system (3.3.5) around a RN solution: all generalized mode solutions of the ungauged linearized Einstein-Maxwell system (3.3.5) are sums of linearized KN solutions and pure gauge solutions. In this work, we give a self-contained proof in full detail of this generalized mode stability, which completes and extends the proof by Kodama and Ishibashi [80].

3. The fact that the KN metric is not Ricci-flat creates the major difficulty in the mode analysis of the wave type operator $\delta_{g_b}G_{g_b}\delta_{g_b}^*$ (where $(\delta_{g_b}^* u)_{\alpha\beta} = \frac{1}{2}(\nabla_\alpha u_\beta + \nabla_\beta u_\alpha)$ is the symmetric gradient operator and $(\delta_{g_b} h)_{\alpha\beta} = -\nabla^\alpha h_{\alpha\beta}$ is the negative divergence operator, and $G_{g_b} = \text{Id} - \frac{1}{2}g_b\text{tr}_{g_b}$ is the trace reversal operator) acting on 1-forms. We note that the operator $\delta_{g_b}G_{g_b}\delta_{g_b}^*$ (or its modifications) occurs as both the gauge propagation operator and the gauge potentials operator for the Einstein equations. To deal with this issue, we restrict to the weakly charged case, where we are able to exploit a perturbation argument to extend the invertibility of relevant operators on Schwarzschild metric to weakly charged Reissner-Nordström spacetime. Concretely, we first employ the generalized wave map gauge

$$\tilde{\Upsilon}^E(g; g_b) := \Upsilon^E(g; g_b) - \theta(g; g_b) = 0, \quad \Upsilon^E(g; g_b) = g^\mu_\nu g^{\kappa\lambda} (\Gamma(g)^\mu_{\kappa\lambda} - \Gamma(g_b)^\mu_{\kappa\lambda})$$

(1.3.1)

where $\theta(g; g_b)$ is linear in $g$ and $\theta(g_b; g_b) = 0$. By introducing this type of gauge condition with a suitable choice of $\theta$, the gauge potential operator is given by $\tilde{\delta}_{g_b}G_{g_b}\delta_{g_b}^*$, where $\tilde{\delta}_{g_b}$ is a zero order modification of $\delta_{g_b}$. In contrast to $\delta_{g_b}G_{g_b}\delta_{g_b}^*$, which is the gauge potential operator corresponding to the standard wave map gauge $\Upsilon^E(g; g_b) = 0$, the operator $\tilde{\delta}_{g_b}G_{g_b}\delta_{g_b}^*$ is invertible (on suitable
function spaces) in the Schwarzschild case \( \mathbf{b} = (\mathbf{m}, 0, 0) \), and thus a perturbation argument enables us to extend this invertibility to the weakly charged and slowly rotating KN metrics with sufficiently small charge. Moreover, the generalized wave map gauge allows us to exclude a pure gauge solution which has no geometric meaning.

Next, we implement the constraint damping, which was first discussed in [55] and played a central role both in numerical work [101] and the stability proofs [57, 60, 63, 64]. The reason we introduce the constraint damping, i.e., use \( \tilde{\delta}^* g_b \) in the construction of linearized gauge-fixed Einstein-Maxwell equations, is that we need to use the invertibility of the corresponding gauge propagation operator \( \delta_{g_b} G_{\mu\nu} \delta^*_{g_b} \) to exclude the generalized modes, which grows linearly in \( t_{b,\ast} \) and whose leading term is given by linearized (in \((\tilde{\mathbf{m}}, 0, \tilde{Q})\)) KN solutions, to the linearized gauge-fixed Einstein-Maxwell equations \( L_b(\dot{g}, \dot{A}) = 0 \). We also note that we use a perturbation argument to prove the invertibility of the gauge propagation operator \( \delta_{g_b} G_{\mu\nu} \tilde{\delta}^*_{g_b} \) on the weakly charged and slowly rotating KN metrics \( g_b \).

### 1.3.1 Gauge fixing

In this paper, we introduce the generalized wave map gauge and generalized Lorenz gauge.

Concretely, one fixes a background metric \( g^0 \), and requires that the identity map \( (M, g) \to (M, g^0) \) be a wave map. This is equivalent to

\[
\Upsilon^E(g; g^0) = g_{\mu\nu} g^{\kappa\lambda} \left( \Gamma(g)_{\kappa\lambda}^{\mu} - \Gamma(g^0)_{\kappa\lambda}^{\mu} \right) = 0.
\]

We define the generalized wave map gauge as follows

\[
\tilde{\Upsilon}^E(g; g^0) := \Upsilon^E(g; g^0) - \theta(g; g^0) = 0
\]

where \( \theta(g; g^0) \) is linear in \( g \), contains no derivatives of \( g \) and \( \theta(g^0, g^0) = 0 \). Then we consider the gauge-fixed Einstein equations

\[
P^E(g, A) := \text{Ric}(g) - 2T(g, dA) - \delta^*_{g} \tilde{\Upsilon}(g; g^0) = 0.
\]

At the linearized level, we take \( g_b \), around which we linearize the equations, as the background
metric, and thus obtain the linearized gauge-fixed Einstein equations

\[ L_E^b(\dot{g}, \dot{A}) := D_g P_E(\dot{g}, \dot{A}) = -\frac{1}{2} \square_{g_0} \dot{g} + \text{l.o.t} = 0 \]

which is a system of linear wave equations.

As for the Maxwell equations, we introduce the generalized Lorenz gauge. We fix a background metric \( g^0 \), and then a (modified) Lorenz gauge reads

\[ \Upsilon^M(g, A; g^0) = \text{tr}_g \delta^\ast_{g^0} A = 0. \]

We fix a background 1-form \( A^0 \) and define the \textit{generalized Lorenz gauge} as

\[ \tilde{\Upsilon}^M(g, A; g^0, A^0) := \Upsilon^M(g, A; g^0) - \Upsilon^M(g, A^0; g^0), \]

and then obtain the gauge-fixed Maxwell equations

\[ P^M(g, A) := \delta_g dA - d\tilde{\Upsilon}^M(g, A; g^0, A^0) = 0. \]

Again, at the linearized level, we take \( (g_0, A_0) \), around which we linearize the equations, as the background metric and 1-form, and thus have

\[ L^M_0(\dot{g}, \dot{A}) := D_{g_0} P^M(\dot{g}, \dot{A}) = -\square_{g_0} \dot{A} + \text{l.o.t} = 0 \]

which is a system of linear wave equations.

We see that a solution of the ungauged equations satisfying the gauge conditions gives rise to a solution of the gauge-fixed equations. As for the other direction, suppose that \( (g, A) \) solves the gauge-fixed Einstein-Maxwell system

\[ (P^E(g, A), P^M(g, A)) = 0, \]

and satisfies

\[ (\tilde{\Upsilon}^E(g, g_0), \tilde{\Upsilon}^M(g, A; g_0, A_0) = 0 \text{ at } \Sigma_0 \]

and

\[ (\mathcal{L}_\partial, \tilde{\Upsilon}^E(g, g_0), \mathcal{L}_\partial, \tilde{\Upsilon}^M(g, A; g_0, A_0) = 0 \text{ at } \Sigma_0 \]
where \( \Sigma_0 = \{ t = 0 \} \) is the spacelike Cauchy hypersurface. Applying \( \delta_g \) to

\[
P^M(g, A) = \delta_g dA - d\bar{\Upsilon}^M(g, A; g_b, A_b) = 0
\]
gives

\[
-\delta d\bar{\Upsilon}^M(g, A; g_b, A_b) = \Box_g \bar{\Upsilon}^M(g, A; g_b, A_b) = 0.
\]

and thus according to the vanishing initial data of \( \bar{\Upsilon}^M(g, A; g_b, A_b) \), we obtain that \( \bar{\Upsilon}^M(g, A; g_b, A_b) = 0 \).

Applying \( \delta_g G_g \) to \( P^E(g, A) = \text{Ric}(g) - 2T(g, dA) - \delta_g^* \bar{\Upsilon}(g; g_0) = 0 \) and using the second Bianchi identity and the fact \( \delta_g T = 0 \) yields

\[
-\delta_g G_g \delta_g^* \bar{\Upsilon}^E(g; g_b) = 0
\]

which is a wave-type equation on the 1-form \( \bar{\Upsilon}^E(g; g_b) \) and thus \( \bar{\Upsilon}^E(g; g_b) = 0 \). We conclude that \( (g, A) \) satisfies the gauge conditions, and thus solves the Einstein-Maxwell system. Correspondingly, this direction holds on the linearized level as well.

### 1.3.2 Fredholm framework setup

According to the above discussion, it suffices to consider the equation \( L_b(\dot{g}, \dot{A}) := (2L^E_b, L^M_b)(\dot{g}, \dot{A}) = 0 \). A simple linear theory presented in [64] reduces the initial value problem for \( L_b(\dot{g}, \dot{A}) = 0 \) to the following inhomogeneous problem.

Concretely, let \( b = (m, a, Q) \) be close to \( b_0 = (m_0, 0, Q_0) \) with \( |Q_0| \ll m_0 \). Fix a function \( t_{b,*} \) which equals \( t + r_{(m_0, 0, Q_0),*} \) near event horizon and \( t - r_{(m, 0, Q),*} \) near null infinity \( \mathcal{I}^+ \), where \( r_{b,*} \) is the tortoise coordinate. Then we consider the following inhomogeneous equation

\[
L_b(\dot{g}, \dot{A}) = (2L^E_b(\dot{g}, \dot{A}), L^M_b(\dot{g}, \dot{A})) = f
\]

where \( f \) has compact support in \( t_+ \) and \( f \) decays in \( r \) at the rate \( r^{-2-\alpha} \). Our strategy is to take Fourier transform of the inhomogeneous equation \( L_b(\dot{g}, \dot{A}) = f \) in \( t_{b,*} \). We define the Fourier transform of \( (\dot{g}, \dot{A}) \) as

\[
(\hat{\dot{g}}(\sigma), \hat{\dot{A}}(\sigma)) := \int_{\mathbb{R}} e^{it_{b,*} \sigma} (\dot{g}, \dot{A})(t_{b,*}) \, dt_{b,*} \tag{1.3.2}
\]
and likewise for \( f \).

According to a crude energy estimate in Proposition 5.6.2, we have the following integral representation

\[
(\dot{g}(t, \sigma), \dot{A}(t, \sigma)) = \frac{1}{2\pi} \int_{\text{Im } \sigma = M+1} e^{-i\sigma t} b \cdot \hat{L}_b(\sigma)^{-1} \hat{f}(\sigma) d\sigma, \quad M \gg 1.
\]  

(1.3.3)

We expect to shift contour of the integration to \( \text{Im } \sigma = c \) for any \( c > 0 \). To this end, we need to understand the location of the poles of \( \hat{L}_b(\sigma)^{-1} \) and expect invertibility of \( \hat{L}_b(\sigma)^{-1} \) when \( |\text{Re } \sigma| \gg 1 \). Concretely, we need to establish the uniform Fredholm estimates (down to \( \sigma = 0 \)) and high energy estimates. The uniform Fredholm estimates allow us to perform the perturbation argument (which is used a lot in this paper) while the high energy estimates imply the invertibility of \( \hat{L}_b(\sigma)^{-1} \) when \( |\text{Re } \sigma| \gg 1 \). We point out that the whole section §5 is devoted to using microlocal tools to obtain the aforementioned uniform Fredholm estimates and high energy estimates. In brief, the proof of uniform Fredholm estimates uses the non-elliptic Fredholm framework of [109], radial point estimates at the event horizon [109], scattering radial point estimates at infinity ( [94, 111] for non-zero \( \sigma \) and [113] for \( \sigma \) near zero), propagation of singularities estimates [34], and (for \( \sigma = 0 \)) elliptic b-theory [93]. As for the proof of high energy estimates, in addition to the aforementioned estimates at a semiclassical version, it uses estimates at normally hyperbolic trapping [39, 61, 119] and high energy estimates at infinity [111, 114].

1.3.3 Mode stability of the gauge-fixed Einstein-Maxwell operator for \( C^{-1} \leq |\sigma| \leq C, \text{Im } \sigma \geq 0 \) with \( C > 0 \)

In view of the high energy estimates, we are left with the analysis of \( \hat{L}_b(\sigma) \) for \( \sigma \) in a bounded region in the closed upper half plane. For the analysis in the region \( C^{-1} \leq |\sigma| \leq C, \text{Im } \sigma \geq 0 \) with \( C > 0 \), we prove that \( \hat{L}_{b_0}(\sigma) \), with \( b_0 = (m_0, 0, Q_0) \) and \( Q_0 \ll m_0 \) being a Reissner-Nordström parameter, is invertible and then use a perturbation argument (in this compact (in \( \sigma \) ) region) to extend the invertibility to \( \hat{L}_b(\sigma) \) for nearby \( b \).

For the proof of invertibility of \( \hat{L}_{b_0}(\sigma) \), we make use of the geometric mode stability result of Reissner-Nordström black holes and the invertibility of the gauge propagation operator and gauge potential operator. Concretely, suppose that \( \hat{L}_{b_0}(\dot{g}, \dot{A}) = 0 \). Then \( (\dot{g}, \dot{A}) = e^{-it_{b_0} \cdot \sigma}(\dot{g}, \dot{A}) \) is a mode...
solution of $L_{b_0}(\dot{g}, \dot{A}) = 0$. According to the discussion in §1.3.1, we see that the solution satisfies

$$\delta_{g_{b_0}} d\left( D_{(g_{b_0}, A_{b_0})} \tilde{T}^M(\dot{g}, \dot{A}; g_{b_0}, A_{b_0}) \right) = 0.$$  

According to the mode stability of $\square_{g_{b_0}}$, we see that $D_{(g_{b_0}, A_{b_0})} \tilde{T}^M(\dot{g}, \dot{A}; g_{b_0}, A_{b_0}) = 0$. Therefore, $(\dot{g}, \dot{A})$ solves the Maxwell equations. By the discussion in §1.3.1 again, we obtain that

$$\delta_{g_{b_0}} G_{g_{b_0}} \delta^*_{g_{b_0}} \left( D_{g_{b_0}} \tilde{\Upsilon}^E(\dot{g}; g_{b_0}) \right) = 0.$$  

Using the mode stability of the gauge propagation operator (this is where we need the smallness of the charge), we see that $D_{g_{b_0}} \tilde{\Upsilon}^E(\dot{g}; g_{b_0}) = 0$. Therefore, $(\dot{g}, \dot{A})$ is a mode solution of the ungauged linearized Einstein-Maxwell system. Using the geometric mode stability of Reissner-Nordström solutions, we conclude that $(\dot{g}, \dot{A})$ is a pure gauge mode solution, that is,

$$(\dot{g}, \dot{A}) = (2\delta^*_g \omega, L_\omega A + d\phi)$$  

where $\omega$ is a 1-form and $\phi$ is a scalar function, both of which are modes. Plugging them back into the linearized gauge condition, and with our choice of the generalized gauge condition, we have

$$\delta_{g_{b_0}} G_{g_{b_0}} \delta^*_{g_{b_0}} \omega = 0, \quad \delta_{g_{b_0}} d\left( L_\omega A + d\phi \right) = 0.$$  

First by the mode stability of the gauge potential operator (this is again where we need the smallness of the charge) and next the mode stability of $\square_{g_{b_0}}$, we see that $(\omega, \phi) = 0$. This proves the injectivity of $\widehat{L}_{b_0}(\sigma)$. Since $\widehat{L}_{b_0}(\sigma)$ has index 0, it follows that $\widehat{L}_{b_0}(\sigma)$ is invertible.

1.3.4 The analysis of $\widehat{L}_b(\sigma)^{-1}$ near $\sigma = 0$

According to Theorem 10.1.1, the space $K_b$ of zero energy modes of $L_b$ is 8-dimensional; it is the sum of a 5-dimensional space of gauge-fixed version of linearized Kerr-Newman solutions, and a 3-dimensional space of pure gauge solutions $(2\delta^*_g \omega_b, L_\omega A_b + d\phi_b)$ with $\omega_b$ asymptotic to a spatial translation. According to Proposition 10.2.3, the space $\widehat{K}_b$ of generalized zero energy modes, which have $o(1)$ decay as $r \to \infty$ for fixed $t_{b,*}$ but allow for polynomial growth in $t_{b,*}$, of $L_b$ is the sum of $K_b$ and a 3-dimensional space of pure gauge solutions $(2\delta^*_g \omega_b, L_\omega A_b + d\phi_b)$ with $\omega_b$ asymptotic to a Lorentz boost and the coefficient of $t_{b,*}$ being a stationary pure gauge solution $(2\delta^*_g \omega_b, L_\omega A_b + d\phi_b)$.  
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Therefore, $\hat{L}_b(\sigma)$ is more singular when acting on the 3-dimensional space of stationary pure gauge solutions because of the existence of the generalized zero energy solutions of $L_b(\dot{g}, \dot{A}) = 0$ with linear growth in $t_{b,\ast}$ and leading order terms given as a stationary pure gauge solution. Motivated by this fact, we write $\hat{L}_b(\sigma)$ (actually after multiplied by an operator $\check{L}_b(\sigma)$ which is invertible near $\sigma = 0$) as a $3 \times 3$ block matrix.

The basic mechanism underlying the analysis of $\check{L}_b(\sigma)\hat{L}_b(\sigma)^{-1}$ (and thus $\hat{L}_b(\sigma)^{-1}$) near $\sigma = 0$, is the formal expansion of the resolvent near $\sigma = 0$

$$\check{L}_b(\sigma)^{-1} f = \check{L}_b(0)^{-1} f + (\check{L}_b(\sigma)^{-1} - \check{L}_b(0)^{-1}) f$$

$$= u_0 + \sigma \check{L}_b(\sigma)^{-1} f_1,$$

where we use the formal resolvent identity $\check{L}_b(\sigma)^{-1} - \check{L}_b(0)^{-1} = -\check{L}_b(\sigma)^{-1}(\check{L}_b(\sigma) - \check{L}_b(0))\check{L}_b(0)^{-1}$ and thus obtain

$$u_0 = \check{L}_b(0)^{-1} f, \quad f_1 = -\sigma^{-1}(\check{L}_b(\sigma) - \check{L}_b(0))u_0.$$

The first term $u_0$ is $\sigma$-independent. As for the second term $\sigma \check{L}_b(\sigma)^{-1} f_1$, we gain a factor of $\sigma$ (i.e. more regularity in $\sigma$ and thus more decay in $t_{b,\ast}$ after taking inverse Fourier transform). However, since $\check{L}_b(0)^{-1}$ loses two orders of decay in $r$ while $\sigma^{-1}(\check{L}_b(\sigma) - \check{L}_b(0)) = 2i\rho(\rho\partial_\rho - 1) + \rho^2 C^\infty$ with $\rho = 1/r$ only gains back one order decay in $r$, it follows that $f_1$ has one order of decay less than $f$.

We expect to do the above expansion iteratively

$$\check{L}_b(\sigma)^{-1} f = u_0 + \sigma u_1 + \cdots + \sigma^k u_k$$

where

$$u_k = \check{L}_b(0)^{-1} f_k, \quad f_{k+1} = -\sigma^{-1}(\check{L}_b(\sigma) - \check{L}_b(0)) u_k$$

as often as possible. However, this iteration requires that $u_k = \check{L}_b(0)^{-1} f_k$ has a certain asymptotic behavior or decay rate as $r \to \infty$ such that $\sigma^{-1}(\check{L}_b(\sigma) - \check{L}_b(0)) u_k$ lies in the domain of $\check{L}_b(\sigma)^{-1}$. That is, we have to stop the iteration once $u_k = \check{L}_b(0)^{-1} f_k$ does not satisfy this requirement and thus we obtain an error term $\sigma^k \check{L}_b(\sigma)^{-1} f_k$ in the expansion.
Specifically, a detailed analysis in §11.2 implies that $\hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1}$ is equal to
\[
\begin{pmatrix}
L_{00}(b, \sigma) & \sigma^2 \tilde{L}_{01}(b, \sigma) & \sigma \tilde{L}_{02}(b, \sigma) \\
\sigma \tilde{L}_{10}(b, \sigma) & \sigma^2 \tilde{L}_{11}(b, \sigma) & \sigma^2 \tilde{L}_{12}(b, \sigma) \\
\sigma \tilde{L}_{20}(b, \sigma) & \sigma^2 \tilde{L}_{21}(b, \sigma) & \sigma \tilde{L}_{22}(b, \sigma)
\end{pmatrix}
\]
where $L_{00}(b, \sigma)$, $\tilde{L}_{11}(b, \sigma)$, $\tilde{L}_{22}(b, \sigma)$ are invertible near $\sigma = 0$. Therefore, one obtain
\[
\hat{L}_b(\sigma)^{-1} = \sigma^{-2} P_2(b) + \sigma^{-1} P_1(b) + R^1(b, \sigma) + R^2(b, \sigma), \quad R^1(b, \sigma) \sim |\sigma|^\alpha - 1, \quad R^2(b, \sigma) \sim |\sigma|^\alpha
\]
where $P_1(b), P_2(b)$ are independent of $\sigma$ and of finite rank with explicit range: linearized KN solutions and pure gauge solutions. The range of $R^1(b, \sigma)$ consists of pure gauge solutions and this allow us to rewrite the inverse Fourier transform of $R^1(b, \sigma)f$ as a pure gauge solution plus a remainder term decaying faster in time $t_{b,*}$ (in fact at the rate $t_{b,*}^{-1-\alpha}$).

1.4 Outline

The paper is organized as follows.

- In §2, we introduce the b- and scattering geometric structures on manifolds with boundaries or corners (in this paper, we work on the compactification of the spatial slice $\Sigma$ of the spacetime $M$), and corresponding function spaces.

- In §3, we discuss the initial value problems formalism for Einstein-Maxwell equations. We also introduce our choice of gauge, generalized wave map gauge and generalized Lorenz gauge, and then derive the gauge-fixed Einstein-Maxwell system. We include the discussion at both nonlinear and linearized levels.

- In §4, we realize the family of slowly rotating KN metric as a smooth family of stationary metrics on a fixed manifold $M$. We also introduce several vector bundles over $M$ and discuss how to construct the gauged Cauchy data for the gauge-fixed Einstein-Maxwell system from any given initial data $(f, k, E, H)$ satisfying the constraint equations.

- In §5, we set up the general Fredholm framework, based on tools from microlocal analysis. Concretely, we prove the uniform Fredholm estimates and high energy estimates for the relevant
wave type operators (acting on both scalar functions and tensor bundles). We also establish a crude energy estimate which gives an exponentially growing bound on the energy (over a spacelike hypersurface terminating at null infinity) of solutions to the wave equations on slowly rotating Kerr-Newman metric.

- In §6, we introduce the spherical harmonic decompositions, which will be used in the proof of the geometric mode stability of Reissner-Nordström spacetime in §7.

- In §7, we prove the version of the geometric mode stability of Reissner-Nordström spacetime used in the subsequent sections.

- In §8, we discuss the modes of the scalar wave operator on RN and slowly rotating KN space-times.

- In §9, we analyze the modes on various function spaces (which correspond to different decay rate at spatial infinity) of the gauge propagation operator $P_{b,\gamma} = \delta_{g_b} G_{g_b} \delta_{g_b,\gamma}$ and the gauge potential wave operator $W_{b,\gamma} = \delta_{g_{b,\gamma}} G_{g_b} \delta_{g_b,\gamma}$, both of which are wave-type operators acting on 1-form. From this section on, we are restricted in the small charge case.

- In §10, we prove that the linearized gauge-fixed Einstein-Maxwell system $L_{g_{b,0},\gamma}$ (linearized around weakly charged RN metrics and 4-electromagnetic potentials $(g_{b_0}, A_{b_0})$) has no non-zero modes in the closed upper half plane. Moreover, we describe the space of zero modes and generalized zero modes (with linearly growth in $t_{b,+}$) of $L_{b,\gamma}$ for both RN case and slowly rotating KN case with small charge.

- In §11, we prove the mode stability of the linearized gauge-fixed Einstein-Maxwell operator $L_{b,\gamma}(\sigma)$ for $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0), |Q_0| \ll m_0$ and $\Im \sigma \geq 0, \sigma \neq 0$ (i.e. the invertibility of the operator $\hat{L}_{b,\gamma}(\sigma)$ on suitable function spaces for $\Im \sigma \geq 0, \sigma \neq 0$), and also provide a description of the structure of the resolvent $\hat{L}_{b,\gamma}(\sigma)^{-1}$ near $\sigma = 0$.

- In §12, we study the higher regularity of the resolvent $(\hat{L}_{b,\gamma}(\sigma))^{-1}$ of the linearized gauge-fixed Einstein-Maxwell operator.
• In §13, we put all the previous sections together to study the asymptotic behavior of the solutions \((\dot{g}, \dot{A})\) to the inhomogeneous linearized gauge-fixed Einstein-Maxwell equations \(Lb,\gamma(\dot{g}, \dot{A}) = f\).

• In §14, we reduce the initial value problem for Einstein-Maxwell equations to the inhomogeneous problem studied in the previous section.

• In Appendix §A, we provide a detailed calculation of the linearized Einstein-Maxwell system around RN black holes, which is needed in the proof of the geometric mode stability of Reissner-Nordström spacetime in §7. In Appendix B, we present the calculation of the subprincipal operator of the wave operator acting on tensor bundles at trapping. In Appendix C, we include the computation of the subprincipal operator of the wave operator acting on tensor bundles at radial points at event horizon, which is needed in the radial point estimates at event horizons.

1.5 List of notations

We list the notations used frequently in this paper and point out their first appearance:

\(A^\ell\) weighted \(L^\infty\) conormal function space, see (2.3.2)

\(A_{b_0}\) Reissner-Nordström electromagnetic 4-potentials with parameters \(b_0\), see (4.1.10)

\(A_b\) Kerr-Newman electromagnetic 4-potentials with parameters \(b\), see (4.2.11)

\(b_0\) fixed Reissner-Nordström parameters, see (4.1.1)

\(b\) Kerr-Newman parameters, see (4.2.1)

\(\delta_g\) negative divergence, \((\delta_g u)_{\mu_1...\mu_N} = -\nabla^\lambda u_{\lambda \mu_1...\mu_N}\)

\(\delta_g^*\) symmetric gradient, \((\delta_g^* u)_{\mu\nu} = \frac{1}{2}(u_{\mu;\nu} + u_{\nu;\mu})\)

\(\tilde{\delta}_{g,\gamma}\) modification of the negative divergence, see (4.3.28)

\(\tilde{\delta}_{g,\gamma}^*\) modification of the symmetric gradient, see (4.3.28)
\( g_{b_0} \) Reissner-Nordström metrics with parameter \( b_0 \), see (4.2.11)

\( g_b \) Kerr-Newman metrics with parameters \( b \), see (4.2.11)

\( \gamma_0 \) map assigning to a function on \( M \) its Cauchy data at \( \Sigma_0 \), see (4.4.4)

\( \tilde{H}^{s,\ell}_{b} \) weighted b-Sobolev space of extendible distributions, see (2.3.6)

\( \dot{H}^{s,\ell}_{b} \) weighted b-Sobolev space of supported distributions, see (2.3.6)

\( \tilde{H}^{s,\ell}_{b,h} \) semiclassical weighted b-Sobolev space of extendible distributions, see (2.3.8)

\( \dot{H}^{s,\ell}_{b,h} \) semiclassical weighted b-Sobolev space of supported distributions, see (2.3.8)

\( i_b \) map constructing Cauchy data from geometric initial data, see Proposition 4.4.1

\( \mathcal{K}_b \) the space of zero energy modes of \( L_{b,\gamma} \), see (10.1.4)

\( \hat{\mathcal{K}}_b \) the space of generalized zero energy modes of \( L_{b,\gamma} \), see Proposition 10.2.3

\( \mathcal{K}^*_{b} \) the space of dual zero energy modes of \( L^*_{b,\gamma} \), see (10.1.5)

\( \hat{\mathcal{K}}^*_{b} \) the space of dual generalized zero energy modes of \( L^*_{b,\gamma} \), see Proposition 10.2.3

\( \mathcal{L}_V \) Lie derivative along the vector field \( V \)

\( \mathcal{E}_T V \) equal to \( \mathcal{L}_V T \), see Definition 3.3.4

\( L_{b,\gamma} \) linearized gauge-fixed Einstein-Maxwell equations \((2L^E_{b,\gamma}, L^M_{b,\gamma})\)

\( L^E_{b,\gamma} \) linearized gauge-fixed Einstein equations, see (4.3.29)

\( L^M_{b,\gamma} \) linearized gauge-fixed Maxwell equations, see (4.3.29)

\( \mathcal{M} \) the static region of a fixed Reissner-Nordström spacetime, see (4.1.5)

\( M \) extended manifold where \( g_b \) is defined, see (4.1.8)

\( \mathcal{P}_{b,\gamma} \) gauge propagation operator for the generalized wave map gauge 1-form \( \bar{\Upsilon}^F \), see (4.3.32)

\( \Sigma_0 \) a spacelike Cauchy hypersurface of \( M \), see (4.2.4)
\( t \) static time coordinate, see (4.1.2), or Boyer-Lindquist coordinate, see (4.2.2)

\( t_0 \) incoming Eddington-Finkelstein coordinate on a fixed Reissner-Nordström manifold, see (4.1.6)

\( t_{\chi_0} \) a time function interpolating \( t_0 \) near event horizon and \( t \) near \( r = \infty \), see (4.1.9)

\( t_{b,\star} \) a time function which is smooth across event horizon and transverses to null infinity near \( r = \infty \), see (4.2.17)

\( t_\star \) equal to \( t_{b_\star,\star} \), see (4.1.11)

\( t \) a timelike function with respect to Kerr-Newman metric \( g_0 \), which is equal to \( t \) near \( r = \infty \), see (4.2.3)

\( \theta \) gauge source function for the generalized wave map gauge, see (3.2.8)

\( U_{b_0} \) parameter space for slowly rotating Kerr-Newman black holes, see Lemma 4.2.1

\( U_{b_0,m} \) parameter space for slowly rotating Kerr-Newman black holes allowing for magnetic charges, see (4.2.12)

\( \Upsilon^E \) wave map gauge 1-form, see (3.2.6)

\( \Upsilon^M \) modified Lorenz gauge function, see (3.2.10)

\( \tilde{\Upsilon}^E \) generalized wave map gauge 1-form, see (3.2.8)

\( \tilde{\Upsilon}^M \) generalized Lorenz gauge function, see (3.2.11)

\( \mathcal{W}_{b,\gamma} \) gauge potential operator for Einstein equations, see (4.3.32)

\( \mathcal{X} \) the spatial slice of the static region \( \mathcal{M} \), see (4.1.5)

\( X \) the spatial slice of the extended manifold \( M \), see (4.1.8)

\( \tilde{X} \) compactification of \( X \) at \( r = \infty \), see (4.1.12)

\( \partial_- \tilde{X} \) an artificial boundary of \( \tilde{X} \), see (4.1.12)
$\partial_+ \bar{X}$  the boundary at spatial infinity $r = \infty$ of $\bar{X}$, see (4.1.12)

$\hat{\bullet}(\sigma)$ Fourier transform $e^{it_b \cdot \sigma} \bullet e^{-it_b \cdot \sigma}$ of $\bullet$ with respect to the time function $t_b, \sigma$; in this paper,

$\bullet = \Box_g b, P_b \gamma, \mathcal{W}_b \gamma, L_b \gamma$
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b- and scattering geometry

In this section, we will recall the b- and scattering geometry and analysis on manifolds with boundaries or corners. Here, we follow the discussion in [57, §2]. In §2.1, we recall the notions of b- and scattering vector bundles. We refer the readers to [93, §2] and [95, §2] for a more detailed exposition. In §2.2, we recall the notion of radial compactification. In §2.3, we define the relevant Sobolev, conormal and polyhomogeneous functions defined on manifolds with boundaries or corners.

Let $\bar{X}$ be a general compact manifold with boundary $\partial \bar{X}$, and let $\rho \in C^\infty(\bar{X})$ be a defining function for the boundary $\partial \bar{X}$, that is, $\rho \geq 0$, $\partial \bar{X} = \rho^{-1}(0)$ and $d\rho \neq 0$ on $\partial \bar{X}$.

2.1 b- and scattering vector bundles

The space of b-vector fields $\mathcal{V}_b(\bar{X})$ and scattering vector fields $\mathcal{V}_{sc}(\bar{X})$ are defined as

$$\mathcal{V}_b(\bar{X}) = \{ V \in \mathcal{V}(\bar{X}) \mid V \text{ is tangent to the boundary } \partial \bar{X} \}, \quad \mathcal{V}_{sc}(\bar{X}) = \rho \mathcal{V}_b(\bar{X}). \quad (2.1.1)$$

Let $\rho \in C^\infty(X)$ be a boundary defining function and let $y_1, \cdots, y_{n-1}$ be additional coordinates near the boundary. Then $\mathcal{V}_b(\bar{X})$ is spanned, over $C^\infty(\bar{X})$, by $\rho \partial_\rho$ and $\partial_{y_i}$, while $\mathcal{V}_{sc}(\bar{X})$ is spanned, over $C^\infty(\bar{X})$, by $\rho^2 \partial_\rho$ and $\rho \partial_{y_i}$.

Correspondingly, we have the natural b-tangent bundle $^bT\bar{X}$ and scattering tangent bundle $^{sc}T\bar{X}$ over $\bar{X}$ such that

$$\mathcal{V}_b(\bar{X}) = C^\infty(\bar{X}; ^bT\bar{X}), \quad \mathcal{V}_{sc}(\bar{X}) = C^\infty(\bar{X}; ^{sc}T\bar{X}).$$

Restriction to the interior $X$ gives rise to the smooth bundle maps $^bT\bar{X} \to TX$ and $^{sc}T\bar{X} \to TX$, respectively.
which are isomorphisms over the interior $X$ and vanish at the boundary $\partial \bar{X}$. The space $\text{Diff}^k_b(\bar{X})$, resp. $\text{Diff}^k_{sc}(X)$ of b-, resp. scattering differential operators of degree $k$ consists of finite sums of up to $k$-fold products of b-, resp. scattering vector fields.

The dual bundles is denoted by $b^*T\bar{X}$, resp. $sc^*T\bar{X}$ and called b-cotangent bundle, resp. scattering cotangent bundle. Now $\{d\rho/\rho, dy_i\}$, resp. $\{d\rho/\rho^2, dy_i/\rho\}$ gives a local basis of $b^*T\bar{X}$, resp. $sc^*T\bar{X}$.

A scattering metric is a section $g \in C^\infty(\bar{X}; S^2 sc^*T\bar{X})$, which defines a non-degenerate fiber metric on $sc^*T\bar{X}$, while a b-metric is a section $g \in C^\infty(\bar{X}; S^2 b^*T\bar{X})$, which defines a non-degenerate fiber metric on $b^*T\bar{X}$.

### 2.2 Radial compactification

These aforementioned b- and scattering structures arise naturally on compactifications of non-compact manifolds (see [95, §1]). Now we carry out the radial compactification of the Euclidean space $\mathbb{R}^n$.

**Definition 2.2.1.** The radial compactification of the Euclidean space $\mathbb{R}^n$ is defined as

$$\mathbb{R}^n := (\mathbb{R}^n \sqcup ([0,1)_\rho \times S^{n-1})) / \sim$$

where $\sim$ identifies $(\rho, \omega) \in [0,1)_\rho \times S^{n-1}$ with the point $\rho^{-1}\omega \in \mathbb{R}^n$. The quotient carries the smooth structure where being smooth over $\mathbb{R}^n$ means smoothness over the interior $R^n$ in the usual sense, and smoothness over $[0,1)_\rho \times S^{n-1}$ in $(\rho, \omega)$.

Near the boundary $\rho^{-1}(0)$ with $\rho = r^{-1}$, the space of b-vector fields is spanned over $C^\infty(\mathbb{R}^n)$ by $\rho \partial_\rho = -r \partial_r$ and $\mathcal{V}(S^{n-1})$, while the space of scattering vector fields is spanned over $C^\infty(\mathbb{R}^n)$ by $\rho^2 \partial_\rho = -\partial_r$ and $\rho \mathcal{V}(S^{n-1})$. Returning to the standard coordinates $x^1, \ldots, x^n$ on $\mathbb{R}^n$, a direct calculation implies that $\{\partial_{x^1}, \ldots, \partial_{x^n}\}$ extend to the radial compactification $\mathbb{R}^n$ as smooth scattering vector fields and they form a basis of $sc^*T\mathbb{R}^n$, that is, the space $\mathcal{V}_{sc}(\mathbb{R}^n)$ of the scattering vector fields is spanned, over $C^\infty(\mathbb{R}^n)$, by $\{\partial_{x^1}, \ldots, \partial_{x^n}\}$. We also note that the linear vector fields $\partial_{x^1}, \ldots, \partial_{x^n}$, and $x^i \partial_{x^j}$, $1 \leq i,j \leq n$ lift to span, over $C^\infty(\mathbb{R}^n)$, the space $\mathcal{V}_b(\mathbb{R}^n)$ of b-vector fields.

As for the dual bundles, correspondingly we note that the differentials of the standard coordinates
\(dx^i, 1 \leq i \leq n\) are a basis of \(\text{sc}T^*\mathbb{R}^n\). Therefore, the Euclidean metric \((dx^1)^2 + \cdots + (dx^n)^2\) is a particular example of the scattering metric, i.e., an element in \(C^\infty(\mathbb{R}^n; S^2\text{sc}T^*\mathbb{R}^n)\).

In this work, we are particularly interested in the behavior of the Hamiltonian vector field associated to a smooth function \(p \in C^\infty(\text{sc}T^*\bar{X})\) where \(\bar{X}\) is a manifold with boundaries. Concretely, given a smooth functions \(p \in C^\infty(\text{sc}T^*\bar{X})\), the Hamilton vector fields \(H_p\) extends from the interior to a scattering vector field on \(\text{sc}T^*\bar{X}\), which is again a manifold with boundary \(\text{sc}T^*_{\partial\bar{X}}\bar{X}\). In this paper, we consider the Hamilton vector field \(H_p\) where \(p(x, \xi) := |\xi|_g(x)^2 \cdot 1 \quad \text{and} \quad g \in C^\infty(\bar{X}; S^2\text{sc}T^*\bar{X})\) is a scattering metric.

To give a uniform discussion of the behavior of the Hamiltonian vector field \(H_p \in \mathcal{V}_{\text{sc}}(\text{sc}T^*\bar{X})\) near the boundary of \(\partial\bar{X}\) and near the infinity in the fibers of the scattering cotangent bundle \(\text{sc}T^*\bar{X}\), we consider the compactified scattering cotangent bundle \(\text{sc}T^*\bar{X}\) as our basic microlocal space. We note that \(\text{sc}T^*\bar{X}\) is a compact manifold with corners obtained by the radial compactification of the fibers of \(\text{sc}T^*\bar{X}\) (see Figure 2.1). Let \(\rho_{\text{total}} = x\rho_x\), where \(x\), resp. \(\rho_x\) is the boundary defining function of the boundary of \(\bar{X}\), resp. the fiber infinity, be the total boundary defining function of \(\text{sc}T^*\bar{X}\). Then we have \(\mathcal{V}_{\text{sc}}(\text{sc}T^*\bar{X}) = \rho_{\text{total}}\mathcal{V}_{\text{b}}(\text{sc}T^*\bar{X})\), and thus the rescaled Hamiltonian vector field \(\rho_{\text{total}}^{-1}H_p\), where \(p \in C^\infty(\text{sc}T^*\bar{X})\), is a b-vector field on \(\text{sc}T^*\bar{X}\).

\[
\begin{align*}
\text{sc}S^*\bar{X} &= \{\rho_x = 0\} \\
\text{0 section} \quad \text{sc}T^*_{\partial\bar{X}}\bar{X} &= \{x = 0\} \\
\text{sc}S^*\bar{X} &= \{\rho_x = 0\}
\end{align*}
\]

Figure 2.1: The microlocal space \(\text{sc}T^*\bar{X}\).
2.3 Function spaces

We next recall the notion of b- and scattering Sobolev spaces. Fixing a volume scattering density $\mu$ on $\tilde{X}$, which in the local coordinates $x \geq 0, y \in \mathbb{R}^{n-1}$ is a positive multiple of $|\frac{dx}{x^2} \frac{dy}{x^{n-1}}|$. With respect to this scattering density, we define the space $L^2(\tilde{X}) = L^2_{sc}$, and since $\tilde{X}$ is compact, any two choices of scattering density give rise to equivalent norms on $L^2(\tilde{X})$. We note that using b-density is the usual convention for the definition of b-Sobolev space, however, we emphasize that in this paper, we use the scattering density even for b-Sobolev spaces. For $s \in \mathbb{N}_0$, we define b-or scattering Sobolev space as follows

$$H^s_{\bullet}(\tilde{X}) := \{ u \in L^2(\tilde{X}, \nu) \mid V_1 \cdots V_j u \in L^2(\tilde{X}, \nu), V_i \in \mathcal{V}_{\bullet}(\tilde{X}), 1 \leq i \leq j \leq s \}, \quad \bullet = b, sc,$$

which can be extended to $s \in \mathbb{R}$ by duality and interpolation. Weighted b- and scattering Sobolev spaces are defined by

$$H^{s, \ell}_{\bullet}(\tilde{X}) = \rho^\ell H^s_{\bullet}(\tilde{X}) := \{ u \mid \rho^{-\ell} u \in H^s_{\bullet}(\tilde{X}) \}.$$

The space

$$H^{\infty, \ell}_b(\tilde{X}) = \bigcap_{s \in \mathbb{R}} \tilde{H}^{s, \ell}_b(\tilde{X}).$$

is a Fréchet space and we refer to their elements as weighted $(L^2)$-conormal functions. Dually, we define

$$H^{-\infty, \ell}_b(\tilde{X}) = \bigcup_{s \in \mathbb{R}} \tilde{H}^{s, \ell}_b(\tilde{X}).$$

We note that $\tilde{H}^{s, \ell}_b(\tilde{X}) \subset C^{-\infty}(\tilde{X})$ where $C^{-\infty}(\tilde{X})$ is the space of extendible distributions at $\tilde{X}$ in the sense of [68, Appendix B], and it is also the dual to the space $\dot{C}^{\infty}(\tilde{X})$ (which is the space of smooth functions vanishing, with all derivatives, at the boundary $\partial \tilde{X}$). We also define the spaces of the form

$$H^{s, \ell+}_b(\tilde{X}) := \bigcup_{\epsilon > 0} H^{s, \ell+\epsilon}_b(\tilde{X}), \quad H^{s, \ell-}_b(\tilde{X}) := \bigcap_{\epsilon > 0} H^{s, \ell-\epsilon}_b(\tilde{X}) \quad (2.3.1)$$

for $s \in \mathbb{R} \cup \{\pm \infty\}$.

We also use another the weighted $L^\infty$-conormal functions space $A^\ell(\tilde{X})$ to describe the behavior
of functions near the boundary $\partial \bar{X} = \{ \rho = 0 \}$

$$A^\ell(\bar{X}) := \{ u \in \rho^\ell L^\infty(\bar{X}) : \text{Diff}_b(\bar{X}) u \subset \rho^\ell L^\infty(\bar{X}) \}. \quad (2.3.2)$$

The relation between $H^{\infty,\ell}(\bar{X})$ and $A^\ell$ is as follows: for $\bar{X} = \mathbb{R}^3$, a direct calculation implies $A^\ell(\mathbb{R}^3) \subset H^{\infty,\ell-3/2}(\mathbb{R}^3)$, and Sobolev embedding theorem gives $H^{\infty,\ell}(\mathbb{R}^3) \subset A^{\ell+3/2}(\mathbb{R}^3)$. We note that since we use the scattering density (instead of the b-density) to define the b-Sobolev space, there is a shift $\frac{3}{2}$ in the weight. More specifically, for $s > \frac{3}{2}$, we have

$$H^{s,\ell}_b(\mathbb{R}^3; |dx_1 dx_2 dx_3|) = H^{s,\ell+3/2}_b(\mathbb{R}^3; \langle r \rangle^{-3} |dx_1 dx_2 dx_3|) \hookrightarrow \langle r \rangle^{-\ell-3/2} L^\infty(\mathbb{R}^3). \quad (2.3.3)$$

The spaces $A^{\ell+}(\bar{X})$ and $A^{\ell-}(\bar{X})$ can be defined analogously to (2.3.1). The above spaces of sections of vector bundles are defined using local trivializations.

We now recall the notion of $E$-smoothness and its basic properties (see [93, §5]).

**Definition 2.3.1** ([93, Definition 5.23]). An index set is a discrete subset $E \subset \mathbb{C} \times \mathbb{N}_0$ satisfying

1. $(z_j, k_j) \in E, |(z_j, k_j)| \to \infty \implies \text{Im } z_j \to -\infty$;
2. $(z, k) \in E \implies (z, l) \in E, l \in \mathbb{N}_0, 0 \leq l \leq k$;
3. $(z, k) \in E \implies (z - j, k) \in E, j \in \mathbb{N}_0$.

**Definition 2.3.2** ([93, Equation 5.73]). Let $E$ be an index set. A polyhomogeneous function on $\bar{X}$ with index set $E$ is a smooth (in the interior of $\bar{X}$) function $u$ for which there are $a_{(z,j)} \in C^\infty(\partial \bar{X})$, $(z,j) \in E$, such that

$$u - \sum_{(z,j) \in E \atop \text{Im } z \geq -N} \rho^{|z|} (\log \rho)^3 a_{(z,j)} \in A^N(\bar{X}) \quad \forall N \in \mathbb{R}. \quad (2.3.4)$$

The space of polyhomogeneous functions on $\bar{X}$ with index set $E$ is denoted by $A^E_{\text{phg}}(\bar{X})$.

Another characterization of polyhomogeneous functions with index set $E$ is given by

$$u \in A^E_{\text{phg}}(\bar{X}) \iff \prod_{(z,j) \in E \atop \text{Im } z \geq -N} (\rho D_\rho - z) u \in A^N(\bar{X}) \quad \forall N \in \mathbb{R},$$

where $D_\rho = i^{-1} \partial_\rho$ and $\rho$ is the boundary defining function of $\bar{X}$.
Let $\bar{X}'$ is a compact manifold with boundary, and let $\bar{X} \subset \bar{X}'$ be a submanifold with boundaries. Suppose that the boundaries of $\bar{X}$ has two components

$$\partial \bar{X} = \partial_- \bar{X} \cup \partial_+ \bar{X}, \quad \partial_- \bar{X} = \partial \bar{X} \setminus \partial \bar{X}', \quad \partial_+ \bar{X} = \partial \bar{X}';$$

we call $\partial_+ \bar{X}$ the boundary ‘at infinity’, and $\partial_- \bar{X}$ the ‘artificial’ boundary in the interior of $\bar{X}'$. Working on such $\bar{X}$, we impose b- and scattering structure near $\partial_+ \bar{X}$ (i.e. the boundary ‘at infinity’). That is, we define (by a slight abuse of notation)

$$\mathcal{V}_b(\bar{X}) := \{ V\big|_{\bar{X}} \mid V \in \mathcal{V}_b(\bar{X}') \}, \quad \mathcal{V}_{sc}(X) := \{ V\big|_{\bar{X}} \mid V \in \mathcal{V}_{sc}(\bar{X}') \}.$$ 

A typical example of the setting (2.3.5) is $\bar{X}' = \mathbb{R}^n$ and $\bar{X} = \{ r \geq 1 \} \subset \bar{X}'$. In this example, we see that $\partial_+ \bar{X} = \partial X'$ is the boundary ‘at infinity’ and $\partial_- \bar{X} = \{ r = 1 \}$ is the boundary in the interior of $\bar{X}' = \mathbb{R}^n$. See Figure 2.2.

Because of the existence of the ‘artificial’ boundary $\partial_- \bar{X}$, we further introduce the following two classes of Sobolev spaces: extendible Sobolev spaces $\tilde{H}^{s,\ell}_b(\bar{X})$ and supported Sobolev spaces $\dot{H}^{s,\ell}_b(\bar{X})$

$$\tilde{H}^{s,\ell}_b(\bar{X}) := \{ u|_{\bar{X}} \mid u \in H^{s,\ell}_b(\bar{X}') \}, \quad \dot{H}^{s,\ell}_b(\bar{X}) := \{ u \mid u \in H^{s,\ell}_b(\bar{X}'), \supp u \subset \bar{X} \}, \quad \bullet = b, sc.$$ 

Away from $\partial_- \bar{X}$, these are the same as the standard spaces $H^{s,\ell}_b(\bar{X})$. Therefore, the extendibility/support considerations arise only at $\partial_- \bar{X}$, not at $\partial_+ \bar{X}$.

Let $\bar{M} = \mathbb{R}_t \times \bar{X}$ be a stationary spacetime with ‘spatial part’ $\bar{X}$ and define the projection $\pi_{\bar{X}}: \bar{M} \to \bar{X}$. Let $\mathcal{F}(\bar{X})$ be a function space on $\bar{X}$ such as $\mathcal{F}(\bar{X}) = \tilde{H}^{\infty,\ell}_b(\bar{X})$ or $\dot{H}^{\infty,\ell}_b(\bar{X})$, and then
\[ \pi_{\bar{X}}^* \mathcal{F}(\bar{X}) \text{ is a } \tau\text{-independent function space on } M. \] For later use, we further introduce the space of \textit{generalized zero modes} (which depends on \( \tau \) polynomially)

\[
\text{Poly}(\tau) \mathcal{F}(\bar{X}) := \bigcup_{k \in \mathbb{N}} \text{Poly}^k(\tau) \mathcal{F}(\bar{X}), \quad \text{Poly}^k(\tau) \mathcal{F}(\bar{X}) := \left\{ \sum_{j=0}^{k} \tau^j a_j : a_j \in \mathcal{F}(\bar{X}) \right\}.
\] (2.3.7)

Here, \( \bar{X} \) (or \( dt \)) does not have to be spacelike (or timelike).

For the high energy estimates, we need to work with \textit{semiclassical} \( b\)-\textit{Sobolev spaces} \( H_{b,h}^{s,\ell}(\bar{X}) \).

The semiclassical \( b\)-Sobolev norms are defined for \( s \in \mathbb{N}_0 \), \( u \in H_{b,\bar{X}}^{s,\ell}(\bar{X}) \), \( h \in (0,1] \) by

\[
\|u\|_{H_{b,h}^{s,\ell}(\bar{X})}^2 := \sum_{1 \leq i_1, \ldots, i_j \leq N} \| (hV_{i_1}) \cdots (hV_{i_j}) u \|_{L^2(\bar{X})}^2, \quad \|u\|_{H_{b,h}^{s,\ell}(\bar{X})} := \| \rho^{-\ell} u \|_{H_{b,h}^{s,\ell}(\bar{X})},
\] (2.3.8)

where \( V_1, \ldots, V_N \in \mathcal{V}_{b}(\bar{X}) \) spans \( \mathcal{V}_{b}(\bar{X}) \) over \( C^\infty(\bar{X}) \). This definition of the semiclassical norm can be extended to \( s \in \mathbb{R} \) by duality and interpolation. (Alternatively, \( H_{b,h}^{s,\ell}(\bar{X}) \) can be defined by using semiclassical \( b\)-pseudodifferential operators, see \cite[Appendix A]{63}.) If \( \bar{X} \) is a compact manifold as in the setting (2.3.5), one can also define semiclassical extendible and supported \( b\)-Sobolev spaces \( \tilde{H}_{b,h}^{s,\ell}(X) \) and \( \check{H}_{b,h}^{s,\ell}(X) \) analogously to (2.3.6).
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Chapter 3

Initial value problems formalism of Einstein-Maxwell equations

In this section, we shall discuss the initial value problems formalism for Einstein-Maxwell equations. Here, we follow the discussion in [60, §3]. As a general reference, we refer the readers to [19, §6.10]. In §3.1, we reduce the Einstein-Maxwell equations for \((g, F)\) in the form (3.1.1)–(3.1.2) to the study of the equations for \((g, A)\) of the form (3.1.9). In §3.2, we formulate the initial value problems for Einstein-Maxwell equations and then write the Einstein-Maxwell equations with respect to a generalized wave map gauge and Lorenz gauge. In §3.3, we discuss the linearization around a special solution of the Einstein-Maxwell equations, as well as the linearization of the gauge-fixed Einstein-Maxwell equations.

3.1 Einstein-Maxwell equations

The Einstein-Maxwell equations read

\[
\begin{align*}
\text{Ric}(g)_{\mu\nu} &= 2T(g, F)_{\mu\nu}, \\
dx F &= 0, \quad \delta_g F = 0.
\end{align*}
\]

(3.1.1) (3.1.2)

where \(g\) is a Lorentzian metric \(g\) with signature \((- , + , + , + )\), \(\text{Ric}(g)\) is the Ricci curvature tensor, \(T_{\mu\nu}(g, F) := F_{\mu\alpha}F_{\nu}{}^{\alpha} - \frac{1}{4}g_{\mu\nu}F_{\alpha\beta}F^{\alpha\beta}\) is the energy momentum tensor associated with an electromagnetic field represented by a 2-form \(F\) and \(\delta_g F = -\nabla^{\alpha}F_{\alpha\beta}\) is the negative divergence. A direct calculation implies that if \(F\) solves (3.1.2), then we have \(\delta_g T(g, F) = 0\).
Let \((g, F)\) be a smooth solution of (3.1.1)–(3.1.2). Let \(i: \Sigma_0 \hookrightarrow M\) be a spacelike hypersurface with future timelike unit normal field \(n\), and let \(h = g|\Sigma_0\) be the induced metric on \(\Sigma_0\) with respect of \(g\). The electromagnetic initial data on \(\Sigma_0\) are the magnetic field \(H\) and electric field \(E\). The 1-form \(H\) is the form induced on \(\Sigma_0\) by the electromagnetic field \(F\), while \(E\) is the 1-form on \(\Sigma_0\) relative to the future timelike unit normal \(n\) to \(\Sigma_0\) in the spacetime metric \(g\). Specifically, the electric and magnetic fields \(E, H\), as measured by observers with 4-velocity \(n\), are defined as follows

\[E := -i^* t_n F = *_h i^* g F, \quad H := i^* t_n *_g F = *_h i^* F\]  

(3.1.3)

where \(*\) is the Hodge star operator.

A direct calculation implies that for \(T_{g,F} := T(g, F)\)

\[T_{g,F}(n,n) = \frac{1}{2}(|E|^2_{\Sigma_0} + |H|^2_{\Sigma_0}),\]  

(3.1.4)

\[T_{g,F}(n,\cdot) = *_h (H \wedge E)\]  

on \(T\Sigma_0\),

where \(T_{g,F}(n,n)\) is interpreted as the energy density of the electromagnetic field measured by an observer with 4-velocity \(n\).

We now define the following rotation of \(F, E, H\):

\[F_\theta := \cos(\theta) F + \sin(\theta) *_g F,\]  

(3.1.5)

\[(E_\theta, H_\theta) := (\cos(\theta) E - \sin(\theta) H, \sin(\theta) E + \cos(\theta) H).\]  

(3.1.6)

Then \(E_\theta\) and \(H_\theta\) are the electric and magnetic field, respectively, induced by \((g, F_\theta)\). Now we establish the following lemma.

**Lemma 3.1.1.** If \((g, F)\) solves the Einstein-Maxwell equations (3.1.1)–(3.1.2), then so does \((g, F_\theta)\) for all \(\theta \in \mathbb{R}\), where \(F_\theta\) is defined as in (3.1.5).

**Proof.** According to the facts that \(*_g *_g = -\text{Id}\) and \(\delta_g = *_g d *_g\) when acting on 2-forms, the equations (3.1.2) are equivalent to \(dF = 0, d *_g F = 0\). Then it follows that

\[dF_\theta = \cos(\theta) dF + \sin(\theta) d *_g F = 0, \quad \delta g F_\theta = *_g (\cos(\theta) d *_g F - \sin(\theta) dF) = 0.\]

Since the energy momentum tensor \(T(g, F)\) can be rewritten as

\[T(g, F)_{\mu\nu} = \frac{1}{2} g^{\lambda\sigma} \left( F_{\mu\lambda} F_{\nu\sigma} + (*_g F)_{\mu\lambda} (*_g F)_{\nu\sigma} \right),\]  
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it follows that $T(g, F_0)_{\mu\nu} = T(g, F)_{\mu\nu}$. This proves that $(g, F_0)$ solves the Einstein-Maxwell equations (3.1.1)–(3.1.2).

For simplicity, we may assume that

$$M \cong \mathbb{R}_t \times I_r \times S^2, \quad \Sigma_0 = \{t = 0\} \subset M,$$

(3.1.7)

where $I \subset \mathbb{R}$ is a non-empty open interval, and $\Sigma_0$ is spacelike. Then given a solution $(g, F)$ of (3.1.1)–(3.1.2), and a 2-sphere $S = \{t = t_0, r = r_0\} \subset M$ (with $t_0 \in \mathbb{R}$, $r_0 \in I$), we can define the electric and magnetic charges

$$Q_e(g, F) := \frac{1}{4 \pi} \int_S \star g F, \quad Q_m(F) := \frac{1}{4 \pi} \int_S F, \quad (3.1.8)$$

By Stokes’ theorem and the equations (3.1.2) $dF = 0, d \star g F = 0$, $Q_e$ and $Q_m$ are independent of the specific choice of $S$. In particular, we can choose $S \subset \Sigma_0$, and use (3.1.3) and $\star h \star h = \text{Id}$ when acting on 1-form to find that

$$Q_e(g, F) = Q_e(h, E) := \frac{1}{4 \pi} \int_S \star h E = \frac{1}{4 \pi} \int_S \langle E, \nu \rangle d\sigma,$$

$$Q_m(F) = Q_m(H) := \frac{1}{4 \pi} \int_S \star h H = \frac{1}{4 \pi} \int_S \langle H, \nu \rangle d\sigma,$$

with $\nu$ the outward pointing unit normal to $S$ (with respect to $h$) and $d\sigma$ the volume element of $S$.

Since $I_r \times S^2$ is not a simply connected domain, $dF = 0$ does not imply that $F = dA$ for some 1-form $A$ globally. In fact, the de Rham cohomology group $H^2_{\text{dR}}(I_r \times S^2, \mathbb{R}) \cong \mathbb{R}$ and $F \mapsto Q_m(F)$ induces an isomorphism. Therefore, the vanishing of $Q_m(F)$ is equivalent to the condition that $F = dA$ for some 1-form $A$. Now we will show that the vanishing of $Q_m(F)$ can always be arranged by the rotation transformation (3.1.5).

**Lemma 3.1.2.** Let $(g, F)$ solve the Einstein-Maxwell equations (3.1.1)–(3.1.2). In the setting (3.1.7), there exists $\theta \in \mathbb{R}$ such that $Q_m(F_\theta) = 0$, with $F_\theta$ defined in (3.1.5). Moreover, for such $\theta$, we have

$$Q_e(g, F_\theta)^2 = Q_m(F)^2 + Q_e(g, F)^2.$$

**Proof.** With $F_\theta = \cos(\theta) F + \sin(\theta) \star g F$, we have $Q_m(F_\theta) = \cos(\theta) Q_m(F) + \sin(\theta) Q_e(g, F)$. Choosing $\theta \in \mathbb{R}$ such that $(\cos \theta, \sin \theta) \perp (Q_m(F), Q_e(g, F))$ finishes the proof.

\[ \Box \]
In view of Lemma 3.1.2, we may assume \( Q_m(F) = 0 \), which is equivalent to the fact that \( F = dA \) for some 1-form \( A \). This reduces the study of the Einstein-Maxwell equations on \( M \) in the form (3.1.1)–(3.1.2) to the study of the following system in \((g, A)\)

\[
\text{Ric}(g) = 2T(g, dA), \quad \delta_g dA = 0, \tag{3.1.9}
\]

which we continue to call Einstein-Maxwell equations. In this work, we will study the Einstein-Maxwell equations of the above form (3.1.9).

### 3.2 Initial value problems for the nonlinear system

We now discuss the initial value problem of Einstein-Maxwell equations (3.1.9). Given any initial data

\[
(\Sigma_0, h, k, E, H), \tag{3.2.1}
\]

where \( \Sigma_0 \) is a smooth 3-manifold equipped with Riemannian metric \( h \), a symmetric 2-tensor \( k \), and 1-forms \( E, H \), one seeks a solution \((M, g, A)\) to (3.1.9) with data \((\Sigma_0, h, k, E, H)\) in the sense that \( \Sigma_0 \hookrightarrow M \) is a spacelike embedding hypersurface with respect to \( g \), and \( h, k \) are respectively the induced metric and second fundamental form of \( \Sigma_0 \) with respect to \( g \), and \( F = dA \) induces the given fields \( E, H \) on \( \Sigma_0 \) according to (3.1.3). We define the initial data map

\[
\tau : (g, F) \mapsto (h, k, E, H) \tag{3.2.2}
\]

if \((g, F)\) induces the data \((h, k, E, H)\) at \( \Sigma_0 \) in the above sense. We note that the data \((h, k, E, H)\) cannot be prescribed freely and they must satisfy the following constraint equations, which are obtained by evaluating \( G_g(\text{Ric}(g) - 2T(g, F)) \) on \((n, n)\) where \( G_g = \text{Id} - \frac{1}{2} g \text{tr}_g \) and \( n \) is future timelike unit normal to \( \Sigma_0 \), and on \((n, X)\) with \( X \in T\Sigma_0 \), and pulling back \( dF = 0, d \star_g F = 0 \) to \( \Sigma_0 \), and finally adding the constraint that the magnetic charge \( Q_m(F) = Q_m(H) = 0 \) vanishes.

\[
R_h - |k|^2_h + (\text{tr}_h k)^2 = 2(|E|^2_h + |H|^2_h), \tag{3.2.3}
\]

\[
\delta_h k + d\text{tr}_h k = 2 \star_h (H \wedge E); \tag{3.2.4}
\]

\[
\delta_h E = 0, \quad \delta_h H = 0; \tag{3.2.5}
\]

\[
Q_m(H) = \frac{1}{4\pi} \int_S \star_h H = 0. \tag{3.2.5}
\]
The constraints \((3.2.3)-(3.2.4)\) are necessary and sufficient conditions for the local solvability of the Einstein-Maxwell equations (see [19, §6.10]).

Remark 3.2.1. In the setting \(\Sigma_0 \cong I_r \times S^2\) as in \((3.1.7)\), in view of the discussion around \((3.1.5)\) and Lemma 3.1.2, the constraint equations are invariant with \((E, H)\) replaced by \((E_\theta, H_\theta)\), and by choosing suitable \(\theta\) we have \(Q_m(H_\theta) = 0\). Therefore, we can solve the Einstein-Maxwell equations for \((g, A)\) with initial data \((E_\theta, H_\theta)\), and then \(F := (dA)_{-\theta}\) gives rise to a solution of \((3.1.1)-(3.1.2)\) with initial data \((E, H)\).

Under the additional assumption \(Q_m(H) = 0\), we can solve the Einstein-Maxwell equations of the form \((3.1.9)\) for \((g, A)\), with electromagnetic field then given by \(F = dA\). Due to the diffeomorphism invariance of Einstein-Maxwell equations, one has the gauge freedom and thus can fix a gauge. Here, we employ the generalized wave map gauge. Concretely, we fix a Lorentzian background metric \(g^0\) and define the gauge 1-form
\[
\Upsilon^E(g; g^0) := g(g^0)^{-1} \delta g G g g^0. \tag{3.2.6}
\]
In local coordinates, the above gauge 1-form can be written as
\[
\Upsilon^E(g; g^0)_\alpha = g_{\alpha\kappa} g^{\mu\nu} (\Gamma(g)_{\mu\nu}^\kappa - \Gamma(g^0)_{\mu\nu}^\kappa). \tag{3.2.7}
\]
We note that \(\Upsilon^E(g) \equiv 0\) if and only if the identity map \(\text{Id}: (M, g) \to (M, g^0)\) is a wave map, and thus \(\Upsilon^E(g) \equiv 0\) gives rise to the wave map gauge (see [32]). The generalized wave map gauge is defined as
\[
\bar{\Upsilon}^E(g; g^0) = \Upsilon^E(g; g^0) - \theta(g; g^0) = 0 \tag{3.2.8}
\]
where \(\theta\) is a 1-form linear in \(g\) and independent of the derivatives of \(g\), and satisfies that \(\theta(g^0; g^0) = 0\).

We also point out that if the background metric \(g^0\) is Minkowski metric, one obtains the generalized wave coordinates for \(\theta(g; g^0) \neq 0\) (see [46]) and wave coordinates for \(\theta(g; g^0) = 0\) (see [19, §6]), respectively.

The system \((3.1.9)\) has an additional gauge freedom, namely, Einstein-Maxwell equations are invariant under the gauge transformation
\[
(g, A) \mapsto (\phi_* g, \phi_* A + da). \tag{3.2.9}
\]
for any diffeomorphism \( \phi : M \to M \) and smooth function \( a \in C^\infty(M) \). A typical gauge for \( A \) is Lorenz gauge, which is given by \( \delta_g A = 0 \). In fact, it is more convenient to write \( \delta_g = -\text{tr}_g \delta_g^* \) and to introduce the gauge function

\[
\Upsilon^M(g, A; g^0) := \text{tr}_g \delta_g^* A, \tag{3.2.10}
\]

where \( g^0 \) is a fixed background metric as above. Therefore, \( \Upsilon^M(g, A) \) equals \( -\delta_g A \) up to terms of order 0 in \( A \). The generalized Lorenz gauge is defined as

\[
\overline{\Upsilon}^M(g, A; g^0, A^0) = \Upsilon^M(g, A; g^0) - \Upsilon^M(g, A^0; g^0) = 0 \tag{3.2.11}
\]

where \( A_0 \) is a fixed 1-form.

Remark 3.2.2. We claim that any solution \((g, A)\) to the Einstein-Maxwell equations can be transformed into another solution \((\phi^* g, \phi^* A + da)\) which satisfies the generalized wave map gauge and generalized Lorenz gauge conditions. Concretely, we define new coordinates \((y^\alpha)\) by solving

\[
\begin{cases}
\Box_g y^\alpha - \theta(g; g^0) \beta \nabla^\beta y = 0 \\
(y^\alpha, dy^\alpha)|_{\Sigma_0} = (x^\alpha, dx^\alpha)|_{\Sigma_0}.
\end{cases}
\]

Then the pull back \((\phi^* g, \phi^* A)\) of \((g, A)\) with respect to the diffeomorphism \(\phi(y) = x\) satisfies the generalized wave map gauge condition and is also a solution to Einstein-Maxwell equations. Then with \((\phi^* g, \phi^* A)\), one continues to solve the equation \(\overline{\Upsilon}^M(\phi^* g, \phi^* A + da; g^0) = \Upsilon^M(\phi^* g, A_0; g^0)\), which is a linear scalar wave equation for \(a\), and thus \((\phi^* g, \phi^* A + da)\) satisfies the generalized Lorenz gauge condition and solves the Einstein-Maxwell equations.

We now consider the gauge-fixed system

\[
P^E(g, A) := \text{Ric}(g) - \tilde{\delta}_g^* \overline{\Upsilon}^E(g; g^0) - 2T(g, dA) = 0 \tag{3.2.12}
\]

\[
P^M(g, A) := \delta_g dA - d\overline{\Upsilon}^M(g, A; g^0, A^0) = 0 \tag{3.2.13}
\]

where \( \tilde{\delta}_g^* \) is zero order modification of \( \delta_g^* \), i.e., \( \tilde{\delta}_g^* = \delta_g^* + B \) with \( B \in C^\infty(M; \text{Hom}(S^2 T^* M, T^* M)) \), and \( (\delta_g^* u)_{\mu\nu} = \frac{1}{2} (u_{\mu;\nu} + u_{\nu;\mu}) \) is the symmetric gradient. Now, \((3.2.12)-(3.2.13)\) is a quasilinear hyperbolic system for \((g, A)\) (which is principally scalar if one multiplies the first equation by 2).

In order to relate the initial value problem for the Einstein-Maxwell system for \((g, A)\) to that of the quasilinear hyperbolic system \((3.2.12)-(3.2.13)\), we need the following lemma.
Lemma 3.2.3. Suppose \((g, A)\) solves the gauge-fixed Einstein-Maxwell equation

\[
P(g, A) = (P^E(g, A), P^M(g, A)) = 0
\]

and attains the given initial data \((g_0, g_1, A_0, A_1)\) at the initial hypersurface \(\Sigma_0 = \{ t = 0 \}\) which satisfy the constraint equations (3.2.3)–(3.2.5). If \((g, A)\) satisfies the generalized wave map gauge and Lorenz gauge conditions initially at \(\Sigma_0\), that is,

\[
\begin{align*}
\tilde{\Upsilon}^E(g; g^0) &= 0, & \tilde{\Upsilon}^M(g, A; g^0, A^0) &= 0 \quad \text{at} \quad \Sigma_0 = \{ t = 0 \},
\end{align*}
\]

then \((g, A)\) solves the Einstein-Maxwell equations with the same initial data.

Proof. We first prove that if \((g, A)\) solves \(P(g, A) = 0\) and satisfies the constraint equations and the gauge conditions at \(\Sigma_0\), then

\[
\mathcal{L}_{\partial_t} \tilde{\Upsilon}^E(g; g^0) = 0, \quad \mathcal{L}_{\partial_t} \tilde{\Upsilon}^M(g, A; g^0, A^0) = 0 \quad \text{at} \quad \Sigma_0.
\]

Since the constraint equation (3.2.3) is equivalent to evaluating \(G_g(Ric(g) - 2T(g, dA))\) on \((n, n)\) and \((n, X)\) on \(\Sigma_0\) where \(n\) is the future timelike unit normal to \(\Sigma_0\) and \(X \in T\Sigma_0\), then evaluating \(G_g P^M(g, A)\) on \((n, X)\) and \((n, n)\) and using the fact that \(\tilde{\Upsilon}^E(g, A; g^0) = 0\) at \(\Sigma_0\) yield

\[
\mathcal{L}_{\partial_t} \tilde{\Upsilon}^E(g, A; g^0) = 0 \quad \text{at} \quad \Sigma_0.
\]

As for the Maxwell part, the constraint equation implies that the evaluation of \(\delta_g dA\) on \(n\) is zero at \(\Sigma_0\) and thus we have \(\mathcal{L}_{\partial_t} \tilde{\Upsilon}^M(g, A; g^0, A^0) = 0\) at \(\Sigma_0\).

Applying the negative divergence operator \(\delta_g\) on the equation \(P^M(g, A) = 0\) yields

\[
\delta_g d\tilde{\Upsilon}^M(g, A; g^0, A^0) = 0.
\]

Then we obtain a linear hyperbolic system for \(\tilde{\Upsilon}^M(g, A; g^0, A^0)\) with vanishing initial data. Therefore, \(\tilde{\Upsilon}^M(g, A; g^0, A^0) = 0\) on \(M\), which implies that \((g, A)\) solve the Maxwell part \(\delta_g dA = 0\) of the Einstein-Maxwell equations. According to the second Bianchi identity \((\delta_g G_g Ric(g) = 0)\) and the fact that \(\delta_g dA = 0\) (and thus \(\delta_g G_g T(g, dA) = \delta_g T(g, dA) = 0\)), applying first the trace reversal operator \(G_g = \text{Id} - \frac{1}{2} g \text{tr}_g\) and then the negative divergence operator \(\delta_g\) on \(P^E(g, A) = 0\) yields

\[
\delta_g G_g \delta_g ^* \tilde{\Upsilon}^E(g; g^0) = 0.
\]
We again obtain a linear hyperbolic system for $\tilde{\Sigma}(g; g^0)$ with vanishing initial data, and thus $\tilde{\Sigma}(g; g^0) = 0$ on $M$, which implies that $(g, A)$ solves Einstein part $\text{Ric}(g) - 2T(g, dA) = 0$ of the Einstein-Maxwell equations. This completes the proof.

Owing to Lemma 3.2.3, in order to solve the initial value problem for Einstein-Maxwell equations, it suffices to construct the gauged initial data satisfying the conditions (3.2.14) and solve the gauge-fixed Einstein-Maxwell equations (3.2.12)–(3.2.13) with the constructed gauged initial data. We postpone the construction of the gauged initial data to §4.4.

3.3 Initial value problems for the linearized system

In this work, we are interested in understanding long time behavior of a general solution to the linearize Einstein-Maxwell equations.

Suppose $(g, F)$ is a solution to the Einstein-Maxwell system (3.1.1)–(3.1.2) on a spacetime $M = \mathbb{R} \times \Sigma_0$. Then around $(g, F)$, the linearized Einstein-Maxwell equations are defined as

$$
D_g\text{Ric}(\dot{g}) - 2D_{g,F}T(\dot{g}, \dot{F}) := \left. \frac{d}{ds} \left( (\text{Ric} - 2T)(g + sg, F + s\dot{F}) \right) \right|_{s=0} = 0,
$$

$$
d\dot{F} = 0, \quad D_{g,F}(\delta_{i,j}(\cdot))(\dot{g}, \dot{F}) := \left. \frac{d}{ds}(\delta_{g+sg}(F + s\dot{F})) \right|_{s=0} = 0.
$$

(3.3.1)

Suppose $\Sigma_0$ is spacelike for $g$. We denote by $(\dot{\mathbf{h}}, \dot{\mathbf{k}}, \dot{\mathbf{E}}, \dot{\mathbf{H}})$ the linearization of the initial data map $\tau$ around $(g, F)$. We note that $(\dot{\mathbf{h}}, \dot{\mathbf{k}}, \dot{\mathbf{E}}, \dot{\mathbf{H}})$ are the initial data we impose in the initial value problem for the linearized Einstein-Maxwell equations (3.3.1). As in the case of the non-linear Einstein-Maxwell equations where the initial data should satisfy the constraint equations, the initial data $(\dot{\mathbf{h}}, \dot{\mathbf{k}}, \dot{\mathbf{E}}, \dot{\mathbf{H}})$ for the linearized Einstein-Maxwell equations are required to satisfy the linearized constraint equations (see [19, §7.2]), which is defined as the linearization of (3.2.3)–(3.2.4) around the data $(\mathbf{h}, \mathbf{k}, \mathbf{E}, \mathbf{H})$ induced by $(g, F)$.

Motivated from (3.1.5) and (3.1.6), we introduce the following transformation

$$
\dot{\mathbf{F}}_{\theta} := \cos(\theta)\dot{\mathbf{F}} + \sin(\theta) \left. \frac{d}{ds} \left( \ast_{g+sg} (F + s\dot{F}) \right) \right|_{s=0},
$$

$$
(\mathbf{E}_{\theta}, \mathbf{H}_{\theta}) := (\cos(\theta)\mathbf{E} - \sin(\theta)\mathbf{H}, \sin(\theta)\mathbf{E} + \cos(\theta)\mathbf{H}).
$$

(3.3.2)
Then we have
\[(h, k, \dot{E}_\theta, \dot{H}_\theta) = D_{(g, F_\theta)} \tau(\dot{g}, \dot{F}_\theta).\]

Now we prove the analogue of Lemma 3.1.1 at the linearized level.

**Lemma 3.3.1.** If \((\dot{g}, \dot{F})\) solves the linearized Einstein-Maxwell equations \((3.3.1)\) linearized around 
\((g, F)\), then \((\dot{g}, \dot{F}_\theta + cF_{\theta + \frac{\pi}{2}})\) solves \((3.3.1)\) linearized around \((g, F_\theta)\) for any \(\theta, c \in \mathbb{R}\).

**Proof.** Since \(dF = 0, d\left(\frac{d}{ds}\big|_{s=0} \left( *_{g + s\dot{g}} (F + s\dot{F}) \right) \right) = 0\), it follows that
\[d(\dot{F}_\theta + cF_{\theta + \frac{\pi}{2}}) = \cos(\theta) d\dot{F} + \sin(\theta) d\left(\frac{d}{ds}\big|_{s=0} \left( *_{g + s\dot{g}} (F + s\dot{F}) \right) \right) + cdF_{\theta + \frac{\pi}{2}} = 0.\]

We next calculate
\[\frac{d}{ds}\big|_{s=0} \left( *_{g + s\dot{g}} (F_\theta + s(\dot{F}_\theta + cF_{\theta + \frac{\pi}{2}})) \right) = \frac{d}{ds}\big|_{s=0} \left( *_{g + s\dot{g}} (F_\theta + s\dot{F}_\theta) \right) + c *_{g} F_{\theta + \frac{\pi}{2}} = \cos(\theta) \frac{d}{ds}\big|_{s=0} \left( *_{g + s\dot{g}} (F + s\dot{F}) \right) - \sin(\theta) \dot{F} + c *_{g} F_{\theta + \frac{\pi}{2}}\]
and this implies
\[\frac{d}{ds}\big|_{s=0} \left( \delta_{g + s\dot{g}} (F_\theta + s(\dot{F}_\theta + cF_{\theta + \frac{\pi}{2}})) \right) = 0.\]

According to the calculation for \(T(g, F)\) in the proof of Lemma 3.1.1, with \((F + s\dot{F})_\theta = \cos(\theta)(F + s\dot{F}) + \sin(\theta) *_{g + s\dot{g}} (F + s\dot{F})\) we have
\[T(g + s\dot{g}, F + s\dot{F}) = T(g + s\dot{g}, (F + s\dot{F})_\theta) = T(g + s\dot{g}, F_\theta + s\dot{F}_\theta) + \mathcal{O}(s^2)\]
and thus
\[D_{(g, F\theta)} T(\dot{g}, \dot{F}_\theta + cF_{\theta + \frac{\pi}{2}}) = D_{(g, F)} T(\dot{g}, \dot{F}) + \frac{c}{2} g^{\lambda\sigma} ((F_\theta)_{\mu\lambda}(F_{\theta + \frac{\pi}{2}})_{\nu\sigma} + (F_{\theta + \frac{\pi}{2}})_{\mu\lambda}(F_\theta)_{\nu\sigma}) + \frac{c}{2} g^{\lambda\sigma} ((*_{g} F_\theta)_{\mu\lambda}(*_{g} F_{\theta + \frac{\pi}{2}})_{\nu\sigma} + (*_{g} F_{\theta + \frac{\pi}{2}})_{\mu\lambda}(*_{g} F_\theta)_{\nu\sigma}) + \mathcal{O}(s^2)\]
\[= D_{(g, F)} T(\dot{g}, \dot{F}).\]

This implies that \((\dot{g}, \dot{F}_\theta + cF_{\theta + \frac{\pi}{2}})\) solves the linearization of the equation \(\text{Ric} - 2T = 0\) around \((g, F_\theta)\). \(\square\)

If \(M \cong \mathbb{R} \times \Sigma_0\), we can define linearized charges as follows
\[\dot{Q}_e(\dot{g}, \dot{F}) := \frac{1}{4\pi} \int_\Sigma ds \left| \frac{d}{ds}\big|_{s=0} *_{g + s\dot{g}} (F + s\dot{F}) \right|, \quad \dot{Q}_m(\dot{F}) := \frac{1}{4\pi} \int_\Sigma ds \left| \frac{d}{ds}\big|_{s=0} (F + s\dot{F}) \right| = \frac{1}{4\pi} \int_\Sigma \dot{F}.\]
If \((\dot{g}, \dot{F})\) solves the linearized Einstein-Maxwell equations, by Stokes’ theorem and the linearized equations (3.3.1) again, \(\dot{Q}_e\) and \(\dot{Q}_m\) are independent of the specific choice of \(S\). In particular, we can choose \(S \subset \Sigma_0\), and use the linearization of (3.1.3) around \((g, F)\) to find that

\[
\dot{Q}_e(\dot{g}, \dot{F}) = \dot{Q}_e(\dot{h}, \dot{E}) := \frac{1}{4\pi} \int_S \frac{d}{ds} \bigg|_{s=0} \ast_h \vec{E}_s, \\
\dot{Q}_m(\dot{F}) = Q_m(\dot{H}) := \frac{1}{4\pi} \int_S \frac{d}{ds} \bigg|_{s=0} \ast_h \vec{H}_s.
\]

We note that the analogue of Lemma 3.1.2 holds for the linearized charges.

**Lemma 3.3.2.** Let \((\dot{g}, \dot{F})\) solve the linearized Einstein-Maxwell equations around \((g, F)\). In the setting (3.1.7), there exist \(c, \theta \in \mathbb{R}\) such that \(Q_m(F_\theta) = 0\) and \(\dot{Q}_m(\dot{F}_\theta + cF_\theta + \frac{\pi}{2}) = 0\), with \(F_\theta + \frac{\pi}{2}\) and \(\dot{F}_\theta\) defined in (3.1.5) and (3.3.2), respectively.

**Proof.** First, according to Lemma 3.1.2, there exists \(\theta \in \mathbb{R}\) such that \(Q_m(F_\theta) = 0\). Since

\[
Q_m^2(F_\theta + \frac{\pi}{2}) = Q_e(g, F_\theta)^2 = Q_m(F)^2 + Q_e(g, F)^2 \neq 0,
\]

we can choose

\[
c = -\frac{\dot{Q}_m(\dot{F}_\theta)}{Q_m(F_\theta + \frac{\pi}{2})},
\]

with which we have \(\dot{Q}_m(\dot{F}_\theta + cF_\theta + \frac{\pi}{2}) = \dot{Q}_m(\dot{F}_\theta) + cQ_m(F_\theta + \frac{\pi}{2}) = 0\). This finishes the proof. \(\square\)

Therefore, in addition to the linearized constraint equation, we may assume that \(\dot{Q}_m(\dot{F}) = 0\) which is an analogue of condition (3.2.5) and can always be arranged by Lemma 3.3.2. Concretely, without loss of generality, suppose that \(F\) satisfies \(Q_m(F) = 0\). Then for any \((\dot{h}, \dot{k}, \dot{E}, \dot{H})\) satisfying the linear constraint equations, by choosing a suitable \(c \in \mathbb{R}\) such that \(\dot{Q}_m(\dot{H}_\theta) - cQ_m(\dot{E}) = 0\), the condition (3.2.5) is arranged.

In the context of the present paper, given initial data satisfying the linearized constraints and having vanishing linearized magnetic charge, we solve the following linearized Einstein-Maxwell system

\[
\mathcal{L}(\dot{g}, \dot{A}) = (\mathcal{L}_1(\dot{g}, \dot{A}), \mathcal{L}_2(\dot{g}, \dot{A})) = 0, \quad (3.3.5)
\]
where

\[
\mathcal{L}_1(\dot{g}, \dot{A}) = D_g \text{Ric}(\dot{g}) - 2D_{(g,dA)}T(\dot{g}, \dot{A}),
\]

\[
\mathcal{L}_2(\dot{g}, \dot{A}) = D_{(g,A)}(\delta(\cdot)(\dot{g}, \dot{A})).
\]

(3.3.6)

By choosing \((g, A)\), around which we linearize the Einstein-Maxwell equations, as the background Lorentzian metric and 1-form in the gauge 1-form \(\Upsilon^E\), gauge source function \(\theta\) and gauge function \(\Upsilon^M\), one can consider the initial value problem for the corresponding linearized gauge-fixed Einstein-Maxwell equations

\[
L^E(\dot{g}, \dot{A}) := D_g(\text{Ric}(\dot{g}) - \delta^*g\delta_g(\Upsilon^E - \theta)(\dot{g}; g) - 2D_{(g,dA)}T(\dot{g}, d\dot{A}) = 0,
\]

\[
L^M(\dot{g}, \dot{A}) := D_{(g,A)}(\delta(\cdot)(\dot{g}, \dot{A}) - d\left(D_{(g,A)}\Upsilon^M(\dot{g}, \dot{A}; g) - D_g\Upsilon^M(\dot{g}, A; g)\right) = 0.
\]

(3.3.7)

We recall from [117, §7.5] and [54, §3] that

\[
(D_g \text{Ric})(\dot{g}) = -\frac{1}{2} \Box_g \dot{g} - \delta^*_g \delta_g G_g \dot{g} + \mathcal{R}_g(\dot{g}),
\]

(3.3.8)

where \(\Box_g = \nabla^\alpha \nabla_\alpha\) is the tensor wave operator, \(\mathcal{R}_g = g_{\mu\nu} \delta_g g^{\mu\nu} + \frac{1}{2} \text{Ric}(g)_{\mu\nu} g^{\mu\nu} + \text{Ric}(g)^{\mu\nu}_{\cdot} g_{\mu\nu}\), and

\[
D_g \Upsilon^E(\dot{g}; g) = -\delta_g G_g \dot{g}.
\]

(3.3.9)

Since \(\delta^*_g\) is a zero order modification of \(\delta_g\) and \(D_{(g,dA)}T(\dot{g}, \dot{A})\) is of order 0 in \(\dot{g}\) and order 1 in \(A\), it follows that the first equation in (3.3.7) has the principal part \(\frac{-1}{2} \Box_g \dot{g}\). We define the linearized generalized wave map gauge as

\[
D_g \bar{\Upsilon}^E(\dot{g}; g) = D_g(\Upsilon^E - \theta)(\dot{g}; g) = 0.
\]

(3.3.10)

Analogously, we define the linearized generalized Lorenz gauge as

\[
D_{g,A} \bar{\Upsilon}^M(\dot{g}, \dot{A}; g, A) = D_{(g,A)}\Upsilon^M(\dot{g}, \dot{A}; g) - D_g\Upsilon^M(\dot{g}, A; g) = -\delta_g \dot{A} = 0,
\]

(3.3.11)

and the second equation in (3.3.7) also has principal part \((\delta_g d + d\delta_g)\dot{A}\), and only involves up to first derivatives of \(\dot{g}\). Thus, the linearized system (3.3.7) is linear hyperbolic system for \((\dot{g}, \dot{A})\), whose initial value problem we are able to solve.

As discussed in the non-linear case, in order to relate the initial value problem for the linearized Einstein-Maxwell system for \((\dot{g}, \dot{A})\) to that of the linear hyperbolic system (3.3.7), we need the an analogue of Lemma 3.2.3 at the linearized level.
Lemma 3.3.3. Suppose \((\dot{g}, \dot{A})\) solves the linearized gauge-fixed Einstein-Maxwell equation (3.3.7)

\[ L(\dot{g}, \dot{A}) = (L^E(\dot{g}, \dot{A}), L^M(\dot{g}, \dot{A})) = 0 \]

and attains the given initial data \((\dot{g}_0, \dot{g}_1, \dot{A}_0, \dot{A}_1)\) at the initial hypersurface \(\Sigma_0 = \{t = 0\}\) which satisfy the linearized constraint equations. If \((\dot{g}, \dot{A})\) satisfies the linearized generalized wave map gauge and Lorenz gauge conditions initially at \(\Sigma_0\), that is,

\[ D_g \tilde{Y}^E(\dot{g}; g) = 0, \quad \delta_g \dot{A} = 0 \quad \text{at} \quad \Sigma_0, \quad (3.3.12) \]

then \((\dot{g}, \dot{A})\) solves the Einstein-Maxwell equations with the same initial data.

Proof. The proof is completely analogous to that of Lemma 3.2.3.

Therefore, in order to solve the initial value problem for linearized Einstein-Maxwell equations, we again need to construct the gauged initial data satisfying the conditions (3.3.12). We postpone the construction of the gauged initial data to §4.4.

Finally, we discuss the pure gauge solution generated from the invariance of Einstein-Maxwell system under the gauge transformation introduced in the non-linear setting \((g, A) \mapsto (\phi^* g, \phi^* A + da)\). Linearizing around \((\phi, a) = (\text{Id}, 0)\) the gauge transformation on a solution \((\dot{g}, \dot{A})\) of (3.3.5) yields the following transformation acting on \((\dot{g}, \dot{A})\)

\[ (\dot{g}, \dot{A}) \mapsto (\dot{g} + \mathcal{L}_V g, \dot{A} + \mathcal{L}_V A + da), \quad (3.3.13) \]

and the linearized Einstein-Maxwell system is invariant under the above transformation (3.3.13).

We note that writing \(V = \omega^t\), we have \(\mathcal{L}_{\omega^t} g = 2\delta_g^* \omega\). For notational convenience, we introduce the following definition:

Definition 3.3.4 ([60, Definition 2.4]). For a vector field \(V\) and a tensor \(T\), define \(\tilde{\mathcal{L}}_T V := \mathcal{L}_V T\).

According to Remark 3.2.2 in the non-linear setting, any solution \((g, A)\) can be transformed into another one satisfying the generalized wave map and Lorenz gauge conditions. Here we state its analogue in the linear case.
Remark 3.3.5. Any solution \((\dot{g}, \dot{A})\) to the Einstein-Maxwell equations can be transformed into another solution \((\dot{g} + \mathcal{L}_V g, \dot{A} + \mathcal{L}_V A + da)\) which satisfies the linearized generalized wave map gauge and Lorenz gauge conditions. Concretely, we first solve define new coordinates \((y^\alpha)\) by solving the equation

\[
D_y \bar{\Upsilon}^E(\dot{g} + \mathcal{L}_V g; g) = 0 \tag{3.3.14}
\]

for the vector field \(V\). The equation (3.3.14) is a wave equation since its principal part is given by 
\(-\Box_g V^\flat\). Then we solve

\[
\delta_y (\dot{A} + \mathcal{L}_V A + da) = 0, \tag{3.3.15}
\]

whose principal part is \(-\Box_g a\), for the scalar function \(a\). If we choose trivial Cauchy data for \(V\) and \(a\) on \(\Sigma_0\), then \((\dot{g} + \mathcal{L}_V g, \dot{A} + \mathcal{L}_V A + da)\) solves (3.3.5), satisfies the linearized generalized wave map and Lorenz gauge conditions, and attains the same initial data \((\dot{h}, \dot{k}, \dot{E}, \dot{H})\) as \((\dot{g}, \dot{A})\).
Chapter 4

Kerr-Newman black holes

In §4.1, we introduce the Reissner-Nordström (RN) family of black holes, which is parametrized by $(m_0, 0, Q_0) \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}$ with $m_0 > 0, |Q_0| < m_0$. In §4.2, we introduce the Kerr-Newman (KN) family of black holes with parameters $(m, a, Q) \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}$ close to $(m_0, 0, Q_0)$ and define this family of slowly rotating KN metric as a smooth family of stationary metrics on a fixed manifold $M$. In §4.3, we introduce several vector bundles over $M$ and analyze the structure of differential operators, which will be used in the subsequent sections, near infinity. In §4.4, we will discuss how to construct the gauged Cauchy data for the gauge-fixed Einstein-Maxwell system from the given initial data $(h, k, E, H)$ and also consider its linearized version.

4.1 The Reissner-Nordström family

Given a set of parameters

$$b_0 = (m_0, 0, Q_0) \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}, \quad m_0 > 0, \ |Q_0| < m_0,$$

(4.1.1)

where the parameter $m_0 > 0$ denote the mass and $Q_0$ denotes the charge, the Reissner-Nordström (RN) solution to the Einstein-Maxwell equations is then given by the spherically symmetric and static RN metric

$$g_{b_0} = -\mu_{b_0}(r) \, dt^2 + \mu_{b_0}(r)^{-1} \, dr^2 + r^2 \hat{g},$$

(4.1.2)

where $\hat{g}$ is the round metric on $S^2$ and

$$\mu_{b_0}(r) = 1 - \frac{2m_0}{r} + \frac{Q_0^2}{r^2},$$

(4.1.3)
and the RN 4-potential for the electromagnetic field

\[ \tilde{A}_{b0} = \frac{Q_0}{r} dt, \quad \tilde{F}_{b0} = \frac{1}{r^2} d\tilde{A}_{b0} = -\frac{Q_0}{r^2} dr \wedge dt. \quad (4.1.4) \]

When \( |Q_0| < m_0 \), the expression \( \mu_{b0} \) has two distinct positive roots \( m_0 - \sqrt{m_0^2 - Q_0^2} = r_c < r_{b0} = m_0 + \sqrt{m_0^2 - Q_0^2} \). There is a Cauchy horizon at \( r = r_c \) and an event horizon \( \mathcal{H} \) at \( r_{b0} \). The expressions (4.1.2) and (4.1.4) are valid in the static region, which sometimes is also called exterior region or domain of outer communication

\[ \mathcal{M} = \mathbb{R} \times \mathcal{X}, \quad \mathcal{X} = (r_{b0}, \infty) \times \mathbb{S}^2. \quad (4.1.5) \]

The singularity of the expression (4.1.2) at \( r = r_{b0} \) is a coordinate singularity and can be removed by change of coordinates. We define a new coordinate system \((t_0, r, \theta, \varphi)\), which is called incoming Eddington-Finkelstein coordinates and make use of the function \( t_0 \)

\[ t_0 = t + r_{b0,*}, \quad \frac{dr_{b0,*}}{dr} = \frac{1}{\mu_{b0}}, \quad (4.1.6) \]

where \( r_{b0,*} \) is called the tortoise coordinate or Regge-Wheeler radial coordinate. In this coordinate system, the RN metric is given by

\[ g_{b0} = -\mu_{b0}(r) dt_0^2 + 2 dt_0 dr + r^2 g. \quad (4.1.7) \]

Now the expression (4.1.7) for \( g_{b0} \) extends analytically beyond the event horizon \( \mathcal{H} = \{ r = r_{b0} \} \), and thus \( g_{b0} \) is smooth and non-degenerate metric on the extended manifold

\[ M = \mathbb{R} t_0 \times X \supset \mathcal{M}, \quad X = [r_-, \infty) r \times \mathbb{S}^2 \supset \mathcal{X}, \quad (4.1.8) \]

where \( r_- \in (r_c, r_{b0}) \). At the same time, we can take the RN 4-potential to be \( Q_0 r^{-1} dt_0 \), which differs from \( \tilde{A}_{b0} \) by an exact form \( d(\int Q_0 r^{-1} \mu^{-1} dr) \).

Since \( dt \) is timelike when \( r \) is sufficiently large, to capture this useful structure, we introduce another coordinate

\[ t_{\chi_0} := t + \int \frac{\chi_0(r)}{\mu_{b0}(r)} dr, \quad (4.1.9) \]

where \( \chi_0(r) \in C^\infty(\mathbb{R}) \) is identically 1 for \( r \leq 4r_{b0}/3 \), and vanishes for \( r \geq 3r_{b0}/2 \). Therefore, \( t_{\chi_0} \) is a smooth interpolation between \( t_0 \) near event horizon and \( t \) near infinity \( r = \infty \) with a suitable
choice of the constant of integration. Then we define the RN 4-potential as
\[ A_{b_0} = \frac{Q_0}{r} dt_\chi_0. \]  
(4.1.10)

In order to describe the waves near the future event horizon and future null infinity, we introduce the following function
\[ t_* = t_{b_0, *} := t + r_{b_0, *} \chi_0(r) - r_{b_0, *} (1 - \chi_0(r)), \]  
(4.1.11)
where \( \chi_0(r) \) is defined as in (4.1.9); it smoothly interpolates between \( t + r_{b_0, *} \) near the event horizon and \( t - r_{b_0, *} \) near future null infinity. Later on, we will study forcing problems for wave equations of the type \( \Box g_{(m_0, 0, Q_0)} u = f \) on the manifold
\[ \mathbb{R}_{t_*} \times X, \quad X = [r_-, \infty)_r \times S^2, \]
where \( f \) is supported in \( t_* \geq 0 \).

Recall the definition 2.2.1 of radial compactification, now we compactify \( X \) in a similar manner
\[ \bar{X} := (X \sqcup ([0, r_{b_0}^{-1})_\rho \times S^2)) / \sim \]  
(4.1.12)
where \( \sim \) identifies \( (\rho, \omega) \in [0, r_{b_0})_\rho \times S^{n-1} \) with the point \( \rho^{-1} \omega \in X \). Therefore, we have \( \bar{X} = \{ r \geq r_\infty \} \subset \mathbb{R}^3 \) with \( \partial_- \bar{X} = r^{-1}(r_-) \) and \( \partial_+ \bar{X} = \partial \mathbb{R}^3 = \{ \rho = 0 \} \subset \bar{X} \). Then we see that \( \mathbb{R}_{t_*} \times \partial \bar{X} \) has two components: one is a spacelike hypersurface inside the black hole and given by
\[ \Sigma_{\text{fin}} := \mathbb{R}_{t_*} \times \partial_- \bar{X}, \]  
(4.1.13)
and the other is the future null infinity \( \mathbb{R}_{t_*} \times \partial_+ X \), which is also denoted by \( \mathscr{I}^+ \). See Figure 4.1 for the level sets of \( t, t_0, t_\chi_0, t_* \).

4.2 The slowly rotating Kerr-Newman family

Let \( b_0 = (m_0, 0, Q_0) \) be a parameter of a RN black hole. Consider Kerr-Newman black hole parameters
\[ b = (m, a, Q) \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}, \]  
(4.2.1)
where \( \mathbf{a} \in \mathbb{R}^3 \) is the angular momentum. If \( a = |\mathbf{a}| \neq 0 \), we choose the polar coordinates \((\theta, \varphi)\) on \( S^2 \) such that \( \hat{\mathbf{a}} = \mathbf{a}/|\mathbf{a}| \) is defined by \( \theta = 0 \), and the vector field \( \partial_\varphi \) generates counterclockwise rotation around \( \mathbf{a}/|\mathbf{a}| \), with \( \mathbb{R}^3 \) carrying the standard orientation. A very convenient coordinate system for the Kerr-Newman metric is Boyer-Lindquist coordinates \((t, r, \theta, \varphi)\) (see [15]), in which the Kerr-Newman metric takes the form

\[
\begin{aligned}
g^{BL}_{bb} &= -\frac{\Delta_b}{\rho_b^2} (dt - a \sin^2 \theta d\varphi)^2 + \rho_b^2 \left( \frac{dr^2}{\Delta_b} + d\theta^2 \right) + \frac{\sin^2 \theta}{\rho_b^2} \left( a dt - (r^2 + a^2) d\varphi \right)^2, \\
(g^{BL}_{bb})^{-1} &= -\frac{1}{\Delta_b \rho_b^2} \left( (r^2 + a^2) \partial_t + a \partial_\varphi \right)^2 + \frac{\Delta_b}{\rho_b^2} \partial_t^2 + \frac{1}{\rho_b^2} \partial_\theta^2 + \frac{1}{\rho_b^2 \sin^2 \theta} \left( \partial_\varphi + a \sin^2 \theta \partial_t \right)^2, \\
\Delta_b &= r^2 - 2mr + Q^2 + a^2, \quad \rho_b^2 = r^2 + a^2 \cos^2 \theta, \quad a = |\mathbf{a}|.
\end{aligned}
\]

In the Boyer-Lindquist coordinates, the KN 4-potential reads

\[
\hat{A}_b = \frac{Q r}{\rho_b} (dt - a \sin^2 \theta d\varphi)
\]

and the corresponding electromagnetic 2-form is

\[
\begin{aligned}
\hat{F}_b &= -\frac{Q}{\rho_b^2} \left( (r^2 - a^2 \cos^2 \theta) dr \wedge (dt - a \sin^2 \theta d\varphi) \right) \\
&\quad + \frac{Q r}{\rho_b^4} \left( 2a \cos \theta \sin \theta d\theta \wedge (a dt - (r^2 + a^2) d\varphi) \right).
\end{aligned}
\]

We note that \((g^{BL}_{bb}, \hat{A}_b)\) is a solution to the Einstein-Maxwell equations.
In the initial value problem for the Einstein-Maxwell equations, one places asymptotically flat initial data on a Cauchy hypersurface

\[ \Sigma_0 \subset M, \]

which is spacelike and equal to \( t^{-1}(0) \) where \( r \) is large. We introduce the following coordinates

\[ t = t + \int \chi_1(r) \left( \frac{r^2 + a^2}{\Delta_b} \left[ 1 - \frac{\Delta_b}{r^2 + a^2} \right] \right) dr, \quad \varphi_1 = \varphi + \int \chi_1(r) \frac{a}{\Delta_b} dr \quad (4.2.3) \]

where \( \chi_1(r) \) is a nonnegative smooth function such that \( \chi_1(r) = 1 \) for \( r \leq 3m \) and \( \chi_1(r) = 0 \) for \( r \geq 4m \). In the new coordinates \((t, r, \theta, \varphi_1)\), \( g^\text{BL}_b \) and \((g^\text{BL}_b)^{-1}\) are smooth at event horizon, and furthermore

\[
(g^\text{BL}_b)^{-1}(dt, dt) = -1 + \frac{\chi_1^2 - 1}{\rho_b^2} \left( \frac{(r^2 + a^2)^2}{\Delta_b} - r^2 + a^2 \right) = \begin{cases} 
-1, & r \leq 3m \\
\leq -1, & 3m \leq r \leq 4m \\
(g^\text{BL}_b)^{-1}(dt, dt), & r \geq 4m 
\end{cases}.
\]

By choosing a proper integration constant we have \( t = t \) for \( r \geq 4m \). Then we impose asymptotically flat initial data on the Cauchy hypersurface

\[ \Sigma_0 := \{ t = 0 \} \subset M. \quad (4.2.4) \]

In the present paper, we consider the parameters \((m, a, Q)\) close to \((m_0, 0, Q_0)\), that is, we work on slowly rotating \((|a| \ll m + |Q|)\) Kerr-Newman black holes. As in the RN case, the singularity of the expression \((4.2.2)\) of the KN metric at

\[ r = r_b := m + \sqrt{m^2 - (|Q|^2 + |a|^2)}. \quad (4.2.5) \]

is a coordinate singularity and can be removed by introducing new coordinates. We let

\[ t_{b,\chi} = t + \int \frac{r^2 + a^2}{\Delta_b} \chi(r) dr, \quad \varphi_{b,\chi} = \varphi + \int \frac{a}{\Delta_b} \chi(r) dr. \quad (4.2.6) \]

where \( \chi(r) \in C^\infty(\mathbb{R}) \) is identically 1 near \( r \leq m + \sqrt{m^2 - Q^2} \). Then the metric \( g^\text{BL}_b \) and its inverse take the form

\[ g^\text{BL}_b = -\frac{\Delta_b}{\rho_b^2} (dt_{b,\chi} - a \sin^2 \theta d\varphi_{b,\chi})^2 + 2\chi (dt_{b,\chi} - a \sin^2 \theta d\varphi_{b,\chi})d\rho_b \]

\[ + \rho_b^2 (1 - \chi^2)dr^2 + \rho_b^2 d\theta^2 + \frac{\sin^2 \theta}{\rho_b^2} (a dt_{b,\chi} - (r^2 + a^2) d\varphi_{b,\chi})^2, \]

\[ (g^\text{BL}_b)^{-1} = \rho_b^{-2} \left( \Delta_b \partial^2_r + \frac{\chi^2 - 1}{\Delta_b} \left( (r^2 + a^2) \partial^2_{\chi} + a \partial \varphi_{b,\chi} \right)^2 + \partial^2_{\theta} + \frac{1}{\sin^2 \theta} \left( \partial\varphi_{b,\chi} + a \sin^2 \theta \partial t_{\chi} \right)^2 \right. \]

\[ + 2\chi \left( (r^2 + a^2) \partial t_{\chi} + a \partial \varphi_{b,\chi} \right) \partial r \right), \quad (4.2.7) \]
which is smooth and non-degenerate on the extended manifold $M_b = \mathbb{R}_{t_{b,\chi}} \times [r_-, \infty) \times S^2_{0,\varphi_{b,\chi}}$ with $r_-$ defined in §4.1. Correspondingly, we have

\[ \tilde{\mathcal{A}}_b = \frac{Q r}{\rho_b^2} (dt_{b,\chi} - a \sin^2 \theta \, d\varphi_{b,\chi}) - \chi \frac{Q r}{\Delta_b} \, d\Delta_b. \]

Since the last term is an exact 1-form which makes no contribution to the electromagnetic 2-form, it follows that one can define the KN 4-potential on $M_b$ as

\[ A_b^{\text{BL}} := \frac{Q r}{\rho_b^2} (dt_{b,\chi} - a \sin^2 \theta \, d\varphi_{b,\chi}). \] (4.2.8)

Near the poles $\theta = 0, \pi$ of $S^2$, we introduce the smooth coordinates $x = \sin \theta \cos \varphi_{b,\chi}$ and $y = \sin \theta \sin \varphi_{b,\chi}$. Then we have $\sin^2 \theta = x^2 + y^2$ and

\[ \partial_{\varphi_{b,\chi}} = x \partial_y - y \partial_x, \quad \partial_{\theta} = \cos \theta \cos \varphi_{b,\chi} \partial_x + \cos \theta \sin \varphi_{b,\chi} \partial_y. \]

Therefore, the smoothness of $(g_b^{\text{BL}})^{-1}$ near the poles $\theta = 0, \pi$ (i.e., $x = y = 0$) follows from writing

\[ \partial^2_\theta + \frac{1}{\sin^2 \theta} \partial^2_{\varphi_{b,\chi}} = (1 - x^2 - y^2)(\partial^2_x + \partial^2_y) - (x \partial_x + y \partial_y)^2, \] (4.2.9)

which is smooth near $x = y = 0$. Since the volume form is given by

\[ \text{dvol}_{g_b^{\text{BL}}} = (r^2 + a^2(1 - x^2 - y^2))(1 - x^2 - y^2)^{-1/2} \, dt_{b,\chi} \, dr \, dx \, dy \]

and thus smooth at the poles $\theta = 0, \pi$, we conclude that $g_b^{\text{BL}}$ indeed extends smoothly and non-degenerately to the poles $\theta = 0, \pi$.

For $b = (m, a, Q)$ close to $(m_0, 0, Q_0)$, we take $\chi = \chi_0$ as defined in (4.1.9) and choose suitable constants of integration such that $t_{b,\chi_0} = t$, $\varphi_{b,\chi_0} = \varphi$ for $r \geq 3r_{b_0}/2$. Then we define the following diffeomorphism

\[ \Phi_b: M = \mathbb{R}_{t_{\chi_0}} \times X = \mathbb{R}_{t_{\chi_0}} \times [r_-, \infty) \times S^2_{0,\varphi} \to M_b = \mathbb{R}_{t_{b,\chi_0}} \times [r_-, \infty) \times S^2_{0,\varphi_{b,\chi_0}}, \]

\[ (t_{\chi_0}, r, \theta, \varphi_{b,\chi_0})(\Phi_b(p)) = (t_{\chi_0}, r, \theta, \varphi)(p) \] (4.2.10)

where $t_{\chi_0}$ is defined in (4.1.9) and $(\theta, \varphi)$ are polar coordinates on $S^2$ satisfying that $a/|a|$ is defined by $\theta = 0$. Using this family of diffeomorphisms $\Phi_b$, we define

\[ g_b = (\Phi_b)^*(g_b^{\text{BL}}) \in C^\infty(M; S^2 T^* M), \quad A_b = (\Phi_b)^*(A_b^{\text{BL}}) \in C^\infty(M; T^* M) \] (4.2.11)
which is a family of smooth and stationary metric and 1-form on $M$, respectively. For $b = b_0 = (m_0, 0, Q_0)$, this pullback indeed gives rise to the RN black hole $(g_{b_0}, A_{b_0})$. Following the argument in [63, Proposition 3.5], one can prove that $(g_b, A_b)$ depends smoothly on $b$ when $b$ is close to $b_0$.

**Lemma 4.2.1.** Let $U_{b_0}$ is a sufficiently small neighborhood of $b_0 = (m_0, 0, Q_0)$ and let $M = \mathbb{R}_x \times X$ with $X = \{ p \in \mathbb{R}^3 \mid |p| \geq r_− \}$. Then $(g_b, A_b) \in C^\infty(M; S^2T^*M \otimes T^*M)$ depends smoothly on $b \in U_{b_0}$.

**Proof.** Given $(m, a, Q)$ with $a = |a| \neq 0$, let us denote the spherical coordinate system with north pole $\theta = 0$ at $a/|a|$ by $(\theta_b, \varphi_b)$, so the pullbacks of the functions $\Delta_b, \rho_0^2$ to $M$ are simply obtained by replacing $\theta$ by $\theta_b$. Then if $(r, \theta_b, \varphi_b)$ are the polar coordinates of a point $p \in X$, we have

$$r = |p|, \quad a \cos \theta_b = \langle a, \frac{p}{|p|} \rangle, \quad a^2 \sin^2 \theta_b = |a|^2 - a^2 \cos^2 \theta_b$$

where $| \cdot |$ and $\langle \cdot, \cdot \rangle$ denote the Euclidean norm and inner product on $X \subset \mathbb{R}^3$, respectively. Since $r \neq 0$, this shows that $r, a \cos \theta_b$ and $a^2 \sin^2 \theta_b$, and thus the pullbacks of $\Delta_b$ and $\rho_b$ are smooth (in $b$) families of smooth functions on $M$. Then the smoothness of $g_b$ and $A_b$ in $b$ follows from that of $a \sin^2 \theta_b d\varphi_b = (ar^{-2} \partial_{\varphi_b})^\nu$ (using the musical isomorphism on Euclidean $\mathbb{R}^3$), which we will show subsequently.

We now prove the smooth dependence of the inverse metric $g_b^{-1}$: in view of the expression (4.2.7) and the discussion around (4.2.9), all we need to show is that the vector fields $\partial_{x_0}, \partial_r, a\partial_{\varphi_b}$ and $a \sin \theta_b \partial_{\theta_b}$ depend smoothly on $a$. For $\partial_{x_0}$ and for the radial vector field $\partial_r = |p|^{-1} p \partial_p$, which do not depend on $b$, the smoothness is clear. Further, we have

$$a \partial_{\varphi_b} = \nabla_{a \times p} \text{ at } p \in X,$$

and the expression on the right-hand side is smooth in $a$. Indeed, if $a = ae_3^\nu := (0, 0, a)$, both sides equal $a(x\partial_y - y\partial_x)$ on $\mathbb{R}^3_{x,y,z}$, and if $a \in \mathbb{R}^3$ is any given vector and $R \in SO(\mathbb{R}^3)$ is a rotation with $Ra = ae_3^\nu, a = |a|$, then $(R_\ast(a \partial_{\varphi_b}))(p) = (a \partial_{\varphi_{ae_3^\nu}})|_{R(p)}$ which we just observed to be equal to

$$\nabla_{ae_3^\nu \times R(p)} = R_\ast \nabla_{a \times p}.$$

In a similar manner, we have

$$a \sin \theta_b \partial_{\theta_b} = |p|^{-1} \nabla_{p \times (p \times a)} \text{ at } p \in X,$$
and again the expression on the right-hand side is smooth in $a$. This finishes the proof of the Lemma.

**Remark 4.2.2.** We consider the enlarged parameter space

$$U_{b_0, m} = \{(m, a, Q_e, Q_m)\} \subset \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}. \quad (4.2.12)$$

Let $U_{b_0, m}$ be a small neighborhood of a RN parameter $b_{0,m} = (m_0, 0, Q_{b,e}, Q_{0,m})$ with magnetic charge. Now we define the map

$$\beta: U_{b_0, m} \ni (m, a, Q_e, Q_m) \mapsto (m, a, \sqrt{Q_e^2 + Q_m^2}) \in U_{b_0}$$

and then for $b_m = (m, a, Q_e, Q_m) \in U_{b_0, m}$, we define

$$g_{b_m} := g_{\beta(b_m)}, \quad F_{b_m} := Q_e F_{(m,a,1)} + Q_m \ast g_{b_m} F_{(m,a,1)}. \quad (4.2.13)$$

In view of Lemma 3.1.1, we see that $(g_{b_m}, F_{b_m})$ is a solution of the Einstein-Maxwell equations (3.1.1)–(3.1.2). Since the charge always appears in the form of square in the KN metric, it follows that $g_{b_m}$ and $F_{b_m}$ depend smoothly on $b_m \in U_{b_0, m}$.

**Remark 4.2.3.** The diffeomorphism used to realize the family of KN black holes as a smooth family of black holes on a fixed manifold is not unique. We can also consider coordinates $t_{b,1}, \varphi_{b,1}$ (that is, take $\chi \equiv 1$ in the definitions of $t_{b,\chi}$ and $\varphi_{b,\chi}$) and use the following diffeomorphism

$$\Phi_b^0: M = \mathbb{R}_{t_0} \times [r_-, \infty)_r \times S^2_{0,\varphi} \rightarrow M_b = \mathbb{R}_{t_{b,1}} \times [r_-, \infty)_r \times S^2_{0,\varphi_{b,1}},$$

$$(t_{b,1}, r, \theta, \varphi_{b,\chi_b})(\Phi_b^0(p)) = (t_0, r, \theta, \varphi)(p) \quad (4.2.14)$$

to define

$$g_b^0 = (\Phi_b^0)^* g_{BL}, \quad A_b^0 = (\Phi_b^0)^* A_{BL}^0 \in C^\infty(M; T^* M). \quad (4.2.15)$$

Again, $(g_b^0, A_b^0)$ depends smoothly on $b$ when $b$ is close to $b_0$; for $b = b_0 = (m_0, 0, Q_0)$, the above pullback (4.2.15) produces the RN black hole $(g_{b_0}, A_{b_0})$. We point out that this representation is more useful when we do calculations near the event horizon. In particular, for $b = (m, 0, Q)$, we have

$$g_{(m,0,Q)}^0 = -\mu_{(m,0,Q)} dt_0^2 + 2 dt_0 dr + r^2 \delta, \quad A_{(m,0,Q)}^0 = \frac{Q}{r} dt_0, \quad \mu_{(m,0,Q)} = 1 - \frac{2m}{r} + \frac{Q}{r^2}. \quad (4.2.16)$$
For \( b = (\mathbf{m}, \mathbf{a}, Q) \) close to \( b_0 = (\mathbf{m}_0, 0, Q_0) \), we also introduce the following function

\[
t_{b,*} := t + r_{b_0,*} \chi_0(r) - r_{(\mathbf{m}_0, 0, Q)_*,*}(1 - \chi_0(r)),
\]

which generalizes \( t_* = t_{b_0,*} \) defined in (4.1.11); it equals \( t - r_{(\mathbf{m}_0, 0, Q)_*,*} \) for \( r \geq 3r_{b_0}/2 \).

Now we turn to the discussion of the linearized KN solutions.

**Definition 4.2.4.** For \( \hat{b} \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R} \), we define the linearized KN solutions as

\[
\hat{g}_b(\hat{b}) = D_\hat{b}g_b(\hat{b}) = \frac{d}{ds}\bigg|_{s=0} g_{b+s\hat{b}}, \quad \hat{A}_b(\hat{b}) = D_\hat{b}A_b(\hat{b}) = \frac{d}{ds}\bigg|_{s=0} A_{b+s\hat{b}},
\]

Therefore, \((\hat{g}_b(\hat{b}), \hat{A}_b(\hat{b}))\) is a solution of the linearized Einstein-Maxwell equations (3.3.5) linearized around \((g_b, A_b)\).

We can also linearize the family \((g_b^0, A_b^0)\) in the parameter \( b \) to obtain another version of linearized KN solutions

\[
\hat{g}_b^0(\hat{b}) = D_\hat{b}g_b^0(\hat{b}) = \frac{d}{ds}\bigg|_{s=0} g_{b+s\hat{b}}, \quad \hat{A}_b^0(\hat{b}) = D_\hat{b}A_b^0(\hat{b}) = \frac{d}{ds}\bigg|_{s=0} A_{b+s\hat{b}}.
\]

Here we list the particular case

\[
\hat{g}_b^0(\hat{b})(\hat{m}, 0, \hat{Q}) = \left( \frac{2\hat{m}}{r} - \frac{2Q_b\hat{Q}}{r^2} \right) dt_0^2, \quad \hat{A}_b^0(\hat{b})(\hat{m}, 0, \hat{Q}) = \frac{\hat{Q}}{r} dt_0
\]

\[
\hat{g}_b^0(\hat{b})(0, \hat{a}, 0) = \left( -\frac{4m_0}{r} + \frac{2Q_0}{r^2} dt_0 - 2dr \right) \sin^2 \theta d\varphi, \quad \hat{A}_b^0(\hat{b})(0, \hat{a}, 0) = -\frac{Q}{r} \sin^2 \theta d\varphi,
\]

where \( |\hat{a}| = 1 \) and \((\theta, \varphi)\) are spherical coordinates adapted to \( \hat{a} \).

**Remark 4.2.5.** Since \( g_b = (\Phi_b^0)^{-1} \circ \Phi_b \), the linearized KN solution \((\hat{g}_b(\hat{b}), \hat{A}_b(\hat{b}))\) can be obtained from \((\hat{g}_b^0(\hat{b}), \hat{A}_b^0(\hat{b}))\) by subtracting off a Lie derivative of \((g_b^0, A_b^0)\) along a vector field generating the flow \((\Phi_b^0)^{-1} \circ \Phi_b\). More specifically, in the coordinates \((t_*, r, \theta, \varphi)\) on \( M \), one has

\[
(\Phi_b^0)^{-1} \circ \Phi_b: (t_*, r, \theta, \varphi) \mapsto \left( t_* + \int \left( \frac{r^2 + a^2}{\Delta_b} - \frac{r^2}{\Delta_b} \right) (1 - \chi_0) dr, r, \theta, \varphi + \int \frac{a}{\Delta_b} (1 - \chi_0) dr \right).
\]

Therefore, given \( \hat{b} = (\hat{m}, \hat{a}, \hat{Q}) \), the above two versions of the linearized KN solutions are related by

\[
\hat{g}_b(\hat{b}) = g_{b_0}^0(\hat{b}) - \mathcal{L}_{V(\hat{b})}g_{b_0}^0, \quad \hat{g}_{b_0}(\hat{b}) = g_{b_0}^0(\hat{b}) - \mathcal{L}_{V(\hat{b})}A_{b_0}^0
\]

\[
V(\hat{b}) = \frac{d}{ds}\bigg|_{s=0} (\Phi_{b+s\hat{b}}^0)^{-1} \circ \Phi_{b+s\hat{b}}
\]

\[
= \left( \hat{m} \left( \int_{r_0}^r \frac{2Q_0r^2}{\Delta_{b_0}} (1 - \chi_0) dr \right) - \hat{Q} \left( \int_{r_0}^r \frac{2Q_0r^2}{\Delta_{b_0}} (1 - \chi_0) dr \right) \right) \partial_{t_*} + \hat{a} \left( \int_{r_0}^r \frac{1 - \chi_0}{\Delta_{b_0}} dr \right) \partial_{\varphi}.
\]
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where $r_0$ in the definition of $V(\dot{b})$, can be chosen freely.

4.3 Stationarity, vector bundles, and geometric operators

Now we introduce some basics of the vector bundles and geometric operators (see [57, §3.3]). In the notation (4.1.8), let

$$\pi_X : M \to X;$$

be the projection to the spatial part of the manifold $M$, whose definition is independent of the choice of time function. Let $E_1, E_2 \to X$ be two vector bundles over $X$, and suppose that $\hat{L}(0) \in \text{Diff}(X; E_1, E_2)$ is a differential operator. Let $t = t_* + F$ with $F \in C^\infty(X)$ and $dt \neq 0$ everywhere, we then define its stationary extension $L$ acting on a section $u \in C^\infty(M; \pi_X^* E_1)$ in the following way

$$u \mapsto (Lu)(t, -) := \hat{L}(0)(u(t, -)) \in C^\infty(M; \pi_X^* E_2).$$

We point out that this stationary extension indeed depends on the choice of the time function $t$. However, when acting on a stationary section, the stationary extension defined above is independent of the choice of the time function $t$ since

$$L\pi_X^* = \pi_X^* \hat{L}(0). \quad (4.3.1)$$

By making use of the stationary extension, one can regard $\text{Diff}_\bullet(\bar{X}; E)$ as a subalgebra of $\text{Diff}_\bullet(M; \pi_X^* E)$ where $\bullet = b, sc$.

Conversely, given a stationary differential operator $L \in \text{Diff}(M; \pi_X^* E_1, \pi_X^* E_2)$ which commutes with $\partial_t$, one can find a unique operator $\hat{L}(0) \in \text{Diff}(X; E_1, E_2)$ such that the relation (4.3.1) holds. Moreover, $\hat{L}(0)$ is independent of the choice of the time function $t$. More generally, we consider the formal conjugation of $L$ by $e^{i\sigma t}$

$$\hat{L}(\sigma) := e^{i\sigma t}Le^{-i\sigma t} \in \text{Diff}(X; E_1, E_2).$$

We note that using another time function, $t + F'$ with $F' \in C^\infty(X)$ in the above formal conjugation means conjugating $\hat{L}(\sigma)$ by $e^{i\sigma F'}$. 
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Motivated by the product decomposition (4.1.8), we use the splitting

\[ T^*M \cong T^*\mathbb{R}_{t_0} \oplus T^*X = \pi_Y^*(T^*\mathbb{R}_{t_0}) \oplus \pi_X^*(T^*X) \]

where \( \pi_T: M_0 \to \mathbb{R}_{t_0} \) is the projection. Correspondingly, we introduce the following extended scattering cotangent bundle of \( \tilde{X} \)

\[ \tilde{s^cT}^*\tilde{X} := \mathbb{R}dt_0 \oplus \tilde{s^cT}^*\tilde{X}. \] (4.3.2)

Here \( dt_0 \) is simply a notation of the basis of a real line bundle of rank 1 over \( \tilde{X} \), which we identify as the differential of the time function \( t_0 \in C^\infty(M) \) when we look at the pullback bundle \( \pi_Y^*\tilde{s^cT}^*\tilde{X} \to M \). The extended scattering cotangent bundle \( \tilde{s^cT}^*\tilde{X} \) is spanned, over \( C^\infty(\tilde{X}) \), by \( dt_0 \) and the differentials \( dx^i \), where \( (x^1, x^2, x^3) \) are standard coordinates on \( X \subset \mathbb{R}^3 \). We remark that we can also use another time function, for example \( t_{b,*} \), in (4.3.2) because the difference between the differentials of different time functions is given by a smooth scattering 1-form on \( \tilde{X} \).

Given a stationary metric \( g \) on \( M \), one can find a unique \( \tilde{g} \in C^\infty(X; S^2\tilde{s^cT}^*\tilde{X}) \) such that \( \pi_X^*\tilde{g} = g \). Identifying \( g \) with \( \tilde{g} \) and applying this procedure to the Kerr-Newman family, we obtain

\[ g_b, g^0_b \in C^\infty(\tilde{X}; S^2\tilde{s^cT}^*\tilde{X}). \] (4.3.3)

We also record the facts

\[ g_b - g \in \rho C^\infty, \quad g := -dt_0^2 + dr^2 + r^2 \nu, \] (4.3.4)

\[ g^{(m, a, Q)} - g^{(m, 0, Q)} \in \rho^2 C^\infty(\tilde{X}; S^2\tilde{s^cT}^*\tilde{X}), \]

that is, a KN metric is a \( O(\rho) \), resp. \( O(\rho^2) \) perturbation of the Minkowski metric \( g \), resp. the RN metric of the same mass and charge.

We shall discuss some basic geometric operators (which will be used frequently later on) on Kerr-Newman spacetimes, for example,

\[ (\delta^*_g \omega)_{\mu\nu} = \frac{1}{2}(\nabla_\nu \omega_\mu + \nabla_\mu \omega_\nu), \quad (\delta_g h)_\alpha = -g^{\mu\nu} \nabla_\mu h_{\nu\alpha}, \quad G_g = \text{Id} - \frac{1}{2} g \text{tr}_g. \] (4.3.5)

We denote by

\[ \Box_{g,0}, \Box_{g,1}, \Box_{g,2}, \] (4.3.6)
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the tensor wave operator $g^{\mu\nu}\nabla_\mu\nabla_\nu$ on scalar functions, 1-forms, and symmetric 2-tensors, respectively. When the bundle is clear from the context, we shall drop the notation of the bundles and simply write $\Box_g$. We use the splitting

$$\widehat{\text{sc}T^*\tilde{X}} = (dt) \oplus \text{sc}T^*\tilde{X},$$  \hspace{1cm} (4.3.7)

$$S^2\text{sc}T^*\tilde{X} = (dt^2) \oplus (2dt \otimes_s \text{sc}T^*\tilde{X}) \oplus S^2\text{sc}T^*\tilde{X}.$$  \hspace{1cm} (4.3.8)

and work in the trivialization of $\text{sc}T^*\tilde{X}$, resp. $S^2\text{sc}T^*\tilde{X}$ given by $dx^i, 1 \leq i \leq 3$, resp. $2dx^i \otimes_s dx^j, 1 \leq i \leq j \leq 3$.

**Proposition 4.3.1.** Working in the splittings (4.3.7) and (4.3.8) and the trivializations of $\text{sc}T^*\tilde{X}$ and $S^2\text{sc}T^*\tilde{X}$, we write the operators $\Box_{g_1,2}, \Box_{g_0,1}, \Box_{g_0,0}$ as

$$\Box_{g_0,0} = g_b^{-1}(dt_{x_0}, dt_{x_0})\partial^2_{t_{x_0}} + \widehat{\Box_{g_0,0}}(0) + Q^0_{b,0}\partial_{t_{x_0}},$$  \hspace{1cm} (4.3.9)

$$\Box_{g_0,1} = \Box_{g_0,0} \otimes \text{Id}_4 \times 4 + Q^1_{b,1}\partial_{t_{x_0}} + Q^0_{b,1},$$  \hspace{1cm} (4.3.10)

$$\Box_{g_0,2} = \Box_{g_0,0} \otimes \text{Id}_{10} \times 10 + Q^1_{b,2}\partial_{t_{x_0}} + Q^0_{b,2}.$$  \hspace{1cm} (4.3.11)

Then we have

$$\widehat{\Box_{g_0,0}}(0) \in \rho^2\text{Diff}^2_b(\tilde{X}), \quad Q^0_{b,0} \in \rho^3\text{Diff}^1_b(\tilde{X}),$$  \hspace{1cm} (4.3.12)

$$Q^1_{b,1} \in \rho^2\text{Diff}^0_b(\tilde{X}; \text{sc}T^*\tilde{X}), \quad Q^0_{b,1} \in \rho^3\text{Diff}^1_b(\tilde{X}; \text{sc}T^*\tilde{X}),$$  \hspace{1cm} (4.3.13)

$$Q^0_{b,2} \in \rho^2\text{Diff}^0_b(\tilde{X}; S^2\text{sc}T^*\tilde{X}), \quad Q^0_{b,2} \in \rho^3\text{Diff}^1_b(\tilde{X}; S^2\text{sc}T^*\tilde{X}).$$  \hspace{1cm} (4.3.14)

Moreover,

$$\widehat{\Box_{g_0,j}}(0) - \Box_{g_0,j}(0) \in \rho^3\text{Diff}^2_b(\tilde{X}), \quad g = -dt_{x_0}^2 + dx^2, \quad j = 0, 1, 2.$$  \hspace{1cm} (4.3.15)

Since the metric components are smooth away from $\partial_+ \tilde{X}$, it suffices to analyze $\Box_{g_0,\bullet, \bullet} = 0, 1, 2$ near spatial infinity $\partial_+ \tilde{X}$ where $t_{x_0} \equiv t$ is the static time coordinate. Proposition 4.3.1 is a consequence of the following lemma (by taking $h = dt^2$).

**Lemma 4.3.2.** Suppose $g$ is a stationary Lorentzian metric on $M$ satisfying

$$g(\partial_t, \partial_t) \in -1 + \rho C^\infty(\tilde{X}),$$

$$g(\partial_q, -) \in \rho^2 C^\infty(\tilde{X}; \text{sc}T^*\tilde{X}),$$

$$g|_{\text{sc}T\tilde{X} \times \text{sc}T\tilde{X}} \in h + \rho C^\infty(\tilde{X}; S^2\text{sc}T^*\tilde{X}),$$  \hspace{1cm} (4.3.16)
where \( h \in C^\infty(\bar{X}; S^{2sc-T^*X}) \) is a Riemannian metric. Then the operator \( \Box_{g,2}, \Box_{g,1}, \Box_{g,0} \) satisfy the statements in Proposition 4.3.1 with \( Q^0_{b,j} \in \rho^3\text{Diff}_b^1(\bar{X}) \) replaced by \( Q^0_{b,j} \in \rho^2\text{Diff}_b^1(\bar{X}) \) for \( j = 1, 2 \).

Moreover, \( \Box_{g,j}(0) \mod \rho^3\text{Diff}_b^2(\bar{X}) \) only depends on \( h \) for \( j = 0, 1, 2 \).

**Proof.** We introduce coordinates

\[
x = (x^0, x^1, x^2, x^3),
\]

where \( x^0 = t \), and \( x^1, x^2, x^3 \) are standard coordinates on \( \mathbb{R}^3 \). We use Latin letters \( i, j, k, \cdots \) for indices from 1 to 3, and Greek letters \( \alpha, \beta, \mu, \nu, \cdots \) for indices from 0 to 3. We let \( \mathcal{O}^k := \rho^kC^\infty(\bar{X}) \) and interpret \( f = \mathcal{O}^k \) as \( f \in \mathcal{O}^k \) when \( f \) is a smooth function.

We first compute the Levi-Civita connection of \( g \). Using the facts that \( g \) is stationary, \( \partial_t \in \rho\mathcal{V}_b(\bar{X}) \) and

\[
g^{-1}(dt, dt) \in -1 + \rho C^\infty(\bar{X}), \quad g^{-1}(dt, -) \in \rho^2 C^\infty(\bar{X}; scT\bar{X}), \quad g^{-1}|_{scT\bar{X} \times scT\bar{X}} \in h^{-1} + \rho C^\infty(\bar{X}; S^{2scT\bar{X}}),
\]

we find that

\[
\Gamma^0_{00} = \mathcal{O}^4, \quad \Gamma^i_{00} = \mathcal{O}^2, \quad \Gamma^j_{0i} = \mathcal{O}^3, \quad \Gamma^i_{0i} = \mathcal{O}^3, \quad \Gamma^j_{ij} = \Gamma^k_{ij}(h) + \mathcal{O}^2, \quad \Gamma^k_{ij}(h) = \mathcal{O}^1.
\]

(4.3.17)

Since \( \Box_{g,0} = g^{\alpha\beta}\partial_\alpha\partial_\beta - g^{\alpha\beta}\Gamma^\mu_{\alpha\beta}\partial_\mu \) where \( g^{\alpha\beta} \) is the inverse to \( g \), we see that

\[
\Box_{g,0} = g^{\alpha\beta}\partial_\alpha\partial_\beta + f^\mu\partial_\mu, \quad f^0 = \mathcal{O}^3, \quad f^i = \mathcal{O}^1,
\]

and thus we can write

\[
\Box_{g,0} = g^{00}\partial_0^2 + Q\partial_t + \Box_{g,0}(0) \quad \text{with} \quad Q \in \rho^3\text{Diff}_b^1(\bar{X}), \quad \Box_{g,0}(0) \in \rho^2\text{Diff}_b^1(\bar{X}).
\]

Moreover, \( \Box_{g,0}(0) \mod \rho^3\text{Diff}_b^2(\bar{X}) \) only depends on \( h \).

Next, we calculate \( \Box_{g,1} \). Since

\[
(\Box_{g,1}u)_\alpha = \Box_{g,0}u_\alpha - 2g^{\mu\nu}\Gamma^\kappa_{\mu\alpha}\partial_\nu u_\kappa + g^{\mu\nu}\Gamma^\kappa_{\mu\nu}\Gamma^\beta_{\kappa\alpha}u_\beta + g^{\mu\nu}\Gamma^\kappa_{\mu\nu}\Gamma^\beta_{\kappa\nu}u_\beta - g^{\mu\nu}(\partial_\mu\Gamma^\kappa_{\nu\alpha})u_\alpha,
\]

we can write

\[
\Box_{g,1} = \Box_{g,0} \otimes \text{Id}_{4 \times 4} + Q_{g,1}^1\partial_t + Q_{g,1}^0.
\]
where \( Q^1_{g,1} \in \rho^3 \text{Diff}^1_b(\bar{X}; \sim \otimes \bar{T}^* \bar{X}) \) and \( Q^0_{g,1} \in \rho^3 \text{Diff}^1_b(\bar{X}; \sim \otimes \bar{T}^* \bar{X}) \). Moreover, \( Q^0_{g,1} \in \rho^3 \text{Diff}^1_b(\bar{X}; \sim \otimes \bar{T}^* \bar{X}) \) if \( \Gamma^k_{ij}(h) \) vanishes, and \( \square_{g,1}(0) \mod \rho^3 \text{Diff}^2_b(\bar{X}; \sim \otimes \bar{T}^* \bar{X}) \) only depends on \( h \).

Finally, we calculate \( \square_{g,2} \). Since

\[
(\square_{g,2} h)_{\alpha\beta} = \square_{g,0} h_{\alpha\beta} - 2g^{\mu\nu} \Gamma^\kappa_{\mu\alpha} \partial_\nu h_{\kappa\beta} - 2g^{\mu\nu} \Gamma^\kappa_{\mu\beta} \partial_\nu h_{\kappa\alpha} + S^0_{g,2}
\]

where \( S^0_{g,2} \in \text{Diff}^0_b(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}) \) whose elements are linear combinations of terms of the types \( g \Gamma \cdot \Gamma \) and \( g \partial \Gamma \), it follows that we can write

\[
\square_{g,2} = \square_{g,0} \otimes \text{Id}_{10 \times 10} + Q^1_{g,2} \partial_t + Q^0_{g,2}
\]

where \( Q^1_{g,2} \in \rho^2 \text{Diff}^1_b(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}) \) and \( Q^0_{g,2} \in \rho^2 \text{Diff}^1_b(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}) \). Again, \( Q^0_{g,2} \in \rho^3 \text{Diff}^1_b(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}) \) if \( \Gamma^k_{ij}(h) \) vanishes, and \( \square_{g,2}(0) \mod \rho^3 \text{Diff}^2_b(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}) \) only depends on \( h \).

We next discuss the curvature tensor and other geometric operators associated to \( g_b \).

**Proposition 4.3.3.** Let \( g \) be a metric of the form (4.3.16) and \( \bar{g} = -dt^2 + h \) where \( h \in C^\infty(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}) \) is Riemannian. Then we have

\[
\text{Riem}(g) - \text{Riem}(\bar{g}) \in \rho^3 C^\infty(\bar{X}; \sim \otimes \bar{T}^* \bar{X} \otimes \sim \bar{T}^* \bar{X}), \quad \text{Ric}(g) - \text{Ric}(\bar{g}) \in \rho^3 C^\infty(\bar{X}; S^{2\otimes \bar{T}^*} \bar{X}),
\]

\[
\delta_g = -\epsilon dt \circ \partial_{\xi_0} + \delta_\alpha(0), \quad \delta_\alpha(0) \in \text{Diff}^1_b(\bar{X}), \quad \delta_\alpha(0) - \delta_\beta(0) \in \rho^2 \text{Diff}^1_b(\bar{X}),
\]

\[
\delta_{\bar{g}} = dt \circ \partial_{\xi_0} + \delta_\alpha(0), \quad \delta_\alpha(0) \in \text{Diff}^1_b(\bar{X}), \quad \delta_\alpha(0) - \delta_\beta(0) \in \rho^2 \text{Diff}^1_b(\bar{X}).
\]

In particular, these hold for \( g = g_b \) and \( \bar{g} = g = -dt^2 + dx^2 \).

**Proof.** Since

\[
\Gamma^0_{00}(\bar{g}) = \Gamma^i_{00}(\bar{g}) = \Gamma^0_{0i}(\bar{g}) = \Gamma^0_{0i}(\bar{g}) = 0, \quad \Gamma^k_{ij}(\bar{g}) = O^1, \quad \Gamma^\alpha_{\alpha\beta}(g) = \Gamma^\alpha_{\alpha\beta}(\bar{g}) + O^2,
\]

and \( g, \bar{g} \) are stationary, the proposition follows from the formulas

\[
\text{Riem}(g)^\nu_{\mu\alpha\beta} = \partial_\alpha \Gamma^\nu_{\beta\mu}(g) - \partial_\beta \Gamma^\nu_{\alpha\mu}(g) + \Gamma^\nu_{\beta\mu}(g) \Gamma^\kappa_{\alpha\mu}(g) - \Gamma^\nu_{\kappa\mu}(g) \Gamma^\kappa_{\alpha\beta}(g),
\]

\[
\delta_g u = -g^{\mu\nu} \partial_\mu u_\nu + g^{\mu\nu} \Gamma^\kappa_{\mu\alpha}(g) u_\kappa, \quad (\delta_g h)_\alpha = -g^{\mu\nu} \partial_\mu h_{\nu\alpha} + g^{\mu\nu} \Gamma^\kappa_{\mu\nu}(g) h_{\kappa\alpha} + g^{\mu\nu} \Gamma^\kappa_{\mu\alpha}(g) h_{\nu\kappa},
\]

\[
(\delta_{\bar{g}} u)_{\alpha\beta} = \frac{1}{2} (\partial_\alpha u_\beta + \partial_\beta u_\alpha) - \Gamma^\kappa_{\alpha\beta}(g) u_\kappa.
\]
In view of the facts in (4.3.4), we have the following further leading order control

**Lemma 4.3.4.** Suppose that $g_1, g_2$ are two metrics of the form (4.3.16) so that in addition $g_1 - g_2 \in \rho^2 C^\infty (X; S^2 \omega^T \bar{X})$. Then

$$\Box_{g_1,j}(0) - \Box_{g_2,j}(0) \in \rho^4 \text{Diff}_b^2(\bar{X}), \quad j = 0, 1, 2,$$

$$\text{Riem}(g_2) - \text{Riem}(g_1) \in \rho^4 C^\infty (X; S^2 \omega^T \bar{X}), \quad \text{Ric}(g_2) - \text{Ric}(g_1) \in \rho^3 C^\infty (\bar{X}; \dot{\omega}^T \bar{X} \otimes (\dot{\omega}^T \bar{X})^3),$$

$$\tilde{\delta}_{g_1}(0) - \tilde{\delta}_{g_2}(0) \in \rho^3 \text{Diff}_b^1(\bar{X}),$$

$$\tilde{\delta}^*_{g_1}(0) - \tilde{\delta}^*_{g_2}(0) \in \rho^3 C^\infty (\bar{X}; \text{Hom}(\dot{\omega}^T \bar{X}, S^2 \omega^T \bar{X})).$$

**Proof.** The proof follows from the facts that $\Gamma^\mu_{\alpha \beta}(g_1) = O^1$ and $\Gamma^\mu_{\alpha \beta}(g_2) - \Gamma^\mu_{\alpha \beta}(g_1) = O^3$. \hfill \Box

### 4.3.1 Relevant geometric operators in linearized gauge-fixed Einstein-Maxwell equations

We now study the linearized gauge-fixed Einstein-Maxwell operator arising from the generalized wave map and Lorenz gauge.

**Definition 4.3.5.** Let $B \in C^\infty (M; \text{Hom}(T^* M, S^2 T^* M)), F \in C^\infty (M; \text{Hom}(S^2 T^* M, T^* M))$ and $g$ be a Lorentzian metric. Then we define the **modified symmetric gradient** $\tilde{\delta}^*_{g,B}$ and **modified negative divergence** $\tilde{\delta}^*_{g,F}$ as follows.

$$\tilde{\delta}^*_{g,B} = \delta^* + B_g, \quad \tilde{\delta}^*_{g,F} = \delta^* + F_g. \quad (4.3.25)$$

In this paper, we will use $B_g, F_g$ of the following form

$$B_g = B(g; \epsilon, \gamma) := 2\gamma \epsilon \otimes (\bullet) - \frac{1}{2} \gamma g^{-1}(\epsilon, \bullet) g, \quad (4.3.26)$$

$$F_g = F(g; \epsilon, \gamma) := 2\gamma \epsilon \delta(\bullet) - \frac{1}{2} \gamma \epsilon \text{tr}_g(\bullet). \quad (4.3.27)$$

where $\gamma \in \mathbb{R}$ is a sufficiently small constant to be determined later on, $\epsilon \in C^\infty (X, \omega^T \bar{X})$ is a stationary 1-form with compact support and $\delta(\epsilon) = \nu^\mu \nu_\mu h_{\mu \nu}$. With the above choices of $B_g$ and $F_g$ in (4.3.26) and (4.3.27), we find that $\tilde{\delta}^*_{g,B}$ and $\tilde{\delta}^*_{g,F}$ are formally adjoint to each other. From now on...
on, we denote
\[ \tilde{\delta}_{g,\gamma} := \tilde{\delta}_{g,B} = \delta_{g} + B_{g}, \quad \tilde{\delta}_{g,\gamma} := \tilde{\delta}_{g,F} = \delta_{g} + F_{g}. \]  
(4.3.28)

By choosing \( \tilde{\delta}_{g} = \tilde{\delta}_{g,\gamma} \) and \( \theta(g; g_{b}) = F(g_{b}; \epsilon, \gamma)[G_{g_{b}}g] \), we obtain the linearized gauge-fixed Einstein-Maxwell system \( L_{b,\gamma}(\dot{g}, \dot{\hat{A}}) = (2L_{b,\gamma}^{E}(\dot{g}, \dot{\hat{A}}), L_{b,\gamma}^{M}(\dot{g}, \dot{\hat{A}})) = 0 \) around \( (g_{b}, A_{b}) \)

\[ L_{b,\gamma}^{E}(\dot{g}, \dot{\hat{A}}) := D_{g_{b}}(\text{Ric}(\dot{g})) - \tilde{\delta}_{g_{b},\gamma}G_{g_{b}}\dot{g} + \delta_{g_{b}}(\delta_{g_{b},\gamma} - \delta_{g_{b}})G_{g_{b}}\dot{g} \]

and the gauge potential wave operator \( \mathcal{W}_{b,\gamma} \) for the gauge 1-form \( \tilde{\mathcal{Y}}^{E}(\dot{g}; g_{b}) \):

\[ \mathcal{P}_{b,\gamma} := \delta_{g_{b}}G_{g_{b}}\delta_{g_{b},\gamma} = \frac{1}{2} \Box_{g_{b},1} - \frac{1}{2} \text{Ric}(g_{b}) + \delta_{g_{b}}G_{g_{b}}(\delta_{g_{b},\gamma} - \delta_{g_{b}}), \]

(4.3.32)

We note that the first two terms of the second line of \( L_{b,\gamma}^{E} \), the last two terms of \( D_{g_{b},dA_{b}}T(\dot{g}, d\hat{A}) \)

and the last term of \( L_{b,\gamma}^{M}(\dot{g}, \dot{\hat{A}}) \) contain no derivatives of \( (\dot{g}, \dot{\hat{A}}) \).

For later use, we also define the gauge propagation operator \( \mathcal{P}_{b,\gamma} \) and the gauge potential wave operator \( \mathcal{W}_{b,\gamma} \) for the gauge 1-form \( \tilde{\mathcal{Y}}^{E}(\dot{g}; g_{b}) \):

\[ \mathcal{P}_{b,\gamma} := \delta_{g_{b}}G_{g_{b}}\delta_{g_{b},\gamma} = \frac{1}{2} \Box_{g_{b},1} - \frac{1}{2} \text{Ric}(g_{b}) + \delta_{g_{b}}G_{g_{b}}(\delta_{g_{b},\gamma} - \delta_{g_{b}}), \]

(4.3.32)

Then we have

**Lemma 4.3.6.** Let \( L_{b,\gamma} = (2L_{b,\gamma}^{E}, L_{b,\gamma}^{M}), \mathcal{P}_{b,\gamma}, \mathcal{W}_{b,\gamma} \) be defined as above. Then we have

\[ \mathcal{P}_{b,\gamma} = -\frac{1}{2} \Box_{g_{b},1} + P^{1}\partial_{\xi x_{0}} + P^{0}, \quad \mathcal{P}_{b,\gamma}(0) = -\frac{1}{2} \Box_{g_{b},1}(0) + P^{0}, \]

(4.3.33)

\[ \mathcal{W}_{b,\gamma} = -\frac{1}{2} \Box_{g_{b},1} + W^{1}\partial_{\xi x_{0}} + W^{0}, \quad \mathcal{W}_{b,\gamma}(0) = -\frac{1}{2} \Box_{g_{b},1}(0) + W^{0}, \]

(4.3.34)
where

\[ P^1, W^1 \in \rho^\infty \text{Diff}_b^0(\bar{X}; \mathcal{S} \bar{T}^* \bar{X}), \quad P^0, W^0 \in \rho^3 \text{Diff}_b^1(\bar{X}; \mathcal{S} \bar{T}^* \bar{X}). \quad (4.3.35) \]

We also have

\[ L_{b, \gamma} = -\Box_{g_{b, 0}} \otimes \text{Id}_{14 \times 14} + L^1 \partial_{x_0} + L^0, \quad \hat{L}_{b, \gamma}(0) = -\Box_{g_{b, 0}(0)} \otimes \text{Id}_{14 \times 14} + L^0, \quad (4.3.36) \]

where

\[ L^1 \in \rho^2 \text{Diff}_b^0(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}), \quad L^0 \in \rho^3 \text{Diff}_b^1(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}). \quad (4.3.37) \]

Moreover, we have

\[ -\hat{L}_{b, \gamma}(0) - \Box_{g_{b, 0}(0)} \otimes \text{Id}_{14 \times 14} \in \rho^3 \text{Diff}_b^2(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}), \quad g = -dt^2 + dx^2. \quad (4.3.38) \]

Proof. Since \( \delta_{g_{b, \gamma}} - \delta_{g_b} \) and \( \delta_{g_{b, \gamma}} - \delta_{g_b} \) are compactly supported and \( \text{Riem}(g_b) = \mathcal{O}^4 \), then the conclusions \((4.3.33)\)–\((4.3.35)\) follow.

According to \((4.3.31)\) and using the facts that \( \text{Riem}(g_b) = \mathcal{O}^3, dA_b = \mathcal{O}^2 \), we see that \( \hat{R}_{g_b} \in \rho^3 \text{Diff}_b^0 \) and \( D(g_b, dA_b) T = T^1 \partial_{x_0} + T^0 \) with

\[ T^1 \in \rho^2 \text{Diff}_b^0(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}), \quad T^0 \in \rho^3 \text{Diff}_b^1(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}), \]

and thus

\[ 2L^E_{b, \gamma}(\dot{g}, \dot{A}) = -\Box_{g_{b, 2}} \dot{g} + L^{E, 0} - \Box_{g_{b, 1}} \dot{A} + L^{M, 0} \]

with

\[ L^{E, 1} \in \rho^2 \text{Diff}_b^0(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}), \quad L^{E, 0} \in \rho^3 \text{Diff}_b^1(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}). \]

According to the expression for \( L^E_{b, \gamma}(\dot{g}, \dot{A}) \) in \((4.3.30)\) and using Proposition 4.3.3, we find that

\[ L_{b, \gamma}(\dot{g}, \dot{A}) = -\Box_{g_{b, 1}} \dot{A} + L^{M, 1} \partial_{x_0} + L^{M, 0} \]

where

\[ L^{M, 1} \in \rho^2 \text{Diff}_b^0(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}), \quad L^{M, 0} \in \rho^3 \text{Diff}_b^1(\bar{X}; S^{2 \mathcal{S} \bar{T}^*} \bar{X} \oplus \mathcal{S} \bar{T}^* \bar{X}). \]

Combining the above conclusions for \( L^E_{b, \gamma} \) and \( L^{M, \gamma} \) and using the description of \( \Box_{g_{b, 1}}, \Box_{g_{b, 2}} \) in Proposition 4.3.1, we obtain \((4.3.36)\)–\((4.3.38)\).
Now we let
\[ \hat{L}_{b, \gamma}(\sigma) = e^{it_{b, \gamma} \sigma}L_{b, \gamma}e^{-it_{b, \gamma} \sigma}, \quad \hat{P}_{b, \gamma}(\sigma) = e^{it_{b, \gamma} \sigma}P_{b, \gamma}e^{-it_{b, \gamma} \sigma}, \quad \hat{W}_{b, \gamma}(\sigma) = e^{it_{b, \gamma} \sigma}W_{b, \gamma}e^{-it_{b, \gamma} \sigma}. \] (4.3.39)

In order to study the property of \( \hat{L}_{b, \gamma}(\sigma), \hat{P}_{b, \gamma}(\sigma), \hat{W}_{b, \gamma}(\sigma) \), we first express \( L_{b, \gamma}, P_{b, \gamma}, W_{b, \gamma} \) in the coordinates \((t_{b, x}, x^i)\), \(i = 1, 2, 3\).

**Lemma 4.3.7.** In the coordinates \((t_{b, x}, x^i)\), \(i = 1, 2, 3\), the operator \( \Box_{g_{b,0}} \) take the form
\[
\Box_{g_{b,0}} = Q^2 \partial^2_{t_{b, \gamma}} + Q^1 \partial_{t_{b, \gamma}} + \Box_{g_{b,0}}(0) \] (4.3.40)
where \( Q^2 \in \rho^2 C^\infty(\bar{X}), \ Q^1 \in 2\rho^2 \partial_{\rho} - 2\rho + \rho^3 \text{Diff}_b^1(\bar{X}) \) and \( \Box_{g_{b,0}}(0) \in \rho^2 \text{Diff}_b^2(\bar{X}). \)

Moreover, the operators \( P_{b, \gamma}, W_{b, \gamma}, L_{b, \gamma} \) have the form
\[
P_{b, \gamma} = -\frac{1}{2} \Box_{g_{b,0}} \otimes \text{Id}_{14 \times 4} + \hat{P}^0 \partial_{t_{b, \gamma}} + \hat{P}^0, \] (4.3.41)
\[
W_{b, \gamma} = -\frac{1}{2} \Box_{g_{b,0}} \otimes \text{Id}_{14 \times 4} + \hat{W}^0 \partial_{t_{b, \gamma}} + \hat{W}^0, \] (4.3.42)
\[
L_{b, \gamma} = -\Box_{g_{b,0}} \otimes \text{Id}_{14 \times 14} + \hat{L}^0 \partial_{t_{b, \gamma}} + \hat{L}^0, \] (4.3.43)

where
\[
\hat{P}^1, \hat{W}^1, \hat{L}^1 \in \rho^2 \text{Diff}_b^0(\bar{X}), \quad \hat{P}^0, \hat{W}^0, \hat{L}^0 \in \rho^3 \text{Diff}_b^0(\bar{X}).
\]

**Proof.** With parameter \( b = (m, a, Q) \), near \( \partial_+ \bar{X} \), we have \( t_{x_0} = t \) and \( t_{b, \gamma} = t - r_{(m, 0, Q), \gamma}. \) Then changing from \((t_{x_0}, r)\) coordinates to \((t_{b, \gamma}, r)\) coordinates transforms \( \partial_{t_{x_0}}, \partial_r \) into
\[
\partial_{t_{b, \gamma}}, \quad \partial_r - \frac{1}{\mu(m, 0, Q)} \partial_{t_{b, \gamma}}, \quad \text{near} \quad \partial_+ \bar{X}, \quad \mu(m, 0, Q) = 1 - \frac{2m}{r} + \frac{Q^2}{r^2}.
\]

Since \( g_b - g_{(m, 0, Q)} \in \rho^2 C^\infty(\bar{X}; S^2 S^2 \bar{T} \cdot \bar{X}) \), using the facts that in the coordinate \((t, x^i)\),
\[
\Gamma_{\alpha\beta}^\kappa(g_{(m, 0, Q)}) = 0^2, \quad \Gamma_{\alpha\beta}^\kappa(g_b) - \Gamma_{\alpha\beta}^\kappa(g_{(m, 0, Q)}) \in \mathcal{O}^3,
\]
it follows that
\[
\Box_{g_{b,0}} - \Box_{g_{(m, 0, Q), 0}} = \rho^2 C^\infty(\bar{X}) \partial_{t_{x_0}}^2 + \rho^3 \text{Diff}_b^1(\bar{X}) \partial_{t_{x_0}} + \rho^4 \text{Diff}_b^2(\bar{X})
\]
and thus
\[
\Box_{g_{b,0}} - \Box_{g_{(m, 0, Q), 0}} = \rho^2 C^\infty(\bar{X}) \partial_{t_{b, \gamma}}^2 + \rho^3 \text{Diff}_b^1(\bar{X}) \partial_{t_{b, \gamma}} + \rho^4 \text{Diff}_b^2(\bar{X}).
\]
Then it remains to calculate $\Box_{g,m,0,Q,0}$ in $(t_{b,*}, r)$ coordinates. Since near $\partial_+ \bar{X}$

$$g_{(m,0,Q)} = -\mu_{(m,0,Q)} dt_{b,*}^2 - 2dt_{b,*}dr + r^2 \mathfrak{g},$$

we have for $\rho = 1/r$

$$\Box_{g,(m,0,Q),0} = -2\partial_r \partial_t_{b,*} + \mu_{(m,0,Q)} \partial_r^2 + \frac{2r - 2m}{r^2} \partial_r - \frac{2}{r} \partial_{t_{b,*}} + \frac{1}{r^2} \Delta$$

$$= 2\rho^2 \partial_\rho \partial_{t_{b,*}} - 2\rho \partial_{t_{b,*}} + \rho^2 \text{Diff}_b^2(\bar{X}) \quad \text{near} \quad \partial_+ \bar{X}.$$ 

This completes the proof for $\Box_{g_{b,0}}$. Then the proof for $P_{b,\gamma}, W_{b,\gamma}, L_{b,\gamma}$ follows directly from Proposition 4.3.1 and Lemma 4.3.6. 

Then the following proposition is a direct result of Lemma 4.3.7.

**Proposition 4.3.8.** The operator $\Box_{g_{b,0}}$ take the form

$$\Box_{g_{b,0}}(\sigma) = -2i\sigma \rho(\rho \partial_\rho - 1) + \Box_{g_{b,0}}(0) + \sigma Q + \sigma^2 V$$

(4.3.44)

where $V \in \rho^2 C^\infty(\bar{X})$, $Q \in \rho^2 \text{Diff}_b^1(\bar{X})$ and $\Box_{g_{b,0}}(0) \in \rho^2 \text{Diff}_b^2(\bar{X})$.

Moreover, the operators $P_{b,\gamma}, W_{b,\gamma}, L_{b,\gamma}$ have the form

$$P_{b,\gamma} = i\sigma \rho(\rho \partial_\rho - 1) \otimes \text{Id}_{4 \times 4} + \Box_{g_{b,0}}(0) + \sigma Q_P + \sigma^2 V_P,$$

(4.3.45)

$$W_{b,\gamma} = i\sigma \rho(\rho \partial_\rho - 1) \otimes \text{Id}_{4 \times 4} + \Box_{g_{b,0}}(0) + \sigma Q_W + \sigma^2 V_W,$$ 

(4.3.46)

$$L_{b,\gamma} = 2i\sigma \rho(\rho \partial_\rho - 1) \otimes \text{Id}_{14 \times 14} + \Box_{g_{b,0}}(0) + \sigma Q_L + \sigma^2 V_L,$$ 

(4.3.47)

where

$$V_P, V_W, V_L \in \rho^2 \text{Diff}_b^0(\bar{X}), \quad Q_P, Q_W, Q_L \in \rho^2 \text{Diff}_b^1(\bar{X}), \quad \Box_{g_{b,0}}(0), \Box_{g_{b,0}}(0), \Box_{g_{b,0}}(0) \in \rho^2 \text{Diff}_b^2(\bar{X}).$$

4.4 Constructing gauged initial data

According to Lemmas 3.2.3 and 3.3.3, we now show how to construct gauged initial data for the gauge-fixed Einstein-Maxwell system (3.2.12)–(3.2.13) from initial data given on $\Sigma_0$ which are close to the data $(h_b, k_b, E_b, H_b)$ induced by the KN black holes with parameter $b$. 
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Recall that we exploit the generalized wave map gauge for the Einstein equations,

\[
\tilde{\Upsilon}^E(g; g_b) = \Upsilon^E(g; g_b) - \theta(g; g_b) = gg_b^{-1} \delta_g G_g g_b - \theta(g; g_b) = 0
\]  

(4.4.1)

and the generalized Lorenz gauge for the Maxwell equations,

\[
\tilde{\Upsilon}^M(g, A; g_b, A_b) = \Upsilon^M(g, A; g_b) - \Upsilon^M(g, A_b; g_b) = \text{tr}_g \delta_{g_b} A - \text{tr}_g \delta_{g_b} A_b = 0.
\]

(4.4.2)

We point out that for a general treatment, we will construct the gauged initial data for any \( g_b \) satisfying that \( \theta(g_b; g_b) = 0 \) and \( \theta(g; g_b) \) contains no derivatives of \( g \), without being restricted to the specific \( \theta(g; g_b) \) we chose in §4.3.

In order to incorporate the vanishing magnetic charge condition, we consider for \( s > 2, 0 < \alpha < 1 \) the subspace of the initial data for ungauged Einstein-Maxwell equations

\[
Z^{s,\alpha} := \left\{ (h, k, E, H) \mid d \ast_h H = 0, \int_{S^2} \ast_h H = 0, \right. \\
(h - h_b, k - k_b, E - E_b, H - H_b) \in H_{b}^{s+1, -1/2+\alpha}(\Sigma_0; S_{>0}^2 scT^*\Sigma_0) \\
\times H_{b}^{s, 1/2+\alpha}(\Sigma_0; S_{>0}^2 scT^*\Sigma_0) \times H_{b}^{s, 1/2+\alpha}(\Sigma_0; scT^*\Sigma_0) \times H_b^{s-1/2+\alpha}(\Sigma_0; scT^*\Sigma_0) \bigg\},
\]

(4.4.3)

where \( S_{>0}^2 scT^*\Sigma_0 \) denotes the fiber bundle of positive definite inner products on \( scT\Sigma_0 \). We remark that the definition of the space \( Z^{s,\alpha} \) includes (3.2.5) and one of the constraint equations (3.2.4), which is necessary since we study the Einstein-Maxwell system in terms of the potential \( A \) rather than the electromagnetic 2-form \( F \).

For the initial value problems of the gauge-fixed Einstein-Maxwell system \( P(g, A) = 0 \), which is a quasilinear hyperbolic system, the initial data induced by \( (g, A) \) at the spacelike hypersurface \( \Sigma_0 = \{ t = 0 \} \) is defined as

\[
\gamma_0(g, A) := (g|_{\Sigma_0}, L_{\partial_t} g|_{\Sigma_0}, A|_{\Sigma_0}, L_{\partial_t} A|_{\Sigma_0}).
\]

(4.4.4)

In particular, we have \( \gamma_0(g_b, A_b) = (g_b|_{\Sigma_0}, 0, A_b|_{\Sigma_0}, 0) \). Then we define the subspace of the initial data for the gauge-fixed Einstein-Maxwell equations

\[
Y^{s,\alpha} := \left\{ (g_0, g_1, A_0, A_1) \mid (g_0, g_1, A_0, A_1) - \gamma_0(g_b, A_b) \in H_{b}^{s+1, -1/2+\alpha}(\Sigma_0; S_{>0}^2 scT^*\Sigma_0) \\
\times H_{b}^{s, 1/2+\alpha}(\Sigma_0; S_{>0}^2 scT^*\Sigma_0) \times H_{b}^{s, 1/2+\alpha}(\Sigma_0; scT^*\Sigma_0) \times H_b^{s-1/2+\alpha}(\Sigma_0; scT^*\Sigma_0) \bigg\}.
\]

(4.4.5)

We now prove:
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Proposition 4.4.1. There exist a neighborhood

\[(h_b, k_b, E_b, H_b) \in \mathcal{U} \subset Z^{2, \alpha}\]

of KN initial data and a smooth map

\[i_b : \mathcal{U} \cap Z^{s, \alpha} \rightarrow \gamma^{s, \alpha}\]

for all \(s \geq 2, 0 < \alpha < 1\), such that for \((h, k, E, H) \in \mathcal{U}, the sections\)

\[(g_0, g_1, A_0, A_1) = i_b(h, k, E, H)\]

induce the data \((h, k, E, H)\) on \(\Sigma_0 = \{t = 0\}\), and they satisfy the gauge conditions (4.4.1) and (4.4.2) in the sense that for any section \((g, A)\) of \(S^2 T^* M \oplus T^* M\) near \(\Sigma_0\) with \(\gamma_0(g, A) = (g_0, g_1, A_0, A_1)\), it induces the initial data \((h, k, E, H)\) at \(\Sigma_0\) (i.e., \(\tau((g, dA)) = (h, k, E, H))\) and the conditions (4.4.1) and (4.4.2) hold at \(\Sigma_0\).

Moreover, for exact KN data with parameter \(b\), we have

\[i_b(h_b, k_b, E_b, H_b) = \gamma_0(g_b, A_b) = (g_b|_{\Sigma_0}, 0, A_b|_{\Sigma_0}, 0).\]

Proof. We will start with the metric components \((g_0, g_1)\) of the map \(i_b\). We write

\[g_b = -N_b^2(dt)^2 + g_{b,ij}(dx^i + X_b^i dt)(dx^j + X_b^j dt)\]

where \(N_b \in 1 + \rho C^\infty(\Sigma_0)\) and \(X_b \in \rho^2 C^\infty(\Sigma_0; \mathcal{T}_0 \Sigma_0).\) Then we define the component \(g_0\) of \(i_b(h, k, E, B)\) as

\[g_0 := g_0|_{\{t=0\}} = -N_b^2(dt)^2 + h_{ij}(dx^i + X_b^i dt)(dx^j + X_b^j dt).\]

Moreover, \(g_0 = g_b|_{\Sigma_0}\) if \(h = h_b\) and \(g_0\) satisfies the estimate

\[\|g_0 - g_0|_{\Sigma_0}\|_{\dot{H}_b^{-1, -1/2 + \alpha}(\Sigma_0; S^2 \mathcal{T} \Sigma_0)} \lesssim \|h - h_b\|_{\dot{H}_b^{-1, -1/2 + \alpha}(\Sigma_0; S^2 \mathcal{T} \Sigma_0)}.

We next define \(g_1 = \mathcal{L}_0, g|_{\Sigma_0}\). Let \(\nabla^{g_0}\) be the Levi-Civita connection of \(g_0\) and let \(n\) resp. \(n_b\) be the future timelike unit normal to \(\Sigma_0\) with respect to \(g_0\) resp. \(g_b|_{\Sigma_0}\). Then we have

\[n = \frac{-\nabla^{g_0} t}{\sqrt{-g_0(\nabla^{g_0} t, \nabla^{g_0} t)}} = (1 + \frac{N_b^{-2} h(X_b, X_b)}{2})^{-1/2}(\frac{1}{N_b} - \frac{X_b^i}{N_b}), \quad n - n_b \in \dot{H}_b^{s, 1/2 + \alpha}(\Sigma_0; \mathcal{T} \Sigma_0).
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Since we require

\[ k_{ij} = \mathbb{I}_g(\partial_i, \partial_j)|_{\Sigma_0} = -\langle \nabla_{\partial_i} n, \partial_j \rangle = -\frac{1}{2} \nabla_{\partial_i} n g_{ij} = -\frac{1}{2} n^\alpha \partial_\alpha g_{ij} - \frac{1}{2} g_{j\alpha} \partial_j n^\alpha - \frac{1}{2} g_{\alpha j} \partial_\alpha n^\alpha, \]

where the Greek index \( \alpha \) ranges over 0, 1, 2, 3 with \( x^0 = t \), we must define

\[ (g_1)_{ij} = \partial t g_{ij}|_{\Sigma_0} = -2(1 + N_b^{-2} h(X_b, X_b))^{1/2} N_b k_{ij} + \mathcal{L}_{X_b} h_{ij} \]

Now the initial data for the remaining components of \( g_1 \), i.e. \( (g_1)_{0\alpha} = \partial_x g_{0\alpha}|_{\Sigma_0} \), are fixed by the generalized wave map gauge condition. More precisely, since \( \theta(g; g_b) \) does not contain the derivatives of \( g \), it follows that

\[ 0 = \tilde{\Upsilon}^E(g; g_b)_t = g_{\alpha\beta} \Gamma(\gamma)^\kappa_{\mu
u} - \Gamma(\gamma)_{\mu
u}^\kappa - \theta(g; g_b)_t \]

\[ = g^{\mu\nu} \partial_\mu g_{\nu\alpha} - \frac{1}{2} g^{\mu\nu} \partial_\mu g_{\nu\alpha} - g_{\alpha\beta} g^{\mu\nu} \Gamma(\gamma)^\kappa_{\mu
u} - \theta(g; g_b)_t \]

at \( \Sigma_0 \)

fixes \( \partial_t g_{0\alpha}|_{\Sigma_0} \) and

\[ 0 = \tilde{\Upsilon}^E(g; g_b)_0 = g_{\alpha\beta} \Gamma(\gamma)^\kappa_{\mu
u} - \Gamma(\gamma)_{\mu
u}^\kappa - \theta(g; g_b)_0 \]

\[ = g^{\mu\nu} \partial_\mu g_{\nu\alpha} - \frac{1}{2} g^{\mu\nu} \partial_\mu g_{\nu\alpha} - g_{\alpha\beta} g^{\mu\nu} \Gamma(\gamma)^\kappa_{\mu
u} - \theta(g; g_b)_0 \]

at \( \Sigma_0 \)

fixes \( \partial_t g_{00}|_{\Sigma_0} \). This explicit construction of \( g_1 \) implies that \( g_1 = \partial_t g_b|_{\Sigma_0} = 0 \) if \( (h, k) = (h_b, k_b) \), and

\[ \|g_1\|_{H^1_0(S^2; T^* \Sigma_0)} \lesssim \|h - h_b\|_{H^1_0(S^2; T^* \Sigma_0)} + \|k - k_b\|_{H^1_0(S^2; T^* \Sigma_0)} \]

So we finish the construction of the initial data \( (g_0, g_1) \) which induces the data \( (h, k) \) on \( \Sigma_0 \) and satisfies the generalized wave map gauge condition at \( \Sigma_0 \).

We next turn to the construction of the components \( (A_0, A_1) \) of the map \( i_b \). Here we closely follow the construction in [60, §3.5]. Motivated by the relation \( F = dA \), we first construct a bounded linear map

\[ B^2: \left\{ u \in H^s_0(\Sigma_0; L^{2s-1}T^* \Sigma_0): du = 0, \int_{S^2} u = 0 \right\} \to H^{s, l-1}_0(\Sigma_0; L^{2s-1}T^* \Sigma_0) \]

such that \( d \circ B^2 = \text{Id} \) with \( l > -1/2 \). Using the structure \( \Sigma_0 \cong I \times S^2, I = [0, 1/r_\beta = 1/r] \), of \( \Sigma_0 \), we define \( \pi: \Sigma_0 \to S^2 \) to be the projection onto the second factor, and \( i: S^2 \hookrightarrow \Sigma_0 \) be the embedding.
\( \omega \mapsto (1/r_-, \omega) \). Then the map \( K: \tilde{H}^\sigma(\Sigma_0; \Lambda^\infty T^*\Sigma_0) \to \tilde{H}^{\sigma, \ell -1}(\Sigma_0; \Lambda^\infty T^*\Sigma_0) \), \( \sigma \geq 0, \ell > -1/2 \), defined by linear extension from
\[
K(f(r, \omega)dr \land \pi^*u)(r, \omega) := (\pi^*u)(r, \omega) \int_{r_-}^r f(s, \omega) \, ds, \quad K(f(r, \omega)\pi^*u) := 0,
\]
for \( f \in \tilde{H}^{\sigma, 1/2 + \alpha}(\Sigma_0) \) and \( u \in C^\infty(\mathbb{S}^2; \Lambda^\infty T^*\mathbb{S}^2) \), satisfies \( \text{Id} - \pi^*j^* = dK + Kd \). Therefore, for \( u \) satisfying \( du = 0 \), we conclude that \( u = dKu + \pi^*(j^*u) \). According to Hodge decomposition theory and the fact that the de Rham cohomology group \( H^2_{dR}(\mathbb{S}^2) \cong \mathbb{R} \), we see that \( u_1 := j^*u \in H^*(\mathbb{S}^2; \Lambda^2 T^*\mathbb{S}^2) \) can be written uniquely as \( u_1 = \not d u_0 + \not d u_2 \) where \( u_0 \in \mathbb{R} \) and \( u_2 \in H^1(\mathbb{S}^2; T^*\mathbb{S}^2) \). Here, \( \not d, \not \delta, \not \not \delta \) denote the exterior differential, codifferential and Hodge star on \( \mathbb{S}^2 \). Since \( K(f(r, \omega)\pi^*u) = 0 \) and \( \int_{\mathbb{S}^2} u = 0 \), it follows that
\[
0 = \int_{\mathbb{S}^2} \pi^*(j^*u) = \int_{\mathbb{S}^2} u' = \int_{\mathbb{S}^2} u_0 \, d\text{Vol}_{\not d} = 4\pi u_0,
\]
and thus \( u = d\not B^2 u \) with \( \not B^2 u := Ku + \pi^*u_2 \), which finishes the construction of the map (4.4.6).

Then we define
\[
A_0 = (t\not \partial, A_b) \, dt + A_0^b, \quad A_0^b := i^*A_b + A^b(\not h^*\mathbf{H} - \not h_b^*\mathbf{H}_b) \in i^*A_b + \tilde{H}^{\sigma - 1/2 + \alpha}(\Sigma_0; \Lambda^* T^*\Sigma_0).
\]
The above definition satisfies \( dA_0^b = i^*(\not h^*\mathbf{H}) \), and \( A_0 = A_b \) if \( (h, \mathbf{H}) = (h_b, \mathbf{H}_b) \). Next we assume that
\[
A_1 = a_1 \, dt + A_1^b
\]
with \( a_1 \in \tilde{H}^{\sigma - 1, \ell_1}(\Sigma_0) \) and \( A_1^b \in \tilde{H}^{\sigma - 1, \ell}(\Sigma_0; \Lambda^* T^*\Sigma_0) \) to be determined. Recall the future timelike unit normal \( n \) to \( \Sigma_0 \) with respect to \( g_0 \) as defined above. The requirement that \(-i^*\not n dA = \mathbf{E} \) at \( \Sigma_0 \) then reads \( \mathbf{E} = n^0(d(t\not \partial, A_b) - A_1^b) - \not n^b \not \partial_b dA_0^b \). Then we must define
\[
A_1^b := d(t\not \partial, A_b) - \frac{(\mathbf{E} + \not n^b \not \partial_b dA_0^b)}{n^0} \in \tilde{H}^{\sigma - 1/2 + \alpha}(\Sigma_0; \Lambda^* T^*\Sigma_0),
\]
which satisfies that \( A_1^b = 0 \) if \( (h, k, \mathbf{E}, \mathbf{H}) = (h_b, k_b, \mathbf{E}_b, \mathbf{H}_b) \).

Lastly, the generalized Lorenz gauge condition
\[
0 = \bar{\Psi}^M(g, A; g_b, A_b) = \text{tr}_{g_0} \not \partial^\kappa_b (A - A_b) = \frac{1}{2} g_0^{\mu\nu} \left( \partial_\mu (A_\nu - A_{b, \nu}) + \partial_\nu (A_\mu - A_{b, \mu}) - 2 \Gamma^\kappa_{\mu\nu} (g_0) (A_\kappa - A_{b, \kappa}) \right) \Bigg|_{\Sigma_0},
\]
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where \( g_0^{\mu\nu} \) is the inverse \( g_0 \), fixes \( a_1 = \partial_t A_0 \in H^{s-1,1/2+\alpha}(\Sigma_0) \). In particular, we have \( a_1 = 0 \) if the data \((h,k,E,H)\) are induced by \((g_0,A_b)\). Moreover, we have

\[
\|A_0 - A_b|\Sigma_0\|_{H^{s-1/2+\alpha}(\Sigma_0;\Sigma^T\Sigma_0)} + \|A_1\|_{H^{s-1/2+\alpha}(\Sigma_0;\Sigma^T\Sigma_0)}
\]

\[
\lesssim \|h - h_b\|_{H^{s-1/2+\alpha}(\Sigma_0;\Sigma^T\Sigma_0)} + \|H - H_b\|_{H^{s-1/2+\alpha}(\Sigma_0;\Sigma^T\Sigma_0)} + \|E - E_b\|_{H^{s-1/2+\alpha}(\Sigma_0;\Sigma^T\Sigma_0)}
\]

Also, according to the above explicit construction of the map \( i_b \), we see that the map \( i_b \) is smooth. This completes the proof.

Now we can make use of the map \( i_b \) to construct gauged initial data at the linearized level. Correspondingly, we consider for \( s > 2, 0 < \alpha < 1 \) the subspace of the initial data for ungauged linearized Einstein-Maxwell equations around \((g_0,A_b)\)

\[
\hat{Z}^{s,\alpha} := \left\{ (\hat{h},\hat{k},\hat{E},\hat{H}) \mid D_{(h_b,k_b,E_b,H_b)}(\tau_{\bullet}(\bullet))(\hat{h},\hat{H}) = 0, \int_{S^2} \frac{d}{ds} |_{s=0} \tau_{h_b+s\hat{h}} (H_b + s\hat{H}) = 0, \right. \\
\left. (\hat{h},\hat{k},\hat{E},\hat{H}) \in H^{s+1,-1/2+\alpha}(\Sigma_0; S^2_{\Sigma_0} \Sigma^T\Sigma_0) \times H^{s+1/2+\alpha}(\Sigma_0; S^2_{\Sigma_0} \Sigma^T\Sigma_0) \times H^{s+1/2+\alpha}(\Sigma_0; S^2_{\Sigma_0} \Sigma^T\Sigma_0) \times H^{s+1,1/2+\alpha}(\Sigma_0; S^2_{\Sigma_0} \Sigma^T\Sigma_0) \right\},
\]

where \( S^2_{\Sigma_0} \Sigma^T\Sigma_0 \) denotes the fiber bundle of positive definite inner products on \( \Sigma^T\Sigma_0 \). We again remark that the definition of the space \( \hat{Z}^{s,\alpha} \) incorporates the vanishing of the linearized magnetic charge and the linearization of one of the constraint equations (3.2.4).

We also define the subspace of the initial data for the gauge-fixed linearized Einstein-Maxwell equations

\[
\hat{Y}^{s,\alpha} := \left\{ (\hat{g}_0,\hat{g}_1,\hat{A}_0,\hat{A}_1) \mid (\hat{g}_0,\hat{g}_1,\hat{A}_0,\hat{A}_1) \in H^{s+1,-1/2+\alpha}(\Sigma_0; S^2 \Sigma^T\Sigma_0) \times H^{s+1/2+\alpha}(\Sigma_0; S^2 \Sigma^T\Sigma_0) \times H^{s+1,1/2+\alpha}(\Sigma_0; S^2 \Sigma^T\Sigma_0) \times H^{s+1,1/2+\alpha}(\Sigma_0; S^2 \Sigma^T\Sigma_0) \right\}.
\]

Then we have

**Corollary 4.4.2.** For all \( s \geq 2, 0 < \alpha < 1 \), the map

\[
D_{(h_b,k_b,E_b,H_b)}i_b: \hat{Z}^{s,\alpha} \rightarrow \hat{Y}^{s,\alpha}
\]

satisfies that for \((\hat{h},\hat{k},\hat{E},\hat{H}) \in \hat{Z}^{s,\alpha}\), the sections

\[
(\hat{g}_0,\hat{g}_1,\hat{A}_0,\hat{A}_1) = D_{(h_b,k_b,E_b,H_b)}i_b(\hat{h},\hat{k},\hat{E},\hat{H})
\]
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induce the data \((\dot{h}, \dot{k}, \dot{E}, \dot{H})\) on \(\Sigma_0 = \{t = 0\}\), and they satisfy the linearized gauge conditions
\[
D_{g_b} \tilde{T}^E(\dot{g}) = 0 \quad \text{and} \quad D_{(g_b, A_b)} \tilde{T}^M(\dot{g}, \dot{A}; g_b, A_b) = -\delta_{g_b} \dot{A} = 0
\]
in the sense that for any section \((\dot{g}, \dot{A})\) of \(S^2 T^* M \oplus T^* M\) near \(\Sigma_0\) with \(\gamma_0(\dot{g}, \dot{A}) = (\dot{g}_0, \dot{A}_0, \dot{A}_1)\), it induces the initial data \((\dot{h}, \dot{k}, \dot{E}, \dot{H})\) at \(\Sigma_0\) and the linearized gauge conditions hold at \(\Sigma_0\).

Proof. Let
\[
h(s) = h_b + s \dot{h}, \quad k(s) = k_b + s \dot{k}, \quad E(s) = E_b + s \dot{E}, \quad B(s) = H_b + s \dot{H}.
\]
For \(s\) close to 0, we find that
\[
\ast_{h + sh} H(s) = \ast_{h_b} H + s D(h_b, H_b)(\ast(\cdot))(\dot{h}, \dot{H}) + O(s^2)
\]
and \(d(s) := (h(s), k(s), E(s), H(s)) \in U \subset \mathbb{Z}^{2, \alpha}\). Therefore, we have
\[
(\dot{g}_0, \dot{g}_1, \dot{A}_0, \dot{A}_1) = \left. \frac{d}{ds} i_b(d(s)) \right|_{s=0} = D(h_b, k_b, E_b, H_b) i_b(\dot{h}, \dot{k}, \dot{E}, \dot{H})
\]
and \((\dot{g}_0, \dot{g}_1, \dot{A}_0, \dot{A}_1)\) satisfy the linearized gauge conditions in the sense that
\[
D_{g_b} \tilde{T}^E(\dot{g}) = 0, \quad D_{(g_b, A_b)} \tilde{T}^M(\dot{g}, \dot{A}; g_b, A_b) = -\delta_{g_b} \dot{A} = 0, \quad (4.4.9)
\]
for any \((\dot{g}, \dot{A})\) with \(\gamma_0(\dot{g}, \dot{A}) = (\dot{g}_0, \dot{g}_1, \dot{A}_0, \dot{A}_1)\). \(\square\)
Chapter 5

Analysis of the linearized gauge-fixed Einstein-Maxwell operator

Throughout this section, we continue using the notation from §4.

In §5.1, we will discuss the characteristic set and the global dynamics of the Hamiltonian flow of the principal symbol \( p(\sigma) \) of the operator \( \widehat{\Box_{g_b}}(\sigma) := e^{it_b \cdot \sigma} \Box_{g_b} e^{-it_b \cdot \sigma} \) on full subextremal KN spacetimes (see Figure 5.3 for an illustration). Concretely, first we will show that the characteristic set of \( p(\sigma) \) has two parts, one of which lies inside the ergoregion while the other is at the spatial infinity \( \partial_+ \bar{X} \). Then we prove that there exist radial points, to which the nearby integral curves of the Hamiltonian vector field \( H_{p(\sigma)} \) converge in either forward direction or backward direction, at event horizon and spatial infinity \( \partial_+ \bar{X} \). Finally, we describe the global dynamics of the Hamiltonian flow of the principal symbol \( p(\sigma) \).

In §5.2, we combine the global dynamics of the Hamiltonian flow of the principal symbol \( p(\sigma) \) established in §5.1 with the elliptic estimate, propagation of singularities estimate, the radial point estimate at event horizon, the scattering radial point estimate at spatial infinity \( \partial_+ \bar{X} \) and hyperbolic estimate to prove the uniform Fredholm estimates for the operators \( \widehat{\Box_{g_b}}(\sigma), \widehat{P_{b,\gamma}}(\sigma), \widehat{W_{b,\gamma}}(\sigma), \widehat{L_{b,\gamma}}(\sigma) \)
for bounded \( \sigma \) in the closed upper half plane.

In §5.3, we will give a detailed description of kernel of the following wave operators: \( \widehat{\Box_{g_b}}(\sigma) \) on scalar functions, \( \widehat{P_{b,\gamma}}(\sigma), \widehat{W_{b,\gamma}}(\sigma) \) on scattering 1-forms and the linearized gauge-fixed Einstein-Maxwell operator \( \widehat{L_{b,\gamma}}(\sigma) \).
In §5.4, we will analyze the characteristic set and the global dynamics of the Hamiltonian flow of the semiclassical principal symbol \( p_{h,z} \) of the semiclassical rescaled operator \( h^2 \Box_{g_b}(h^{-1}z) \) on full subextremal KN spacetimes for \( z \in \mathbb{R} \setminus 0 \) (see Figure 5.7 for an illustration). Specifically, we first show that the characteristic set of \( p_{h,z} \) can be split into a disjoint union of two components. Then we prove that there exist radial points at event horizon and spatial infinity \( \partial_+ \bar{X} \). Next, we discuss the trapped set associated to the Hamiltonian flow of the semiclassical symbol \( p_{h,z} \) and prove that it is normally hyperbolic. Finally, we describe the global dynamics of the Hamiltonian flow of the semiclassical principal symbol \( p_{h,z} \).

In §5.5, we combine the global dynamics of the Hamiltonian flow of the semiclassical principal symbol \( p_{h,z} \) established in §5.4 with the elliptic estimate, propagation of singularities estimate, the radial point estimate at event horizon, the scattering radial point estimate at spatial infinity \( \partial_+ \bar{X} \) and hyperbolic estimate, all of which are in the semiclassical version, together with the estimate at normally hyperbolic trapping to establish the high energy estimates for the operators \( \Box_{g_b}(\sigma), \mathcal{P}_{b,\gamma}(\sigma), \mathcal{W}_{b,\gamma}(\sigma), \mathcal{L}_{b,\gamma}(\sigma) \) for \( |\text{Re} \sigma| \gg 1, \text{Im} \sigma \leq C \) in the closed upper half plane. This implies the invertibility of these operators for \( |\text{Re} \sigma| \gg 1, \text{Im} \sigma \leq C \) in the closed upper half plane.

In §5.6, we shall establish the energy estimates for the solutions to various wave type equations on slowly rotating Kerr-Newman metrics.

Fix KN black hole parameters \( b = (m, a, Q) \) close to \( b_0 = (m_0, a_0, Q_0) \) and let

\[
g = g_b
\]

Recall that with \( a = |a| \)

\[
g^{-1} = \rho_b^{-2} \left( \Delta_b \partial_r^2 + \frac{\chi^2}{\Delta_b} \left( (r^2 + a^2) \partial_{t_X} + a \partial_{\varphi} \right)^2 + \partial_{\varphi}^2 + \frac{1}{\sin^2 \theta} \left( \partial_{\varphi} + a \sin^2 \theta \partial_{t_X} \right)^2 \right.
\]

\[
+ 2 \chi \left( (r^2 + a^2) \partial_{t_X} + a \partial_{\varphi} \right) \partial_r \right).
\]

We define

\[
\Box_g(\sigma) := e^{it_b,\cdot \sigma} \Box_{g_b} e^{-it_b,\cdot \sigma}.
\]

Let \( {}^\infty T^* \bar{X} \) be the compact manifold with the corners of codimension two obtained by radial compactification of the fibers \( {}^\infty T^* \bar{X} \) (whose detail will be discussed later on). Then its boundary consists of
three hypersurfaces
\[ \partial T^*\bar{X} = S^*\bar{X} \cup T^*\partial_\infty \bar{X} \cup T^*\partial_\infty \bar{X} \]

where \( S^*\bar{X} = (T^*\bar{X} \setminus \{0\})/\mathbb{R}^+ \) is called fiber infinity.

### 5.1 Microlocal geometry and dynamics of Kerr-Newman spacetimes

Now, we are ready to discuss the microlocal geometry of the KN metric \( g = g_b \). Away from \( \partial_+ \bar{X} \), we note that \( T^*\bar{X} \) is isomorphic to \( T^*\bar{X} \) and write the covectors as

\[ \xi_r dr + \xi_\theta d\theta + \xi_\varphi d\varphi. \]

Then the principal symbol of \( \hat{\square}_g(\sigma) \) is given by

\[ p = \sigma_2(\hat{\square}_g(\sigma)) = -\rho_b^{-2} \left( \Delta_b \xi_r^2 + \xi_\theta^2 + \frac{a^2}{\Delta_b} (\chi^2 - 1) + \frac{1}{\sin^2 \theta} \xi_\varphi^2 + 2\chi a \xi_\varphi \xi_r \right). \]

Near \( \partial_+ \bar{X} \), we write the scattering covectors as

\[ \zeta_\rho \frac{d\rho}{\rho} + \zeta_\theta \frac{d\theta}{\rho} + \zeta_\varphi \frac{d\varphi}{\rho}, \quad \rho = \frac{1}{r}. \]

Then the scattering principal symbol (see [94]) of \( \hat{\square}_g(\sigma) \) at \( \partial_+ \bar{X} \) is given by

\[ 2\sigma \zeta_\rho - \zeta_\theta^2 - \zeta_\varphi^2 - \frac{1}{\sin^2 \theta} \zeta_\varphi^2 = -\left( \zeta_\rho - \sigma \right)^2 - \zeta_\theta^2 - \frac{1}{\sin^2 \theta} \zeta_\varphi^2 + \sigma^2 \]

To handle the poles \( \{\theta = 0\} \) and \( \{\theta = \pi\} \), where the spherical coordinates break down, we introduce new coordinates

\[ x_1 = \sin \theta \cos \varphi, \quad x_2 = \sin \theta \sin \varphi, \]

and let \( \xi_1 \) and \( \xi_2 \) be dual variables to \( x_1 \) and \( x_2 \) respectively. Correspondingly, we have

\[ \xi_\theta = (x_1 \xi_1 + x_2 \xi_2) \cot \theta, \quad \xi_\varphi = x_1 \xi_2 - x_2 \xi_1. \]

and note that \( \xi_\varphi \) is a smooth function in \( (x_1, x_2, \xi_1, \xi_2) \). Since

\[ \xi_\theta^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2 = \frac{1 - x_1^2 - x_2^2}{x_1^2 + x_2^2} (x_1 \xi_1 + x_2 \xi_2)^2 + \frac{1}{x_1^2 + x_2^2} (x_1 \xi_2 - x_2 \xi_1)^2 = \xi_1^2 + \xi_2^2 - (x_1 \xi_1 + x_2 \xi_2)^2 \]

is a smooth function in \( (r, x_1, x_2, \xi_\rho, \xi_1, \xi_2) \) near the poles, so is \( p \). Therefore, we can perform all symbol calculations away from these two poles and extend the results to the poles. From now on,

we do not emphasize the analysis near these two poles.
5.1.1 Characteristic set

We first study the characteristic set. Away from $\partial_+ \tilde{X}$, since

$$p = -\rho_b^{-2} \left( \Delta_b (\xi_r + \frac{a \chi}{\Delta_b} \xi_\varphi)^2 + \xi_\theta^2 + \Delta_b - \frac{a^2 \sin^2 \theta}{\Delta_b} \xi_\varphi^2 \right),$$

it follows that the characteristic set $\{ p = 0, \xi \neq 0 \}$ of $p$ satisfies

$$\{ p = 0, \xi = (\xi_r, \xi_\theta, \xi_\varphi) \neq 0 \} \subset \{ \Delta_b - a^2 \sin^2 \theta \leq 0, \xi \neq 0 \} \subset \text{sc} \, T^* \tilde{X} \setminus 0.$$

Since $\chi = 1$ in the region $\Delta_b - a^2 \sin^2 \theta \leq 0$, the principal symbol can be written as

$$p = -\rho_b^{-2} \left( \Delta_b \xi_r^2 + 2a \xi_r \xi_\varphi + \tilde{p} \right) \quad \text{where} \quad \tilde{p} = \xi_\theta^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2,$$

and thus $\xi_r \neq 0$ at the characteristic set of $p$. As a consequence, in the fiber radial compactification $\text{sc} \, T^* \tilde{X}$ of $\text{sc} \, T^* \tilde{X}$, we use the following coordinates near the fiber infinity $\text{sc} \, T^* \tilde{X}$,

$$\rho_\xi = \frac{1}{|\xi_r|} \in [0, \infty), \quad \hat{\xi} = (\hat{\xi}_\theta, \hat{\xi}_\varphi) = \rho_\xi (\xi_\theta, \xi_\varphi).$$

We note that $\rho_\xi$ is a boundary defining function of $\text{sc} \, T^* \tilde{X}$, i.e., $\rho_\xi = 0$ at $\partial \text{sc} \, T^* \tilde{X} = \text{sc} \, s^* \tilde{X}$, and $\hat{\xi}$ is a coordinate system on $\text{sc} \, s^* \tilde{X}$.

Since $p$ is a homogeneous polynomial of order 2 in $\xi = (\xi_r, \xi_\theta, \xi_\varphi)$, the rescaled symbol $\rho_\xi^2 p$ and the rescaled Hamiltonian vector field $\rho_\xi H_p$ extend smoothly to $\text{sc} \, T^* \tilde{X}$. Therefore, we study the flow of the rescaled Hamiltonian vector field $\rho_\xi H_p$ on the characteristic set $\{ \rho_\xi^2 p = 0 \} \subset \text{sc} \, T^* \tilde{X} \setminus 0$. We now split the characteristic set $\{ \rho_\xi^2 p = 0 \} \subset \text{sc} \, T^* \tilde{X} \setminus 0$ into two components

$$\Sigma_\pm := \{ \rho_\xi^2 p = 0 \} \cap \{ \pm \xi_r > 0 \}, \quad \partial \Sigma_\pm = \Sigma_\pm \cap \text{sc} \, s^* \tilde{X}.$$ 

Near $\partial_+ \tilde{X}$, we have $\chi = 0$ and thus

$$g^{-1} = \rho_b^{-2} \left( \Delta_b \partial_r^2 - \frac{1}{\Delta_b} \left( (r^2 + a^2) \partial_\chi + a \partial_\varphi \right)^2 + \partial_\theta^2 + \frac{1}{\sin^2 \theta} \left( \partial_\varphi + a \sin^2 \theta \partial_\chi \right)^2 \right).$$

Then using $t_\chi = t$ and $t_{b, \ast} = t - r_{\chi(m,a_0,q),\ast}$ near $\partial_+ \tilde{X}$, we calculate

$$\widehat{\square}_g (\sigma) = -2\iota \rho^2 \partial_\rho + (\rho^2 \partial_\rho)^2 + \rho^2 \partial_\varphi^2 + \rho^2 \partial_\varphi^2 + \rho^2 \partial_\theta^2 + \rho \text{Diff}_{s}(X), \quad \rho = \frac{1}{r}.$$
Therefore, the scattering principal symbol of $\widehat{\Box}_g(\sigma)$ at $\partial_+ \bar{X}$ is given by

$$p_{sc}(\sigma) = \sigma_{sc}(\widehat{\Box}_g(\sigma)) = -(\xi_{\rho} - \sigma)^2 - \hat{p} + \sigma^2, \quad \hat{p} = \xi_{\theta}^2 + \frac{1}{\sin^2 \theta} \xi_{\varphi}^2,$$

and the scattering characteristic set is the surface

$$\Sigma_{sc}(\sigma) = \{ p_{sc}(\sigma) = 0 \} \subset \mathbb{C}^{T^*}_{\partial_+ \bar{X}} \bar{X}.$$  

We note that $\Sigma_{sc}(\sigma)$ is the scattering zero section $o_{\partial_+ \bar{X}} \subset \mathbb{C}^{T^*}_{\partial_+ \bar{X}} \bar{X}$ for $\text{Im} \sigma > 0$ and $\sigma = 0$.

### 5.1.2 The radial points at event horizon

We now analyze the behavior of the Hamiltonian flow $\exp(s_\rho H_{\rho})$ on the characteristic set $\Sigma = \Sigma_+ \cup \Sigma_- \subset \mathbb{C}^{T^*} \bar{X} \setminus \emptyset$, that is, we consider the portion whose projection to the base space $(r, \theta, \varphi)$ is away from $\partial_+ \bar{X}$. Near $\Sigma = \Sigma_+ \cup \Sigma_-$, we see that $\chi = 1$ and thus

$$p = -\rho_0^{-2} \left( \Delta_b \xi_r^2 + 2a \xi_r \xi_{\varphi} + \hat{p} \right) \quad \text{where} \quad \hat{p} = \xi_{\theta}^2 + \frac{1}{\sin^2 \theta} \xi_{\varphi}^2.$$

Then we calculate

$$H_{\rho} = -\rho_0^{-2} \left( (2\Delta_b \xi_r + 2a \xi_r) \partial_r + 2a \xi_r \partial_{\varphi} - \frac{\partial_b \Delta_b}{\partial r} \xi_{\theta}^2 \partial_r + H_{\hat{p}} \right) - \rho_0^{-2} \rho H_{\rho}.$$

In the coordinates $\text{(5.1.1)}$ near the fiber infinity $\mathbb{C}^{S^*} \bar{X}$, we compute

$$\rho_{\xi} H_{\rho} = -\rho_0^{-2} \left( (2\Delta_b (\text{sgn} \xi_r) + 2a \hat{\xi}_{\varphi}) \partial_r + 2a (\text{sgn} \xi_r) \partial_{\varphi} - \frac{\partial_b \Delta_b}{\partial r} (\text{sgn} \xi_r) \xi_r \partial_r + \rho_{\xi} H_{\hat{p}} \right) - \rho_0^{-2} (\rho_{\xi} \rho) H_{\rho^2}$$

$$= -\rho_0^{-2} \left( (2\Delta_b (\text{sgn} \xi_r) + 2a \hat{\xi}_{\varphi}) \partial_r + 2a (\text{sgn} \xi_r) \partial_{\varphi} + 2 \hat{\xi}_{\theta} \partial_\theta + 2 \frac{\sin \theta}{\sin^2 \theta} \hat{\xi}_{\varphi} \partial_{\varphi} \right)$$

$$- \rho_0^{-2} \frac{\partial_b \Delta_b}{\partial r} (\text{sgn} \xi_r) \left( \rho_{\xi} \partial_{\rho_{\xi}} + \hat{\xi}_{\theta} \partial_{\xi_{\theta}} + \hat{\xi}_{\varphi} \partial_{\xi_{\varphi}} \right) - \rho_0^{-2} 2 \frac{\cos \theta}{\sin^3 \theta} \hat{\xi}_{\varphi}^2 \partial_{\xi_{\varphi}} \xi_r - \rho_0^{-2} (\rho_{\xi} \rho) \rho_1 H_{\rho^2}.$$  

We let

$$\Lambda_\pm = \{ \Delta_b = 0, (\xi_{\theta}, \xi_{\varphi}) = 0, \pm \xi_r > 0 \}$$

and

$$L_\pm := \partial \Lambda_\pm = \Lambda_\pm \cap \mathbb{C}^{S^*} \bar{X} = \{ \Delta_b = 0, \rho_{\xi} = \pm \frac{1}{\xi_r} = 0, \hat{\xi} = 0 \}.$$

Now we describe the property of the set $L_\pm$. More specifically, $L_\pm$ are radial sources/sinks in the following sense (see [40, Definition E.50]):
**Definition 5.1.1.** Let \( \kappa : \text{sc} T^* \bar{X} \setminus 0 \to \text{sc} S^* \bar{X} = (\text{sc} T^* \bar{X} \setminus 0)/\mathbb{R}^+ \) be the natural projection map, i.e., for each \((r, \theta, \varphi, \xi) \in \text{sc} T^* \bar{X} \setminus 0\), the ray \((r, \theta, \varphi, s\xi)\) converges to \(\kappa((r, \theta, \varphi, \xi))\) as \(s \to \infty\). Then for the rescaled Hamiltonian flow

\[
\phi_s := \exp(s \rho \xi H_p) : \text{sc} T^* \bar{X} \to \text{sc} T^* \bar{X},
\]

we say that a nonempty compact \(\phi_s\)-invariant set

\[
L \subset \{\rho^2 p = 0\} \cap \text{sc} S^* \bar{X}
\]
is a radial source for \(p\), if there exists a neighborhood \(U \subset \text{sc} T^* \bar{X}\) of \(L\) such that uniformly in \((r, \theta, \varphi, \xi) \in U \cap \text{sc} T^* \bar{X}\), one have

\[
\kappa(\phi_s(r, \theta, \varphi, \xi)) \to L \quad \text{as} \quad s \to -\infty
\]

and

\[
|\phi_s(r, \theta, \varphi, \xi)| \geq Be^{B|s||\xi|}, \quad s \leq 0
\]

for some \(B > 0\). Here, \(|\cdot|\) denotes a norm on the fibers of \(\text{sc} T^* \bar{X}\).

A radial sink for \(p\) is be definition a radial source for \(-p\).

**Lemma 5.1.2.** \(L_{\pm}\) are invariant under the Hamiltonian flow \(\exp(s \rho \xi H_p)\) on the characteristic set \(\Sigma\). Moreover, \(L_+\) is a radial sink and \(L_-\) is a radial source for the flow \(\exp(s \rho \xi H_p)\), see Figure 5.1.

---

**Figure 5.1:** The flow of \(\exp(s \rho \xi H_p)\) near \(L_{\pm}\). It is projected to the \((r, \xi_r)\) coordinates and drawn in a fiber-radially compactified view. The horizontal coordinate is \(r\); the dashed line is the event horizon \(\{r = r_b\}\). The vertical coordinate is \(\xi_r/\langle \xi_r \rangle\), so the top and bottom lines correspond to the fiber infinity \(\{\rho_\xi = 0\}\). The midline \(\{\xi_r = 0\}\) lies outside the characteristic set \(\{\rho^2 p = 0\}\).
Proof. Since \( \{ \rho^2 \hat{\theta} = 0 \} \leftrightarrow \{ \hat{\xi} = (\hat{\xi}_\theta, \hat{\xi}_\varphi) = 0 \}, \) we rewrite
\[
L_\pm = \{ \Delta_b = 0, \rho_\xi = \pm \frac{1}{\xi_r} = 0, \rho^2 \hat{\theta} = 0 \}.
\]
Using the coordinates (5.1.1) and expression (5.1.2), we find that
\[
\rho_\xi \hat{H}_p \rho_\xi = -\rho_b^{-2} \left( \frac{\partial \Delta_b}{\partial r} + 2r \rho^2 \hat{\theta} \right) (\text{sgn} \xi_r) \rho_\xi,
\]
\[
\rho_\xi \hat{H}_p \hat{\xi}_\varphi = -\rho_b^{-2} \left( \frac{\partial \Delta_b}{\partial r} + 2r \rho^2 \hat{\theta} \right) (\text{sgn} \xi_r) \hat{\xi}_\varphi,
\]
\[
\rho_\xi \hat{H}_p \Delta_b = -2\rho_b^{-2} \frac{\partial \Delta_b}{\partial r} \left( (\text{sgn} \xi_r) \Delta_b + a\hat{\xi}_\varphi \right),
\]
\[
\rho_\xi \hat{H}_p (\rho^2 \hat{\theta}) = -\rho_b^{-2} \left( 2 \frac{\partial \Delta_b}{\partial r} + 4r \rho^2 \hat{\theta} \right) (\text{sgn} \xi_r) \rho^2 \hat{\theta} - 2\rho_b^{-2} a^2 \sin(2\theta)(\rho^2 \hat{\theta} \hat{\xi}_\varphi) \xi_\theta.
\]
This implies that \( \rho_\xi \hat{H}_p \) is tangent to \( L_\pm \), so \( L_\pm \) is invariant under the flow \( \exp(s \rho_\xi \hat{H}_p) \). Moreover, in a neighborhood of \( L_\pm = \{ \Delta_b = 0, \rho_\xi = \pm \xi_r^{-1} = 0, \rho^2 \hat{\theta} = 0 \} \subset \{ \rho^2 \hat{\theta} = 0 \} \), we have
\[
\pm \rho_\xi \hat{H}_p \rho^2 \hat{\theta} \leq -C_0 \rho^2 \hat{\theta},
\]
\[
\pm \rho_\xi \hat{H}_p \xi_\varphi^2 \leq -C_0 \xi_\varphi^2,
\]
\[
\pm \rho_\xi \hat{H}_p \Delta_b^2 \leq -C_0 \Delta_b^2 + C_1 \xi_\varphi^2,
\]
\[
\pm \rho_\xi \hat{H}_p (\rho^2 \hat{\theta}) \leq -C_0 \rho^2 \hat{\theta} + C_1 (\Delta_b^2 + \xi_\varphi^2).
\]
where \( C_0, C_1 > 0 \). It follows from (5.1.4) that in a sufficiently small neighborhood of \( L_\pm \)
\[
\pm \rho_\xi \hat{H}_p f \leq -Cf, \quad f = \rho^2 \hat{\theta} + \xi_\varphi^2 + C_2 \Delta_b^2 + C_3 \rho^2 \hat{\theta} \hat{\xi}_\varphi \hat{\xi}_\theta \geq 0.
\]
for some \( C, C_2, C_3 > 0 \). This implies that for \( (r, \theta, \varphi, \xi) \) in a sufficiently small neighborhood of \( L_\pm \), we have
\[
f(\phi_s((r, \theta, \varphi, \xi))) \leq e^{-Cs} f((r, \theta, \varphi, \xi)) \quad \text{for} \quad \pm s > 0.
\]
Therefore, we have uniformly in \( (r, \theta, \varphi, \xi) \) in a neighborhood of \( L_\pm \)
\[
\phi_s((r, \theta, \varphi, \xi)) \to L_\pm \quad \text{as} \quad s \to \pm \infty.
\]
Moreover, according to the first inequality in (5.1.4), we have
\[
\rho_\xi(\phi_s((r, \theta, \varphi, \xi))) \leq e^{-Cs} \rho_\xi((r, \theta, \varphi, \xi)) \quad \text{for} \quad \pm s \geq 0.
\]
This proves that \( L_+ \) is a radial sink and \( L_- \) is a radial source. \( \square \)
Finally, we consider the imaginary part of the operator $\hat{\Box}_g(\sigma)$ at $L_\pm$, which is needed to calculate the threshold quantity for the order of the Sobolev spaces (here the differential order) in the radial point estimates. Recall that near $L_\pm$, the inverse metric $G$ takes the form

$$g^{-1} = \rho^{-2}_b \left( a^2 \sin^2 \theta \partial^2_t + 2(r^2 + a^2) \partial_t \partial_r + 2a \partial_t \partial_\phi + \Delta_\theta \partial^2_\theta + 2a \partial_\theta \partial_\phi + \partial^2_\phi + \frac{1}{\sin^2 \theta} \partial^2_\varphi \right)$$

and $t_\chi = t_{b,\ast}$. A direct calculation shows that

$$\hat{\Box}_g(\sigma)^* = \hat{\Box}_g(\bar{\sigma}).$$

where $\hat{\Box}_g(\sigma)^*$ denotes the formal adjoint of $\hat{\Box}_g(\sigma)$ defined by $\langle \hat{\Box}_g(\sigma) u, v \rangle = \langle u, \hat{\Box}_g(\sigma)^* v \rangle$ with respect to $L^2(\mathcal{X}; \sqrt{|\det g| drd\theta d\varphi})$ for $u, v \in C^\infty_c(\mathcal{X})$. We first compute

$$p_1 := \sigma_1(Im \hat{\Box}_g(\sigma)) = \sigma_1 \left( \frac{\hat{\Box}_g(\sigma) - \hat{\Box}_g(\sigma)^*}{2i} \right) = \rho^{-2}_b Im \sigma \left( 2(r^2 + a^2) \xi_r + 2a \xi_\varphi \right)$$

Let $\beta_0 \in C^\infty(L_\pm)$ be a positive function defined as

$$\beta_0 = \frac{\rho \xi H_p \rho \xi}{\rho \xi} |_{L_\pm}.$$

Then we define $\tilde{\beta} \in C^\infty(L_\pm)$ as

$$\tilde{\beta} = \frac{\rho \xi p_1}{\beta_0} |_{L_\pm}.$$

Let

$$\beta_{\text{sup}} = \sup \tilde{\beta}, \quad \beta_{\text{inf}} = \inf \tilde{\beta}.$$ 

If $\tilde{\beta}$ is a constant along $L_\pm$, we may write

$$\beta = \beta_{\text{sup}} = \beta_{\text{inf}}.$$ 

We note that $\beta_{\text{sup}}$ and $\beta_{\text{inf}}$ are the relevant quantities in the radial point estimates. More specifically, in our setting where we consider the operator $\hat{\Box}_g(\sigma)$ with $\text{Im } \sigma \geq 0$, the threshold regularity condition in the high regularity radial estimate is given by

$$s > \frac{1}{2} + \beta_{\text{sup}}, \quad (5.1.6)$$

while the low regularity radial estimate requires

$$s < \frac{1}{2} + \beta_{\text{inf}}, \quad (5.1.7)$$
Using the first equality in (5.1.3), we find for the operator \( \hat{\square} g(\sigma) \) that

\[
\hat{\beta} = -\operatorname{Im} \frac{r_b^2 + a^2}{r_b - m}.
\]

and thus

\[
\beta = \beta_{\text{sup}} = \beta_{\text{inf}} = -\operatorname{Im} \frac{r_b^2 + a^2}{r_b - m} \leq 0 \quad \text{for} \quad \operatorname{Im} \sigma \leq 0.
\] (5.1.8)

5.1.3 The radial points at spatial infinity \( \partial_+ \bar{X} \)

We now turn to the analysis near \( \partial_+ \bar{X} \). Recall that for the operator \( \hat{\square} g(\sigma) \) with \( \operatorname{Im} \sigma \geq 0 \), the scattering characteristic set is the surface

\[
\Sigma_{sc}(\sigma) = \{(\rho = \frac{1}{r} = 0, \theta, \varphi, \zeta) : p_{sc}(\sigma) = 0\} \subset \mathbb{T}^*_{\partial_+ \bar{X}} \bar{X}.
\]

where

\[
p_{sc}(\sigma) = - (\zeta - \sigma)^2 - \hat{p} + \sigma^2, \quad \hat{p} = \zeta^2 + \frac{1}{\sin^2 \theta} \zeta^2.
\]

Using the identification of \( \mathbb{T}^* \bar{X} \) and \( \mathbb{T}^* \bar{X} \) in \( \rho > 0 \)

\[
\zeta_\rho = \rho^2 \zeta_\rho = - \zeta_r, \quad (\zeta_\theta, \zeta_\varphi) = \rho (\zeta_\theta, \zeta_\varphi),
\]

we find that the scattering Hamiltonian vector field associated to \( p \) in \( \rho > 0 \) is given by

\[
\begin{align*}
\mathbb{T}^*_{\rho \zeta_\rho} := \rho (\frac{\partial p}{\partial \rho} + ( \sum_{\mu=\theta,\varphi} \zeta_\mu \frac{\partial p}{\partial \zeta_\mu} )) - (\frac{\partial p}{\partial \rho} + ( \sum_{\mu=\theta,\varphi} \zeta_\mu \frac{\partial p}{\partial \zeta_\mu} )) \zeta_\rho = (\zeta_\rho, \zeta_\theta, \zeta_\varphi) = \rho \zeta_\rho, \zeta_\theta, \zeta_\varphi),
\end{align*}
\]

the rescaled scattering Hamiltonian vector field \( \rho \zeta^{1-sc} H_p \) can be extended to an element in \( \mathcal{V}_b(\mathbb{T}^* \bar{X}) \)
taking the following form

\[
\begin{align*}
\mathbb{T}^*_{\rho \zeta_\rho} := \rho (\frac{\partial p}{\partial \rho} + ( \sum_{\mu=\theta,\varphi} \zeta_\mu \frac{\partial p}{\partial \zeta_\mu} )) - (\frac{\partial p}{\partial \rho} + ( \sum_{\mu=\theta,\varphi} \zeta_\mu \frac{\partial p}{\partial \zeta_\mu} )) \zeta_\rho = (\zeta_\rho, \zeta_\theta, \zeta_\varphi),
\end{align*}
\]

by introducing the following coordinates in the fiber radial compactification \( \mathbb{T}^* \bar{X} \) of \( \mathbb{T}^* \bar{X} \ [

\]
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Lemma 5.1.3. For \( \Sigma_{\text{sc}}(\sigma) = \{ p_{\text{sc}}(\sigma) = 0 \} \subset \mathbb{R} \setminus 0 \) (see [92]). Since \( \Sigma_{\text{sc}}(\sigma) \) has no intersection with the fiber infinity \( \partial \mathcal{X} \), we can drop the factor \( \rho \zeta \) which is non-zero on \( \Sigma_{\text{sc}}(\sigma) \). Therefore, with \( p_{\text{sc}}(\sigma) = -(\zeta_\rho - \sigma)^2 - \tilde{\rho} + \sigma^2 \), we write

\[
\frac{\text{sc}H_{\text{sc}}^{2,0}(\sigma)}{\text{sc}H_{\text{sc}}^{2,0}(\sigma)} = (-2\zeta_\rho + 2\sigma)\rho \partial_\rho + 2\tilde{\rho} \partial_\zeta_\rho + (-2\zeta_\rho + 2\sigma) \sum_{\mu = \theta, \varphi} \zeta_\mu \partial_\zeta_\mu - H_{\tilde{\rho}} \quad \text{on} \quad \Sigma_{\text{sc}}(\sigma)
\]

where

\[
H_{\tilde{\rho}} = 2\zeta_\theta \partial_\theta + \frac{2\zeta_\varphi}{\sin^2 \theta} \partial_\varphi + \frac{\cos \theta}{\sin^2 \theta} \zeta_\rho \partial_\varphi.
\]

**Lemma 5.1.3.** For \( 0 \neq \sigma \in \mathbb{R} \), on the characteristic variety

\[
\Sigma_{\text{sc}}(\sigma) = \{ p_{\text{sc}}(\sigma) = -(\zeta_\rho - \sigma)^2 - \tilde{\rho} + \sigma^2 = 0 \} \subset \mathbb{R} \setminus 0 \quad \text{(5.1.9)}
\]

there are two invariant submanifolds under the Hamiltonian flow \( \exp(s\text{sc}H_{\text{sc}}^{2,0}(\sigma)) \), one of which is the zero section \( R(0) = \{ \rho = 0, \zeta_\rho = 0, (\zeta_\theta, \zeta_\varphi) = 0 \} \) and the other is \( R(\sigma) = \{ \rho = 0, \zeta_\rho = 2\sigma, (\zeta_\theta, \zeta_\varphi) = 0 \} \).

For \((\theta^0, \varphi^0, \zeta_\theta^0, \zeta_\varphi^0) \in \Sigma_{\text{sc}}(\sigma) \setminus (R(0) \cup R(\sigma))\), the integral curves \( \exp(s\text{sc}H_{\text{sc}}^{2,0}(\sigma))(\theta^0, \varphi^0, \zeta_\theta^0, \zeta_\varphi^0) \) take the following form

\[
\zeta_\rho(s) = \sigma + |\sigma| \sin(s + s_0), \quad \zeta_\rho(0) = c_\rho^0,
\]

\[
(\zeta_\theta, \zeta_\varphi) = |\sigma| \cos(s + s_0)(\tilde{\zeta}_\theta, \tilde{\zeta}_\varphi), \quad |\sigma| \cos(s_0) = \tilde{\rho}(\theta^0, \varphi^0, c_\theta^0, c_\varphi^0)^{\frac{1}{2}}\]

\[
(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi) = \exp((s + s_0)H_{-\frac{1}{2}\tilde{\rho}})(\theta^0, \varphi^0, \tilde{\zeta}_\theta^0, \tilde{\zeta}_\varphi^0), \quad (\tilde{\zeta}_\theta^0, \tilde{\zeta}_\varphi^0) = \tilde{\rho}(\theta, \varphi, \zeta_\theta^0, \zeta_\varphi^0)^{-\frac{1}{2}} \cdot (\zeta_\theta, \zeta_\varphi)
\]

where \( s_0 \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), \( s \in (-\frac{\pi}{2} - s_0, \frac{\pi}{2} - s_0) \) and \( \frac{d}{d\sigma} = 2\tilde{\rho}(\theta, \varphi, \zeta_\theta, \zeta_\varphi)^{\frac{1}{2}} \) where \( \frac{d}{d\sigma} := \text{sc}H_{\text{sc}}^{2,0}(\sigma) \).

This implies that for \( \sigma > 0 \), the zero section is a radial source and the nonzero one is a radial sink, while for \( \sigma < 0 \), the zero section is a radial sink and the nonzero one is a radial source, see Figure 5.2.

**Proof.** At \( \partial \mathcal{X} \), the rescaled scattering Hamiltonian vector field is

\[
\text{sc}H_{\text{sc}}^{2,0}(\sigma) = (-2\zeta_\rho + 2\sigma)\rho \partial_\rho + 2\tilde{\rho} \partial_\zeta_\rho + (-2\zeta_\rho + 2\sigma) \sum_{\mu = \theta, \varphi} \zeta_\mu \partial_\zeta_\mu - H_{\tilde{\rho}},
\]

Introducing the polar coordinates with respect to the radial variable in \((\zeta_\theta, \zeta_\varphi)\)

\[
(\tilde{\zeta}_\theta, \tilde{\zeta}_\varphi) = \tilde{\rho}(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi)^{-\frac{1}{2}} \cdot (\zeta_\theta, \zeta_\varphi), \quad |(\zeta_\theta, \zeta_\varphi)| = \tilde{\rho}(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi)^{\frac{1}{2}}.
\]
Let \( \frac{d}{ds} := \sigma \mathcal{H}_{p_{sc}(\sigma)}^{2,0} \). Then we have
\[
\frac{d}{ds} \zeta_\rho = 2 \tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi), \quad \frac{d}{ds} \tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi) = -2(\zeta_\rho - \sigma)\tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi)^{1/2},
\]
\[
\frac{d}{ds}(\tilde{\zeta}_\theta, \tilde{\zeta}_\varphi) = \frac{1}{2}(\frac{\partial \tilde{p}}{\partial \theta} \frac{\partial \tilde{p}}{\partial \varphi})(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi), \quad \frac{d}{ds}(\theta, \varphi) = -\left(\frac{\partial \tilde{p}}{\partial \zeta_\theta} \frac{\partial \tilde{p}}{\partial \zeta_\varphi}\right)(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi).
\]
This implies that \( \frac{d}{ds} \) is tangent to \( R(0) \) and \( R(\sigma) \), so they are invariant under the Hamiltonian flow \( \exp(\sigma \mathcal{H}_{p_{sc}(\sigma)}^{2,0}) \).

When \( \tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi) \neq 0 \), we introduce a new parameter \( s \) satisfying \( \frac{ds}{ds} = 2 \tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi)^{1/2} \) and obtain
\[
\frac{d}{ds}(\zeta_\rho - \sigma) = \tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi)^{1/2}, \quad \frac{d}{ds} \tilde{p}(\theta, \varphi, \zeta_\theta, \zeta_\varphi) = -(\zeta_\rho - \sigma),
\]
\[
\frac{d}{ds}(\tilde{\zeta}_\theta, \tilde{\zeta}_\varphi) = \frac{1}{2}(\frac{\partial \tilde{p}}{\partial \theta} \frac{\partial \tilde{p}}{\partial \varphi})(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi), \quad \frac{d}{ds}(\theta, \varphi) = -\left(\frac{\partial \tilde{p}}{\partial \zeta_\theta} \frac{\partial \tilde{p}}{\partial \zeta_\varphi}\right)(\theta, \varphi, \tilde{\zeta}_\theta, \tilde{\zeta}_\varphi).
\]
Integrating the above system with respect to the new parameter \( s \) gives (5.1.10).

For the propagation of singularities estimates at these radial points \( R(\sigma) \) and \( R(0) \), there is a threshold quantity for the order of the Sobolev spaces (here the scattering decay order). Let \( \beta_0 \) be a positive function defined at the radial points as
\[
\mathcal{H}_{p_{sc}(\sigma)}^{2,0} = \pm \beta_0 \rho.
\]
Here and in what follows, we use + for radial sources and − for radial sinks. We next define \( \tilde{\beta} \) at the radial points as
\[
\sigma_{sc}(\rho^{-1} \text{Im} \hat{g}(\sigma)) = \sigma_{sc}(\frac{\hat{g}(\sigma) - \hat{g}(\sigma)^*}{2i\rho}) = \pm \beta_0 \tilde{\beta}
\]
Let
\[
\beta_{\text{sup}} = \sup \tilde{\beta}, \quad \beta_{\text{inf}} = \inf \tilde{\beta}
\]
where the supremum and infimum are taken over the radial points set. If \( \tilde{\beta} \) is a constant along the radial points set, we may write

\[
\beta = \beta_{\text{sup}} = \beta_{\text{inf}}.
\]

We note that \( \beta_{\text{sup}} \) and \( \beta_{\text{inf}} \) are the relevant quantities in the radial point estimates. More specifically, in our setting where we consider the operator \( \hat{\square}g(\sigma) \) with \( \sigma \in \mathbb{R} \setminus 0 \), the threshold scattering decay condition in the high scattering decay radial estimate is given by

\[
r > -\frac{1}{2} - \beta_{\text{inf}},
\]

while the low scattering decay radial estimate requires

\[
r < -\frac{1}{2} - \beta_{\text{sup}}.
\]

In our setting, since \( \hat{\square}g(\sigma) = \hat{\square}g(\sigma)^* \) for \( \sigma \in \mathbb{R} \setminus 0 \), it follows that \( \beta = \beta_{\text{sup}} = \beta_{\text{inf}} = 0 \) on \( \mathbb{R}(\sigma) \) and \( \mathbb{R}(0) \).

5.1.4 Global dynamics of the Hamiltonian flow

Now we study the global behavior of the flow of \( \rho_\xi H_\rho (\text{resp., } s^c H_{p_\rho(c)}^2) \) away from infinity \( \partial_+ \bar{X} = \{ \rho = \frac{1}{r} = 0 \} \) (resp., at \( \partial_+ \bar{X} \)).

**Proposition 5.1.4.** The characteristic set of \( \hat{\square}g(\sigma) \) is a disjoint union \( \Sigma \cup \Sigma_{sc}(\sigma) \) (see Figure 5.3).

1. Let \( (r, \theta, \varphi, \xi) \in \Sigma_\pm \) and put \( \phi(s) = \exp(s \rho_\xi H_\rho)(r, \theta, \varphi, \xi) \). Then \( \phi(s) \rightarrow L_\pm \) as \( s \rightarrow \pm \infty \).

   Moreover, if \( (r, \theta, \varphi, \xi) \notin \Lambda_\pm = \{ \Delta_b = 0, (\xi_\theta, \xi_\varphi) = 0, \pm \xi_r > 0 \} \), then \( \phi(s) \) crosses \( \partial_- \bar{X} \) into the inward direction of deceasing \( r \) at some \( s_0 \) with \( \pm s_0 \leq 0 \).

2. For \( \sigma \in \mathbb{R} \setminus 0 \), let \( (\rho = 0, \theta, \varphi, \xi) \in \Sigma_{sc}(\sigma) \) and put \( \phi(s) = \exp(s s^c H_{p_\rho(c)}^2)(\theta, \varphi, \xi) \). Then either \( \phi(s) \rightarrow R(\frac{\sigma}{2} \mp |\sigma|) \{ \rho = 0, \xi_\rho = \sigma \mp |\sigma|, \xi_r = 0 \} \) as \( s \rightarrow \infty \), or \( \phi(s) \rightarrow R(\frac{\sigma}{2} \pm |\sigma|) \) as \( s \rightarrow -\infty \). Moreover, if \( (\rho = 0, \theta, \varphi, \xi) \notin R(0) \cup R(\sigma) \), then \( \phi(s) \rightarrow R(\frac{\sigma}{2} \pm |\sigma|) \) as \( s \rightarrow \pm \infty \).
Proof. We only discuss the case $\Sigma_+$ as the other case $\Sigma_-$ can be handled in a similar manner. Let $(r, \theta, \varphi, \xi) \in \Sigma_+$ and put $\phi(s) = \exp(s \rho \xi H_p)(r, \theta, \varphi, \xi)$. Since $\Sigma_+$ is invariant under the flow $\exp(s \rho \xi H_p)$, it follows that $\phi(s) \in \Sigma_\pm$ for all $s$ for which it is well-defined. Put

$$f(s) = (\rho^2 \xi + (\Delta_b + 2a \text{sgn}(\xi) \xi \varphi)^2 + \rho^2 \hat{p})(\phi(s)), \quad \dot{f}(s) = \rho \xi H_p f(\phi(s)).$$

Using the calculation in (5.1.3), we find that

$$\dot{f}(s) \leq -2(\rho^2 \xi \frac{\partial \Delta_b}{\partial r} f(\phi(s))) \leq -C_0 f(s) \quad \text{on} \quad \Sigma_+ \subset \{r \geq r_+ \mid \Delta_b - a^2 \sin^2 \theta \leq 0\}.$$
for some \( C_0 > 0 \). This gives

\[ f(s) \leq e^{-C_0 s} f(0) = e^{-C_0 s} f((r, \theta, \varphi, \xi)) \quad \text{for} \quad s \geq 0 \]

and thus

\[ \phi(s) \to L_+ \quad \text{as} \quad s \to \infty. \]

Using the last expression in (5.1.3), we have

\[ \rho_x H_p(\rho_x^2 \hat{p})(\phi(s)) = -2(\rho_b^{-2} \partial_r \rho_x^2 \hat{p})(\phi(s)) \leq -C_0(\rho_x^2 \hat{p})(\phi(s)). \]

for some \( C_0 > 0 \). Therefore

\[ (\rho_x^2 \hat{p})(\phi(s)) \geq e^{-C_0 s} (\rho_x^2 \hat{p})(r, \theta, \varphi, \xi) \]

for \( s \leq 0 \) as long as the flow remains in the region \( \Sigma_+ \subset \{ r \geq r_- \mid \Delta_b - a^2 \sin^2 \theta \leq 0 \} \). Since on \( \Sigma_+ \)

\[ 2a^2 + \frac{1}{2} \xi_x^2 \geq -2a\xi_x = \Delta_b + \rho_x^2 \hat{p} \geq \Delta_b + \frac{1}{2} \rho_x^2 \hat{p} + \frac{1}{2} \xi_x^2 \]

where we use \( \Delta_b + 2a\xi_x + \rho_x^2 \hat{p} = 0 \) on \( \Sigma_+ \) in the second equality and \( \rho_x^2 \hat{p} \geq \xi_x^2 \) in the last inequality, it follows that

\[ 2a^2 - \Delta_b \geq \frac{1}{2} \rho_x^2 \hat{p} \quad \text{on} \quad \Sigma_+. \]

Since

\[ \{ \rho_x^2 \hat{p} = 0 \} \cap \Sigma_+ = \Lambda_+, \]

then if \( (r, \theta, \varphi, \xi) \in \Sigma_+ \setminus \Lambda_+ \), we have

\[ (2a^2 - \Delta_b)(\phi(s)) \geq \frac{1}{2} \rho_x^2 \hat{p}(\phi(s)) \geq C e^{-C_0 s}, \quad C, C_0 > 0 \]

for \( s \leq 0 \) as long as the flow remains in the region \( \Sigma_+ \subset \{ r \geq r_- \mid \Delta_b - a^2 \sin^2 \theta \leq 0 \} \). As a consequence, \( \phi(s) \) cross \( \partial_- \tilde{X} \) into the inward direction of deceasing \( r \) at some \( s_0 \) with \( s_0 \leq 0 \). This proves the part (i).

The proof of part (2) follows from Lemma 5.1.3. \( \square \)
5.1.5 Second microlocalized scattering algebra

To do the analysis at the scattering zero section at \( \partial_+ \bar{X} \), we introduce the second microlocalized \( \bar{X} \) by blowing up the zero section \( o_{\partial_+ \bar{X}} \) at \( \partial_+ \bar{X} \) (i.e. replacing \( o_{\partial_+ \bar{X}} \) by its inward pointing spherical normal bundle and thus obtaining a smooth manifold with corners), see Figure 5.4.

\[
\begin{array}{c|c|c}
\bar{X} \times \{0\} & \Sigma_{sc}(\sigma) & R(\sigma) \\
\hline
\bar{S}^* \bar{X} & \bar{S}^* \bar{X} & \bar{S}^* \bar{X} \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c}
\bar{X} \times \{0\} & \Sigma_{sc}(\sigma) & R(\sigma) \\
\hline
\bar{S}^* \bar{X} & \bar{S}^* \bar{X} & \bar{S}^* \bar{X} \\
\hline
\end{array}
\]

\( \sigma > 0 \)

Figure 5.4: Second microlocalized \( \bar{X} \). The left hand side is the fiber-compactification \( \bar{T}^* \bar{X} \) of the scattering cotangent bundle \( \bar{T}^* \bar{X} \), and the right hand side is its blow-up \( \bar{T}^* \bar{X} ; o_{\partial_+ \bar{X}} \) at the scattering zero section at the boundary \( \partial_+ \bar{X} \). Also shown is the scattering characteristic set \( \Sigma_{sc}(\sigma) \) at \( \partial_+ \bar{X} \) of \( \bar{c}(\sigma) \) for \( \sigma > 0 \). The interior of the front face of the blow-up, shown by curved arcs, can be identified with \( \hat{b}T^*_{\partial_+ \bar{X}} \bar{X} \).

On the other hand, from an analytically better behaved, but geometrically equivalent perspective, one takes \( \hat{b}T^* \bar{X} \) and blows up its corner \( \hat{b}S^*_{\partial_+ \bar{X}} \bar{X} \), i.e. the fiber infinity at \( \partial_+ \bar{X} \), see Figure 5.5. These two spaces \( \bar{T}^* \bar{X} ; o_{\partial_+ \bar{X}} \) and \( \hat{b}T^* \bar{X} ; \hat{b}S^*_{\partial_+ \bar{X}} \bar{X} \) are naturally the same, see [112, Lemma 5.1].

\[
\begin{array}{c|c|c}
\hat{b}T^* \partial_+ \bar{X} \bar{X} & \hat{b}T^* \partial_+ \bar{X} \bar{X} & \hat{b}T^* \partial_+ \bar{X} \bar{X} \\
\hline
\hat{b}S^* \bar{X} & \hat{b}S^* \bar{X} & \hat{b}S^* \bar{X} \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c}
\hat{b}T^* \partial_+ \bar{X} \bar{X} & \hat{b}T^* \partial_+ \bar{X} \bar{X} & \hat{b}T^* \partial_+ \bar{X} \bar{X} \\
\hline
\hat{b}S^* \bar{X} & \hat{b}S^* \bar{X} & \hat{b}S^* \bar{X} \\
\hline
\end{array}
\]

\( \sigma > 0 \)

Figure 5.5: The left hand side is the fiber-compactification \( \hat{b}T^* \bar{X} \) of the b-cotangent bundle \( \hat{b}T^* \bar{X} \), and the right hand side is its blow-up \( \hat{b}T^* \bar{X} ; \hat{b}S^*_{\partial_+ \bar{X}} \bar{X} \) at the fiber infinity at the boundary \( \partial_+ \bar{X} \). The interior of the front face of the blow-up, shown by curved arcs, can be identified with \( \hat{b}T^* \bar{X} ; o_{\partial_+ \bar{X}} \).

In order to actually do analysis, one needs to introduce the pseudodifferential operator space \( \Psi_{sc,b}^{s,r,l}(\bar{X}) \). The three orders of \( \Psi_{sc,b}^{s,r,l}(\bar{X}) \) are the sc-differential order \( s \), the sc-decay order \( r \) and b-decay order \( l \). The operators \( \Psi_{sc,b}^{s,r,l}(\bar{X}) \) arise from the quantization of the symbols in the following
where \( \rho_\infty \), \( \rho_\text{sc} \), \( \rho_b \) correspond to the boundary defining functions of the three boundary hypersurfaces of \([\bar{\nu}T^*\tilde{X}; bS^*_{\partial_+}\tilde{X}]\) (or equivalently \([\bar{\nu}T^*\tilde{X}; o_{\partial_+}\tilde{X}]\): the lift of b-fiber infinity (or equivalently the lift of \(sc\)-fiber infinity), the new front face of \([\bar{\nu}T^*\tilde{X}; bS^*_{\partial_+}\tilde{X}]\) (or the lift of \(sc\) \(T^*\tilde{X}\) in \([\bar{\nu}T^*\tilde{X}; o_{\partial_+}\tilde{X}]\)), and the lift of \(\partial_+\tilde{X}\) in \([\bar{\nu}T^*\tilde{X}; bS^*_{\partial_+}\tilde{X}]\) (or the new front face of \([\bar{\nu}T^*\tilde{X}; o_{\partial_+}\tilde{X}]\)), respectively. Here, the symbol spaces \(\mathcal{S}^{0,0}(\bar{\nu}T^*\tilde{X})\) (resp. \(\mathcal{S}^{0,0,0}(\bar{\nu}T^*\tilde{X}, bS^*_{\partial_+}\tilde{X}))\) consist of \(L^\infty(\bar{\nu}T^*\tilde{X})\) (resp. \(L^\infty(\bar{\nu}T^*\tilde{X}, bS^*_{\partial_+}\tilde{X}))\) functions which are smooth away from the boundary hypersurfaces \(bS^*\tilde{X}\cup\bar{\nu}T^*\tilde{X}\) (resp. \(bS^*\tilde{X}\cup\bar{\nu}T^*\tilde{X}\cup_{\partial\nu}\)), and they remain so under iterated applications of \(C^\infty\) \(b\)-vector fields on \(\bar{\nu}T^*\tilde{X}\) (resp. \(\bar{\nu}T^*\tilde{X}; bS^*\tilde{X})\), namely, vector fields tangent to the aforementioned boundary hypersurfaces. In particular, we have

\[
\Psi_{\text{sc,b}}^{s,s+l}(\tilde{X}) = \Psi_b^{s+l}(\tilde{X}).
\]

We refer the reader to [112, \S 5] for a more detailed description of the operators \(\Psi_{\text{sc,b}}^{s,r,l}(\tilde{X})\) and the symbols \(S^{s,r,l}(\tilde{X})\).

Correspondingly, one can define the second microlocal Sobolev space \(H_{\text{sc,b}}^{s,r,l}\) as follows. Fix an elliptic operator \(A \in \Psi_{\text{sc,b}}^{s,r,l}(\tilde{X})\), let

\[
H_{\text{sc,b}}^{s,r,l}(\tilde{X}) = \{ u \in C^{-\infty}(\tilde{X}) \mid Au \in L^2 \}.
\]

Therefore, we have

\[
H_{\text{sc,b}}^{s,s+l}(\tilde{X}) = H_b^{s+l}(\tilde{X}).
\]

### 5.2 Uniform Fredholm estimates

In this section, we prove the uniform Fredholm estimates first for operators \(\tilde{D}_b(\sigma)\) acting on scalar functions, then for \(\tilde{P}_{b,\gamma}(\sigma), \tilde{W}_{b,\gamma}(\sigma)\) acting on scattering 1-forms and the linearized gauge-fixed Einstein-Maxwell operator \(\tilde{L}_{b,\gamma}(\sigma)\), as well as their formal adjoints for \(\sigma \in \mathbb{C}, |\sigma| \leq C\). To this end, we combine the global dynamics of of the Hamiltonian flow of the principal symbol \(p_\sigma\) established...
in 5.1.4 with the elliptic estimate, propagation of singularities estimate, the radial point estimate at event horizon, the scattering radial point estimate at spatial infinity $\partial_+ \bar{X}$ and hyperbolic estimate.

### 5.2.1 Uniform Fredholm estimates for scalar wave operators

We first prove uniform Fredholm estimates for the operator $\Box_b(\sigma)$ acting on scalar functions, as well as its formal adjoint with respect to volume density $L^2(\bar{X}; \sqrt{\det |g_b|} drd\theta d\phi)$ for $\sigma \in \mathbb{C}, |\sigma| \leq C$.

![Figure 5.6: A phase space picture of the proof of the estimate (5.2.9), on the left, and (5.2.10), on the right. The coordinates and notations $L_\pm, R(0), R(\sigma)$ are the same as in Figure 5.3. For (5.2.9), we use hyperbolic estimates to control $u$ via $\chi u$; $\chi$ is controlled (modulo elliptic estimates) by $B_\pm, B_0, B_\sigma$; $B_0$ is controlled by $E_0$ using low b-decay radial point estimates and $E_0$ is again controlled by $B_\sigma$; finally $B_\pm, B_\sigma$ are controlled using high regularity radial points estimates at $L_\pm$ and high sc-decay radial point estimates at $R(\sigma)$. For (5.2.10), we use hyperbolic estimates to bound $(1 - \chi)u$; $\chi$ is controlled (modulo elliptic estimates) by $B'_\pm, B'_0, B'_\sigma$; $B'_0$ is controlled by $E'_0$ using low regularity radial point estimates and $E'_0$ is controlled by $1 - \chi$; $B'_\sigma$ is controlled by $E'_\sigma$ using low sc-decay radial points estimates and $E'_\sigma$ is controlled by $B'_0$; finally $B'_0$ is controlled using high b-decay radial points estimates at $R(0)$.

| Theorem 5.2.1. | Let $b_0 = (m_0, a_0, Q_0)$ with $|Q_0| + |a_0| < m_0$. Then there exists $\epsilon > 0$ such that for $b = (m, a, Q)$ with $|b - b_0| < \epsilon$ and for $s > s_0 > \frac{1}{2}, \ell - 1 \leq \ell_0 < \ell < -\frac{1}{2}$ with $s + \ell > s_0 + \ell_0 > -\frac{1}{2}$ and $\ell \neq -\frac{3}{2}$, the following holds.

1. For any fixed $C_1 > 0$, there exist $C > 0$ independent of $b$, such that for $\sigma \in \mathbb{C}, \text{Im} \sigma \geq 0, C_1^{-1} \leq$ |
We first prove the statement (1). We claim that it suffices to prove the following estimates
\[ \|u\|_{\dot{H}^{s,\ell}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+1}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right), \tag{5.2.1} \]
\[ \|u\|_{\dot{H}^{s-1,\ell-1}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+1}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right); \tag{5.2.2} \]
\[ \|u\|_{\dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right), \tag{5.2.3} \]
\[ \|u\|_{\dot{H}^{s-1,\ell-2}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+1}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right) \tag{5.2.4} \]
where \( C \) only depends on \( b_0, s, s_0, \ell, \delta, C_1 \). Therefore, the operators
\[ \Box_{g_b}(\sigma) : \{ u \in \dot{H}^{s,\ell}_{b,c}(\mathcal{X}) \} \rightarrow \dot{H}^{s+1,\ell+1}_{b,c}(\mathcal{X}) \tag{5.2.5} \]
\[ \Box_{g_b}(\sigma) : \{ u \in \dot{H}^{s,\ell}_{b,c}(\mathcal{X}) \} \rightarrow \dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X}) \tag{5.2.6} \]
are Fredholm for \( \Im \sigma \geq 0, \sigma \neq 0 \).

2. Let \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \). For any fixed \( C_1 > 0 \), there exist \( C > 0 \) independent of \( b \), such that for \( \sigma \in \mathbb{C}, \Im \sigma \geq 0, |\sigma| \leq C_1 \), we have
\[ \|u\|_{\dot{H}^{s,\ell}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right), \tag{5.2.7} \]
where \( C \) only depends on \( b_0, s, s_0, \ell, \delta, C_1 \). Therefore, the operator
\[ \Box_{g_b}(0) : \{ u \in \dot{H}^{s,\ell}_{b,c}(\mathcal{X}) \} \rightarrow \dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X}) \tag{5.2.8} \]
is Fredholm.

**Proof.** We first prove the statement (1). We claim that it suffices to prove the following estimates
for \( s > s_0 > \frac{1}{2}, r > r_0 > -\frac{1}{2}, \ell < -\frac{1}{2}, \ell \neq -\frac{3}{2} \)
\[ \|u\|_{\dot{H}^{s,\ell}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+1}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right), \tag{5.2.9} \]
and
\[ \|u\|_{\dot{H}^{s-1,\ell-1}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+1}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right) \tag{5.2.10} \]
Letting \( r = s + \ell < -\frac{1}{2} \) and \( r_0 = s_0 + \ell_0 > -\frac{1}{2} \), we have
\[ \|u\|_{\dot{H}^{s,\ell}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+1}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right) \]
and
\[ \|u\|_{\dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X})} \leq C \left( \|\Box_{g_b}(\sigma)u\|_{\dot{H}^{s-1,\ell+2}_{b,c}(\mathcal{X})} + \|u\|_{\dot{H}^{r_0,\ell_0}_{b,c}(\mathcal{X})} \right) \]
discuss the case we obtain (5.2.1), (5.2.2), (5.2.3) and (5.2.4). Now we will show (5.2.9) and (5.2.10). Here we only
Then using the facts $H^{s,s+\ell}_{sc,b} = H^{s}_b, H^{s,s+\ell}_{sc,b} = H^{s}_b$,
and
$$H^{s,s+\ell+1,\ell+1}_{sc,b} \subset H^{s-1,s+\ell+1,\ell+1}_{sc,b}, \quad H^{s-1,s+\ell+1,\ell+2}_{b} = H^{s-1,s+\ell+1,\ell+1}_{sc,b}$$
and
$$H^{s-1,s+\ell-1-1}_{sc,b} = H^{s-1,s+\ell-1-1}_{sc,b} \supset H^{s+1,s+\ell-1-1}_{sc,b},$$
we obtain (5.2.1), (5.2.2), (5.2.3) and (5.2.4). Now we will show (5.2.9) and (5.2.10). Here we only
discuss the case $\Re \sigma > 0$ (see Figure 5.6 for a phase space illustration of the proof of estimates
(5.2.9) and (5.2.10)), as the case $\Re \sigma \leq 0$ can be handled in a similar manner.

- **Proof of the estimate (5.2.9).** For $s > s_0 > \frac{1}{2} \geq \frac{1}{2} - \Im (\sigma)(\ell s + a^2) (as calculated (5.1.8)), using
the high regularity radial point estimate (see [109, Proposition 2.3], [110, Proposition 5.27]),
there exist $B_\pm, G_\pm, S_\pm \in \Psi^0(\mathcal{X})$ microlocally supported near $L_\pm$ with $L_\pm \subset \text{ell}(B_\pm), L_\pm \subset \text{ell}(S_\pm)$ and satisfying that all the forward (backward) null characteristics from $\text{WF}(B_\pm)$ tend
to $L_\pm$, while remaining in the elliptic set of $G_\pm$, such that

$$\|B_\pm u\|_{H^{r,\ell}_{sc,b}(\mathcal{X})} \leq C\|G_\pm \square_{g_\pm}(\sigma)u\|_{H^{s,\ell}_{sc,b}(\mathcal{X})} + C\|S_\pm u\|_{H^{r,\ell}_{sc,b}(\mathcal{X})} \tag{5.2.11}$$

where $r_0 < r, \ell_0 < \ell$ and the sc-decay order $r$ and b-decay order $\ell$ are actually irrelevant here.

For $r > r_0 > -\frac{1}{2}$ (as calculated in (5.1.14)), using the high sc-decay radial point estimates
at the non-zero scattering section $R(\sigma)$ (see [111, §4]. The proof follows from a positive
commutator estimate

$$i(\square_{g_\pm}(\sigma)^* A - A \square_{g_\pm}(\sigma)) = \Im \square_{g_\pm}(\sigma)A + A \Im \square_{g_\pm}(\sigma) + i[\Re \square_{g_\pm}(\sigma), A]$$

where

$$\Re \square_{g_\pm}(\sigma) = \frac{\square_{g_\pm}(\sigma) + \square_{g_\pm}(\sigma)^*}{2}, \quad \Im \square_{g_\pm}(\sigma) = \frac{\square_{g_\pm}(\sigma) - \square_{g_\pm}(\sigma)^*}{2i}.$$
Let \( A \in \Psi_{sc,b}^{2s-1,2r+1,2l+1}(\bar{X}) \) with principal symbol
\[
a = \chi_0(\zeta^2 + \frac{1}{\sin^2 \theta} \zeta^2) \chi_1((\zeta_\rho - 2\Re z)^2) \rho^{-2r+1}(\zeta^2 + \frac{1}{\sin^2 \theta} \zeta^2 + \zeta^2)^{s-\frac{1}{2}}
\]
where \( \chi_0, \chi_1 \) are identically 0 near 0 and have compact support sufficiently close to 0, and \( \chi_1 \) has relatively large support such that \( \text{supp} \chi_0 \cap \text{supp} \chi_1 \) is disjoint from the characteristic set of \( \Re P_{b}(z) \). Then using Lemma 4.1 and the calculation before Lemma 4.8 in [111], it follows that
\[
(\text{Im} \ell_{g_0}(\sigma) A + A \text{Im} \ell_{g_0}(\sigma) + i [\Re \ell_{g_0}(\sigma), A]) \in \Psi_{sc,b}^{2s,2r,2l}(\bar{X}) \text{ whose principal symbol is positive definite elliptic near } R(\sigma) \text{ if } r > -\frac{1}{2}.
\]
This, together with a regularization argument, proves high sc-decay radial point estimates at \( R(\sigma) \), there exist \( B_\sigma, G_\sigma, S_\sigma \in \Psi_{sc,b}^{0,0}(\bar{X}) \) microlocally supported near \( R(\sigma) \) with \( R(\sigma) \subset \ell_{sc}(B_\sigma), R(\sigma) \subset \ell_{sc}(S_\sigma) \) and satisfying that all the forward null characteristics from \( \text{WF}_{sc}(B_\sigma) \) tend to \( R(\sigma) \), while remaining in the scattering elliptic set of \( G_\sigma \), such that
\[
\| B_\sigma u \|_{H_{sc,b}^{s,r,\ell}(\bar{X})} \leq C \| G_\sigma \ell_{g_0}(\sigma) u \|_{H_{sc,b}^{s-1,r+1,\ell+1}(\bar{X})} + C \| S_\sigma u \|_{H_{sc,b}^{s,r,\ell}(\bar{X})} \tag{5.2.12}
\]
where \( s_0 < s, \ell_0 < \ell \) and the differential order \( s \) and b-decay order \( \ell \) are actually irrelevant here.

For \( \ell < -\frac{1}{2} \) (as calculated in (5.1.14)), using the low b-decay radial point estimates at the zero scattering section \( R(0) \) (see [111, §4]), there exist \( B_0, G_0 \in \Psi_{sc,b}^{0,0}(\bar{X}) \) microlocally supported near \( R(0) \) (in fact near the blown up \( R(0) \) in the second microlocalized space introduced in §5.1.5) with \( R(0) \subset \ell_{sc,b}(B_0) \) and \( E_0 \in \Psi_{sc,b}^{0,0}(\bar{X}), \text{WF}_{sc,b}(E_0) \cap R(0) = \emptyset, \) satisfying that all the forward null characteristics from \( \text{WF}_{sc,b}(B_0) \setminus R(0) \) enter \( \ell_{sc,b}(E_0) \), while remaining in the second microlocalized scattering elliptic set of \( G_0 \), such that for any sufficiently large \( N > 0 \)
\[
\| B_0 u \|_{H_{sc,b}^{s,r,\ell}(\bar{X})} \leq C h^{-1} \| G_0 \ell_{g_0}(\sigma) u \|_{H_{sc,b}^{s-1,r+1,\ell+1}(\bar{X})} + C \| E_0 u \|_{H_{sc,b}^{s,r,\ell}(\bar{X})} + C \| u \|_{\bar{H}_{sc,b}^{-N,-N,\ell}(\bar{X})} \tag{5.2.13}
\]
where the differential order \( s \) is actually irrelevant here.

Let \( r_- < r_0 < r_b \) and \( \chi \in C_c^\infty(\bar{X}) \) with \( \chi = 1 \) near \( r \geq r_b \) and \( \text{supp} \chi \subset \{r \geq r_0\} \).

By part (1) in Proposition 5.1.4, propagation of singularities estimates and elliptic esti-
mates (Concretely, if \((r, \theta, \varphi, \xi)\) or \((\rho, \theta, \varphi, \xi)\) \(\in \WF(\chi) \cap (\Sigma \cup \Sigma_{sc})^c\), we use elliptic estimates. If \((r, \theta, \varphi, \xi)\) or \((\rho, \theta, \varphi, \xi)\) \(\in \WF(\chi) \cap (\Sigma \cup \Sigma_{sc})\), then there exists \(s \in \mathbb{R}\) with \(\exp(s^2 H_{p_b, z}^{2, 0}) (\rho, \theta, \varphi, \xi) \in \ell_{h}(B_x) \cup \ell_{h}(B_1) \cup \ell_{h}(B_0) \cup \ell_{h}(B_z)\), and thus we use propagation of singularities estimates. We point out that in the set \(\{\Re p_{sc}(\sigma) = 0\} \cap \partial_+ \hat{X}\), the scattering symbol has a nonnegative imaginary part, so one can propagate estimates towards \(R(0)\). Finally, by using a pseudodifferential partition of unity, \(\chi\) can be written as a sum of operators falling into the above two cases), we have

\[
\|\chi u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} \leq C \|\Box g_b(\sigma) u\|_{\dot{H}_{sc,b}^{r-1, r+1, \ell+1}(\hat{X})} + C \|B_{r} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} + C \|B_{-} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})}
+ C \|B_{0} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} + C \|\mathcal{B}_{\sigma} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} + C \|u\|_{\dot{H}_{sc,b}^{-N, -N, \ell}(\hat{X})}.
\] (5.2.14)

By the same reasoning as above in the control of \(\chi u\), it follows that

\[
\|E_{0} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} \leq C \|\Box g_b(\sigma) u\|_{\dot{H}_{sc,b}^{r-1, r+1, \ell+1}(\hat{X})} + C \|B_{r} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} + C \|\mathcal{B}_{\sigma} u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} + C \|u\|_{\dot{H}_{sc,b}^{-N, -N, \ell}(\hat{X})}.
\] (5.2.15)

Putting all the above estimates together yields for \(s > s_0 > \frac{1}{2}, r > r_0 > -\frac{1}{2}, \ell < -\frac{1}{2}\) and for any sufficiently large \(N > 0\)

\[
\|\chi u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} \leq C \|\Box g_b(\sigma) u\|_{\dot{H}_{sc,b}^{r-1, r+1, \ell+1}(\hat{X})} + C \|u\|_{\dot{H}_{sc,b}^{r_0, -N}(\hat{X})} + C \|\mathcal{B}_{\sigma} u\|_{\dot{H}_{sc,b}^{-N, -N, \ell}(\hat{X})}.
\] (5.2.16)

Since

\[
p = -\rho_b^{-2} \left( \Delta_b(\xi_x + \frac{a\xi_r}{\Delta_b})^2 - \frac{a^2 \xi_r^2}{\Delta_b} + \hat{p} \right)
\]

where

\[
\hat{p} = \xi_r^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2
\]

is hyperbolic with respect to \(r\) in the region \(\{r_- \leq r < r_b\}\) (see [40, definition E.55]), using the hyperbolic estimates (see [40, Theorem E.56]), we have for all \(s, r, \ell \in \mathbb{R}\)

\[
\|\chi u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} \leq C \|\Box g_b(\sigma) u\|_{\dot{H}_{sc,b}^{r-1, r+1, \ell+1}(\hat{X})} + \|\chi u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})}
\] (5.2.17)

where the \(sc\)-decay order \(r\) and \(b\)-decay order \(\ell\) are actually relevant here. Combining (5.2.16) with (5.2.17) yields for \(s > s_0 > \frac{1}{2}, r > r_0 > -\frac{1}{2}, \ell < -\frac{1}{2}\) and for any sufficiently large \(N > 0\)

\[
\|u\|_{\dot{H}_{sc,b}^{r, r, \ell}(\hat{X})} \leq C \|\Box g_b(\sigma) u\|_{\dot{H}_{sc,b}^{r-1, r+1, \ell+1}(\hat{X})} + C \|u\|_{\dot{H}_{sc,b}^{r_0, -N}(\hat{X})} + C \|u\|_{\dot{H}_{sc,b}^{-N, -N, \ell}(\hat{X})}.
\] (5.2.18)
Since near $\partial_{+} \mathcal{X}$

$$\Box_{g_{b}}(\sigma) - N(\Box_{g_{b}}(\sigma)) \in \rho^{2} \text{Diff}^{\omega}_{\rho}(\mathcal{X}), \quad N(\Box_{g_{b}}(\sigma)) = -2i\sigma \rho(\rho \partial_{\rho} - 1),$$

it follows that from [111, Lemma 4.13 and Proposition 4.16] that for $\ell < -\frac{1}{2}$

$$\|u\|_{H^{s,r,-\ell,-\ell+1}_{\text{sc},b}(\mathcal{X})} \leq \|u\|_{H^{s,-\ell,-\ell+1}_{\text{sc},b}(\mathcal{X})} = \|u\|_{H^{s,-\ell,-\ell+1}_{b}(\mathcal{X})} \leq C\|\Box_{g_{b}}(\sigma)u\|_{H^{s,-\ell+1}_{b}(\mathcal{X})}$$

$$\leq C\|\Box_{g_{b}}(\sigma)u\|_{H^{s,-\ell+1}_{b}(\mathcal{X})} + C\|u\|_{H^{s,-\ell+2,-\ell+1}_{b}(\mathcal{X})}$$

$$= C\|\Box_{g_{b}}(\sigma)u\|_{H^{s,-\ell,-\ell+1}_{b}(\mathcal{X})} + C\|u\|_{H^{s,-\ell+2,-\ell+1}_{b}(\mathcal{X})},$$

and thus for $s > s_{0} > \frac{1}{2}, r > r_{0} > -\frac{1}{2}, \ell < -\frac{1}{2}$

$$\|u\|_{H^{s,r,-\ell}_{\text{sc},b}(\mathcal{X})} \leq C\|\Box_{g_{b}}(\sigma)u\|_{H^{s,-\ell+1}_{\text{sc},b}(\mathcal{X})} + C\|u\|_{H^{s,r+1,-\ell}_{\text{sc},b}(\mathcal{X})}. \quad (5.2.19)$$

This finishes the proof of (5.2.9).

- Proof of the estimate (5.2.10). For $s > \frac{1}{2} \geq \frac{1}{2} - \text{Im}(\sigma) \frac{r^{2} + a^{2}}{r^{2} - m}$ we have $1 - s \leq \frac{1}{2} - \text{Im}(\sigma) \frac{r^{2} + a^{2}}{r^{2} - m}$.

Then using the low regularity radial point estimates (see [109, Proposition 2.4], [110, Proposition 5.27]), there exist $B'_{\pm}, G'_{\pm} \in \Psi^{0}(\mathcal{X})$ microlocally supported near $L_{\pm}$ with $L_{\pm} \subset \text{ell}(B'_{\pm})$ and $E'_{\pm} \in \Psi^{0}(\mathcal{X}), \text{WF}(E'_{\pm}) \cap L_{\pm} = \emptyset$, and satisfying that all the backward (forward) null characteristics from $	ext{WF}(B'_{\pm}) \setminus L_{\pm}$ reach $\text{ell}(E'_{\pm})$, while remaining in the elliptic set of $G'_{\pm}$, such that for any $N \in \mathbb{R}$

$$\|B'_{\pm}u\|_{H^{s,r,-\ell+1}_{\text{sc},b}(\mathcal{X})}$$

$$\leq C\|G'_{\pm} \Box_{g_{b}}(\sigma)u\|_{H^{s,-\ell+1}_{\text{sc},b}(\mathcal{X})} + C\|E'_{\pm}u\|_{H^{s,-\ell+1}_{\text{sc},b}(\mathcal{X})} + C\|u\|_{H^{s,-\ell+1}_{\text{sc},b}(\mathcal{X})} \quad (5.2.20)$$

where the sc-decay order $r$ and b-decay order $\ell$ are actually irrelevant here.

For $r > -\frac{1}{2}$, we have $-r - 1 < -\frac{1}{2}$. Then using the low sc-decay radial point estimates at the non-zero scattering section $R(\sigma)$ (see [111, §4] and the above discussion about the proof of high sc-decay radial point estimates at $R(\sigma)$. We note that the only difference is that now the term involving $\chi'_{0}$ does not have the correct sign and needs to be treated as an error term $E'_{\sigma}u$),

there exist $B'_{\sigma}, G'_{\sigma} \in \Psi^{0}_{\text{sc}}(\mathcal{X})$ microlocally supported near $R(\sigma)$ with $R(\sigma) \subset \text{ell}_{b}(B'_{\sigma})$ and $E'_{\sigma} \in \Psi^{0}_{\text{sc}}(\mathcal{X}), \text{WF}_{\text{sc}}(E'_{\sigma}) \cap R(\sigma) = \emptyset$, and satisfying that all the backward null characteristics
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from \(WF_{sc}(B'_0) \setminus R(\sigma)\) reach \(ell_{sc,h}(E'_\sigma)\), while remaining in the scattering elliptic set of \(G'_\sigma\), such that

\[
\|B'_\sigma u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} \leq C\|G'_0 \tilde{\Delta}_{gh}(\sigma)^* u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|E'_\sigma u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|u\|_{H^{-N,-N,-\ell-1}(\tilde{X})}
\]

(5.2.21)

where the differential order \(s\) and \(b\)-decay order \(\ell\) are actually irrelevant here.

For \(\ell < -\frac{1}{2}\), we have \(-\ell - 1 > -\frac{1}{2}\). Then using the high \(b\)-decay radial point estimates at the zero scattering section \(R(0)\) (see [111, §4]), there exist \(B'_0, G'_0 \in \Psi^{0,0,0}(\tilde{X})\) microlocally supported near \(R(0)\) (in fact near the blown up \(R(0)\) in the second microlocalized space introduced in §5.1.5) with \(R(0) \subset ell_{sc,b}(B'_0)\), and satisfying all the backward null characteristics from \(WF_{sc,b}(B'_0)\) tend to \(R(0)\), while remaining in the second microlocalized scattering elliptic set of \(G'_0\), such that for any \(N \in \mathbb{R}\)

\[
\|B'_0 u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} \leq C\|G'_0 \tilde{\Delta}_{gh}(\sigma)^* u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|u\|_{H^{-N,-N,-\ell-1}(\tilde{X})}
\]

(5.2.22)

where the differential order \(s\) is actually irrelevant here.

By the same reasoning as in the proof of the estimate (5.2.9), we have

\[
\|\chi u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} \leq C\|\tilde{\Delta}_{gh}(\sigma)^* u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|B^\pm u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|B'_0 u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|u\|_{H^{-N,-N,-\ell-1}(\tilde{X})}
\]

(5.2.23)

and

\[
\|E'_\pm u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + \|E'_\sigma u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} \leq C\|\tilde{\Delta}_{gh}(\sigma)^* u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|(1 - \chi) u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})}
\]

(5.2.24)

Putting all the above estimates together yields for \(s > \frac{1}{2}, r > -\frac{1}{2}, \ell < -\frac{1}{2}\)

\[
\|\chi u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} \leq C\|\tilde{\Delta}_{gh}(\sigma)^* u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})} + C\|(1 - \chi) u\|_{H^{1-s,-r-1,-\ell-1}(\tilde{X})}
\]

(5.2.25)
Again using the semiclassical hyperbolic estimates (see \cite[Theorem E.56]{40}), we have for all \( s, r, \ell \in \mathbb{R} \)

\[
\| (1 - \chi)u \|_{H^{1-s,-r-1,-\ell-1}_{sc,b} (\tilde{X})} \leq C \| \widehat{\square_{gb}} (\sigma) u \|_{H^{1-s,-r-1}_{sc,b} (\tilde{X})}, \tag{5.2.26}
\]

where the sc-decay order \( r \) and b-decay order \( \ell \) are actually relevant here. Combining (5.2.25) with (5.2.26) yields for \( s > \frac{1}{2}, r > -\frac{1}{2}, \ell < -\frac{1}{2} \)

\[
\| u \|_{H^{1-s,-r-1,-\ell-1}_{sc,b} (\tilde{X})} \leq C \| \widehat{\square_{gb}} (\sigma) u \|_{H^{1-s,-r-1}_{sc,b} (\tilde{X})} + C \| u \|_{H^{1-s,-r-1}_{sc,b} (\tilde{X})}.	ag{5.2.27}
\]

By the same argument as in the proof of the estimate (5.2.9), we have for \( s > \frac{1}{2}, r > -\frac{1}{2}, \ell < -\frac{1}{2} \)

\[
\| u \|_{H^{1-s,-r-1,-\ell-1}_{sc,b} (\tilde{X})} \leq C \| \widehat{\square_{gb}} (\sigma) u \|_{H^{1-s,-r-1}_{sc,b} (\tilde{X})} + C \| u \|_{H^{1-s,-r-1}_{sc,b} (\tilde{X})}.	ag{5.2.28}
\]

This proves the estimate (5.2.10).

- Fredholm property of \( \widehat{\square_{gb}} (\sigma) \) for \( \text{Im} \sigma \geq 0, \sigma \neq 0 \). We only discuss the proof of (5.2.5) in detail as (5.2.6) can be handled in a completely analogous manner. We define the space

\[
\mathcal{X}(\sigma) := \{ u \in \hat{H}^{s,\ell}_{b} (\tilde{X}) \mid \widehat{\square_{gb}} (\sigma) u \in \hat{H}^{s,\ell+1}_{b} (\tilde{X}) \}.
\]

We note that \( \mathcal{X}(\sigma) \) is a Hilbert space endowed with the norm \( \| u \|_{\mathcal{X}(\sigma)} := \| u \|_{\hat{H}^{s,\ell} + \| \widehat{\square_{gb}} (\sigma) u \|_{\hat{H}^{s,\ell+1}}. \)

Let \( \{ u_j \} \) is a bounded sequence in \( \ker \widehat{\square_{gb}} (\sigma) \subset \mathcal{X}(\sigma) \). Since \( \hat{H}^{s,\ell}_{b} \to \hat{H}^{s,\ell+1}_{b} \) is a compact embedding, by passing to a subsequence we may assume that \( u_j \) converges in \( \hat{H}^{s,\ell+1}_{b} \). By (5.2.1), we see that \( u_j \) is a Cauchy sequence in \( \hat{H}^{s,\ell}_{b} \). This implies that \( \ker \widehat{\square_{gb}} (\sigma) \) is finite dimensional. We then show that \( \text{ran} \mathcal{X}(\sigma) \cap \widehat{\square_{gb}} (\sigma) \) is closed in \( \hat{H}^{s,\ell+1}_{b} \). Let \( \{ f_j \} \subset \text{ran} \mathcal{X}(\sigma) \) be a convergent sequence with \( f_j \to f_{\infty} \in \hat{H}^{s,\ell+1}_{b} \). We may write \( f_j = \widehat{\square_{gb}} (\sigma) u_j \) where \( u_j \in \mathcal{X}(\sigma) \) is in the orthogonal complement of \( \ker \widehat{\square_{gb}} (\sigma) \). We claim that \( \{ u_j \} \) is bounded in \( \mathcal{X}(\sigma) \). (Otherwise, suppose that \( \{ u_j \} \) is unbounded in \( \mathcal{X}(\sigma) \). Passing to a subsequence, we may assume that \( \| u_j \|_{\mathcal{X}(\sigma)} \to \infty \). Let \( \tilde{u}_j = u_j / \| u_j \|_{\mathcal{X}(\sigma)} \) and \( \tilde{f}_j = \widehat{\square_{gb}} (\sigma) \tilde{u}_j = f_j / \| u_j \|_{\mathcal{X}(\sigma)}. \)

Then \( \| \tilde{u}_j \|_{\mathcal{X}(\sigma)} = 1 \) and \( \| \tilde{f}_j \|_{\hat{H}^{s,\ell+1}_{b}} \to 0 \). By the argument as above, passing to a subsequence, we have that \( \tilde{u}_j \to \tilde{u}_{\infty} \in \mathcal{X}(\sigma) \) and thus \( \widehat{\square_{gb}} (\sigma) \tilde{u}_{\infty} = 0 \). On the other hand, since \( \tilde{u}_{\infty} \) is in the orthogonal complement of \( \ker \widehat{\square_{gb}} (\sigma) \), we have \( \widehat{\square_{gb}} (\sigma) \tilde{u}_{\infty} \neq 0; \) this gives a contradiction.)
Then argue as above, by passing to a subsequence we may assume that \( u_j \to u_\infty \in \mathcal{X}(\sigma) \).

It follows that \( \overline{\mathbb{y}}(\sigma)u_j \to \overline{\mathbb{y}}(\sigma)u_\infty \in H^{s,\ell+1}_b \) and thus \( \overline{\mathbb{y}}(\sigma)u_\infty = f_\infty \). This proves that \( f_\infty \in \text{ran}_{\mathcal{X}(\sigma)} \overline{\mathbb{y}}(\sigma) \) and thus \( \text{ran}_{\mathcal{X}(\sigma)} \overline{\mathbb{y}}(\sigma) \) is closed. Finally, it remains to show that \( \text{ran}_{\mathcal{X}(\sigma)} \overline{\mathbb{y}}(\sigma) \) has finite codimension. Proceeding as in the proof of the finite dimension property of \( \ker \overline{\mathbb{y}}(\sigma) \) and using (5.2.2), we obtain that \( \ker \overline{\mathbb{y}}(\sigma)^* \subset H^{-s,-\ell-1}_b \) is also finite dimensional. Let \( f \in H^{s,\ell+1}_b \) be such that \( \langle f, v \rangle = 0 \) for all \( v \in \ker \overline{\mathbb{y}}(\sigma)^* \). We claim that there exists \( u \in H^{s,\ell}_b \) such that \( \overline{\mathbb{y}}(\sigma)u = f \). (This implies that \( \text{ran}_{\mathcal{X}(\sigma)} \overline{\mathbb{y}}(\sigma) \) has finite codimension.) We define

\[
\mathcal{Y}(\sigma) := \{ v \in H^{-s,-\ell-1}_b(X) \mid \overline{\mathbb{y}}(\sigma)^*v \in H^{-s,-\ell}_b(X) \}.
\]

Let \( V \) be a complementary space of \( \ker \overline{\mathbb{y}}(\sigma)^* \) in \( H^{-s,-\ell-1}_b \). Then there exists a constant \( C_2 \) such that

\[
\| v \|_{H^{-s,-\ell-1}_b} \leq C_2 \| \overline{\mathbb{y}}(\sigma)^*v \|_{H^{-s,-\ell}_b}, \quad v \in \mathcal{Y}(\sigma) \cap V.
\]

If this were not true, we could find a sequence \( v_j \subset \mathcal{Y}(\sigma) \cap V \) such that

\[
\| v_j \|_{H^{-s,-\ell-1}_b} = 1, \quad \| v_j \|_{H^{-s,-\ell-1}_b} \geq j \| \overline{\mathbb{y}}(\sigma)v_j \|_{H^{-s,-\ell}_b}.
\]

By (5.2.2) and the compact embedding \( H^{-s,-\ell-1}_b \to H^{-N,-\ell-3}_b \), passing to a subsequence we have \( v_j \to v_\infty \) with \( \| v_\infty \|_{H^{-s,-\ell-1}_b} = 1 \) and \( v_\infty \in V \cap \ker \overline{\mathbb{y}}(\sigma)^* \); this gives a contradiction. If \( f \in H^{s,\ell+1}_b \) satisfies \( \langle f, v \rangle = 0 \) for all \( v \in \ker \overline{\mathbb{y}}(\sigma)^* \), we have

\[
|\langle f, v \rangle| \leq C_2 \| f \|_{H^{s,\ell+1}_b} \| \overline{\mathbb{y}}(\sigma)^*v \|_{H^{-s,-\ell}_b}, \quad v \in \mathcal{Y}(\sigma) \cap V.
\]

Since any \( v \in \mathcal{Y}(\sigma) \) can be written as \( v = v_1 + v_2 \) with \( v_1 \in \ker \overline{\mathbb{y}}(\sigma)^* \), \( v_2 \in \mathcal{Y}(\sigma) \cap V \), it follows that

\[
|\langle f, v \rangle| = |\langle f, v_2 \rangle| \leq C_2 \| f \|_{H^{s,\ell+1}_b} \| \overline{\mathbb{y}}(\sigma)^*v_2 \|_{H^{-s,-\ell}_b} = C_2 \| f \|_{H^{s,\ell+1}_b} \| \overline{\mathbb{y}}(\sigma)^*v \|_{H^{-s,-\ell}_b}, \quad v \in \mathcal{Y}(\sigma).
\]

By Hahn-Banach Theorem, the anti-linear form \( \overline{\mathbb{y}}(\sigma)^*v \to \langle f, v \rangle \) with \( v \in \mathcal{Y}(\sigma) \) can be extended to a continuous anti-linear form on \( H^{-s,-\ell}_b \). Since \( (H^{-s,-\ell}_b)^* = H^{s,\ell}_b \), there exists \( u \in H^{s,\ell}_b \) such that \( \langle u, \overline{\mathbb{y}}(\sigma)^*v \rangle = \langle f, v \rangle \) for \( v \in \mathcal{Y}(\sigma) \). In particular, for \( v \in C_c^\infty(X^\circ) \)

\[
\langle \overline{\mathbb{y}}(\sigma)u, v \rangle = \langle u, \overline{\mathbb{y}}(\sigma)^*v \rangle = \langle f, v \rangle.
\]
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This proves that $\Box_{g_b}(\sigma)u = f$.

We now prove statement (2). Combining the estimates near spatial infinity $\partial_+ \bar{X}$ (see [113, Proposition 5.3]) with the radial point estimates at event horizon, propagation of singularity estimates, elliptic estimates and hyperbolic estimates as in the proof of statement (1), we obtain (5.2.7). The Fredholm property follows as in the nonzero $\sigma$ case.

\[ \Box_{g_b}(\sigma)u = f. \]

5.2.2 Uniform Fredholm estimates for tensor wave operators

Now we prove an analogy to Theorem 5.2.1 for the operators $\widehat{P}_{b,\gamma}(\sigma)$, $\widehat{W}_{b,\gamma}(\sigma)$ and $\widehat{L}_{b,\gamma}(\sigma)$ acting on bundles. We note that the formal adjoint of $P_{b,\gamma}$, $W_{b,\gamma}$, $L_{b,\gamma}$ with respect to the natural inner product induced by $g_b$ and the volume form $d\text{vol}_{g_b}$ is

\[ W_{b,\gamma}, \quad P_{b,\gamma}, \quad \left( \begin{array}{cc} G_{g_b} & 0 \\ 0 & \frac{1}{4} \end{array} \right) L_{b,\gamma}, \quad \left( \begin{array}{cc} G_{g_b} & 0 \\ 0 & \frac{1}{4} \end{array} \right), \]

respectively (see (9.0.4) and (9.0.5) for the derivation of the adjoint of $L_{b,\gamma}$).

**Theorem 5.2.2.** Let $b_o = (m_0, a_0, Q_0)$ with $|Q_0| + |a_0| < m_0$ and $|a_0| \ll |m_0| + |Q_0|$. Then there exists $\epsilon > 0$ such that for $b = (m, a, Q)$ with $|b - b_o| < \epsilon$ and for $s > s_o > 2$ (resp. $s > s_o > 3$), $\ell - 1 \leq \ell_0 < \ell < -\frac{1}{2}$ with $s + \ell > s_o + \ell_0 > -\frac{1}{2}$ and $\ell \neq -\frac{3}{2}$, the conclusions in Theorem 5.2.1 hold for $\widehat{P}_{b,\gamma}(\sigma)$ and $\widehat{W}_{b,\gamma}(\sigma)$ (resp. $\widehat{L}_{b,\gamma}(\sigma)$).

**Proof.** The proof is analogous to that of Theorem 5.2.1, except for the computation of threshold regularity in the radial point estimate at event horizon and the threshold decay rate in the radial point estimate at spatial infinity $\partial_+ \bar{X}$.

As for the calculation of threshold regularity in the radial point estimate at event horizon, the Reissner-Nordström metric case $g_b = g_{(m_0, 0, Q_0)}$ was done in appendix C. According to (C.0.21) and (5.1.8), for $\operatorname{Im} \sigma \geq 0$, the threshold regularity is $\frac{3}{2} - \frac{2\gamma}{\kappa}$ for $\widehat{P}_{b_o,\gamma}(\sigma)$ and $\frac{3}{2} + \frac{2\gamma}{\kappa}$ for $\widehat{W}_{b_o,\gamma}(\sigma)$ acting on 1-forms, and is $\frac{3}{2} - \frac{2\gamma}{\kappa}$ for $\widehat{L}_{b_o,\gamma}(\sigma)$ acting on $\mathcal{S}^{2\sigma/\kappa} T^* \bar{X} \oplus \mathcal{T}^* \bar{X}$. This implies that the threshold regularity for nearby Kerr-Newman metrics is close to $\frac{3}{2}$ for $\widehat{P}_{b,\gamma}(\sigma)$ and $\widehat{W}_{b,\gamma}(\sigma)$, and close to $\frac{3}{2}$ for $\widehat{L}_{b,\gamma}(\sigma)$ as $\gamma$ is a sufficiently small constant.
For \(0 \neq \sigma \in \mathbb{R}\), the radial point estimate at \(R(0)\) and \(R(\sigma)\) for \(\mathcal{P}_{b,\gamma}(\sigma)\), \(\mathcal{W}_{b,\gamma}(\sigma)\), \(\mathcal{L}_{b,\gamma}(\sigma)\) requires the computation of a threshold decay rate relative to \(L^2(\tilde{X})\). Concretely, the threshold \(-\frac{1}{2}\) from [111, Theorems 1.1 and 1.3] is modified by the subprincipal symbol \(\sigma_{sc}(\frac{1}{2i\rho}(\hat{\bullet}(\sigma) - \hat{\bullet}(\sigma)^*)|_{R(0),R(\sigma)}\) where \(* = \mathcal{P}, \mathcal{W}, \mathcal{L}_{b,\gamma}\). Working in the trivialization of \(S^{2scT^*\tilde{X}} \oplus \otimes^{\mathbb{T}^*\tilde{X}}\) given in terms of the differentials of standard coordinates \(t, x^1, x^2, x^3\), according to Proposition 4.3.1 and Lemma 4.3.6, we see that

\[
\sigma_{sc}(\frac{1}{2i\rho}(\hat{\bullet}(\sigma) - \hat{\bullet}(\sigma)^*)|_{R(0),R(\sigma)} = \sigma_{sc}(\frac{1}{2i\rho}(\hat{\mathcal{L}_{b,\gamma}}(\sigma) - \hat{\mathcal{L}_{b,\gamma}}(\sigma)^*)|_{R(0),R(\sigma)} = 0, \quad * = \mathcal{P}, \mathcal{W},
\]

Therefore, the threshold decay rate is still \(-\frac{1}{2}\). \(\square\)

### 5.3 Description of the kernel of the wave type operators

In this section, we give a detailed description of kernel of the following wave operators: \(\mathcal{P}_{b,\gamma}(\sigma)\) on scalar functions, \(\mathcal{P}_{b,\gamma}(\sigma), \mathcal{W}_{b,\gamma}(\sigma)\) on scattering 1-forms and the linearized gauge-fixed Einstein-Maxwell operator \(\mathcal{L}_{b,\gamma}(\sigma)\).

**Proposition 5.3.1.** Let \(b = (\mathbf{m}, \mathbf{a}, \mathbf{Q})\) with \(|\mathbf{Q}| + |\mathbf{a}| < |\mathbf{m}|\) and \(|\mathbf{a}| \ll |\mathbf{m}| + |\mathbf{Q}|\). Suppose \(u \in \dot{H}^{s,\ell}(\tilde{X}; \mathbb{C})\) with \(s > \frac{1}{2}\).

1. If \(\hat{\mathcal{L}_{b,\gamma}}(0)u = 0\) and \(u \in \dot{H}^{s,\ell}(\tilde{X}; \mathbb{C})\) with \(\ell \in \mathbb{R}\), then \(u \in \dot{H}^{\infty,\ell}(\tilde{X}; \mathbb{C})\) and has a polyhomogeneous expansion with index set contained in \(\{(z,k) | z \in \mathbb{Z}, k \in \mathbb{N}\}\). In particular, if \(-\frac{3}{2} < \ell < -\frac{1}{2}\), then \(u \in \mathcal{A}^1(\tilde{X}; \mathbb{C})\). More precisely, there exists \(u_0 \in C^\infty(\partial_+ \tilde{X}; \mathbb{C})\) such that \(u - \frac{u_0}{r} \in \mathcal{A}^{2-}(\tilde{X}; \mathbb{C})\).

2. If \(\hat{\mathcal{L}_{b,\gamma}}(0)^*u = 0\) and \(u \in \dot{H}^{\infty,\ell}(\tilde{X}; \mathbb{C})\) with \(\ell \in \mathbb{R}\), then \(u \in \dot{H}^{\frac{1}{2},-\ell}(\tilde{X}; \mathbb{C})\). Near \(\partial_+ \tilde{X}\), \(u\) has the same polyhomogeneous expansion as in part (1).

3. If \(\sigma \neq 0\) and \(u \in \ker \hat{\mathcal{L}_{b,\gamma}}(\sigma) \cap \dot{H}^{s,\ell}(\tilde{X}; \mathbb{C})\) for some \(\ell \in \mathbb{R}\) with \(s + \ell > -\frac{1}{2}\), then \(u \in \rho C^\infty(\partial_+ \tilde{X}; \mathbb{C}) + \mathcal{A}^{2-}(\tilde{X}; \mathbb{C})\).

The above statements also hold for \(\mathcal{P}_{b,\gamma}(\sigma), \mathcal{W}_{b,\gamma}\) acting on \(\omega \in \dot{H}^{s,\ell}(\tilde{X}; \otimes^{\mathbb{T}^*\tilde{X}})\) with \(s > 2\) for
statement (2), \( \omega \in \dot{H}^{\frac{1}{2}-C(\gamma,a)\ell} \) and \( \widehat{L}_{b,\gamma}(\sigma) \) acting on \((\dot{g}, \dot{A}) \in \dot{H}^{s,\ell}_b(\widehat{X}, s^2\widehat{T}^*\widehat{X} \oplus S^2s^2\widehat{T}^*\widehat{X}) \) with \( s > 3 \) (for statement (2), \( \omega \in \dot{H}^{-\frac{3}{2}+C(\gamma,a)\ell} \)) where \( C(\gamma,a) > 0 \) is a sufficiently small constant depending on \( \gamma, a \).

Proof. We only discuss the proof for the operator \( \widehat{\square}_{g_b}(\sigma) \) in detail here as the other operators \( \widehat{P}_{b,\gamma}(\sigma), \widehat{W}_{b,\gamma}, \widehat{L}_{b,\gamma}(\sigma) \) can be handled similarly.

- Proof of statement (1). According to the high regularity radial point estimate (since \( s > \frac{1}{2} \) and \( \frac{1}{2} \) is the threshold regularity at the radial points at event horizon), 5.1.4, propagation of singularity estimate and elliptic estimate for b-pseudodifferential operators, we conclude that \( u \in H^{\infty,\ell}_b(\overline{X}; \mathbb{C}) \).

To prove the polyhomogeneous expansion of \( u \), we exploit a typical normal operator argument (see [93, §5]). Concretely, since

\[ \widehat{\square}_{g_b}(0) = (\rho^2 \partial_{\rho})^2 - 2\rho^3 \partial_{\rho} + \rho^2 (\partial_{\theta}^2 + \frac{1}{\sin \theta} \partial_{\phi}^2) + \rho^3 \text{Diff}_b^2 = \rho^2 \left( \rho \partial_{\rho} (\rho \partial_{\rho} - 1) + \Delta \right) + \rho^3 \text{Diff}_b^2 \in \rho^2 \text{Diff}_b^2, \]

the normal operator \( N(\square_{g_b}(0)) \) of \( \square_{g_b}(0) \) is defined by factoring out an overall weight (here is \( \rho^2 \)) and freezing the coefficients at the boundary \( \rho = 0 \). Therefore, we have

\[ N(\square_{g_b}(0)) = \rho^2 \left( \rho \partial_{\rho} (\rho \partial_{\rho} - 1) + \Delta \right). \]

Let \( \chi(\rho) \in C_c^{\infty}(\mathbb{R}) \) be identically 1 near 0 and vanishing when \( \rho = 1/r \geq 1/3m \). Then we have

\[ \rho^{-2}N(\square_{g_b}(0))(\chi u) = \rho^{-2} \left( N(\square_{g_b}(0)) - \square_{g_b}(0) \right)(\chi u) + \rho^{-2}[\square_{g_b}(0), \chi]u := f \in \dot{H}^{\infty,\ell+1}_b(\widehat{X}; \mathbb{C}). \]

(5.3.1)

For simplicity of notation, we denote \( \rho^{-2}N(\square_{g_b}(0)) \) by \( N \). Using the Mellin transform in \( \rho \), defined by (we drop the dependence on the angular variables on \( \partial_+ \widehat{X} \) from the notation)

\[ \widehat{\chi u}(\xi) := \int_0^\infty \rho^{-i\xi}(\rho) \frac{d\rho}{\rho}, \]

the equation \( N(\chi u) = f \) becomes

\[ \widehat{N}(\xi)(\widehat{\chi u})(\xi) = (i\xi (i\xi - 1) + \widehat{\Delta})(\widehat{\chi u})(\xi) = \hat{f}(\xi). \]
At this point, we only know that $\hat{\chi}u(\xi)$ is holomorphic and Schwartz in $\text{Re} \xi$ (with $\text{Im} \xi$ fixed) in the region $\text{Im} \xi > -\ell - \frac{3}{2}$ and so is $\hat{f}(\xi)$ in $\text{Im} \xi > -\ell - \frac{5}{2}$. Therefore, we have the following inverse Mellin transform

$$
\chi u(\rho) = \frac{1}{2\pi} \int_{\text{Im} \xi = -\ell - \frac{3}{2} + \epsilon} \rho^{i \xi} \hat{\chi}u(\xi) \, d\xi, \quad \epsilon > 0.
$$

We denote by $Y_l^m$ with $l \in \mathbb{N}, m \in \mathbb{Z}, |m| \leq l$ the spherical harmonic function of degree $l$ and order $m$ which satisfies $\Delta Y_l^m = -l(l+1)Y_l^m$. We denote by $S_l = \{ Y_l^m : |m| \leq l \}$ the space of degree $l$ spherical harmonic functions. Then one can conclude that $\{ S_l : l \in \mathbb{N} \}$ form an orthogonal basis of $L^2(\mathbb{S}^2)$. Therefore, one can expand $(\hat{\chi}u)(\xi)$ and $\hat{f}(\xi)$ in terms of spherical harmonics $Y_l^m$, i.e., we write $(\hat{\chi}u)(\xi) = \sum u_l^m(\xi)Y_l^m$, $\hat{f} = \sum f_l^m(\xi)Y_l^m$. Restricted to $S_l$, the inverse

$$
\hat{N}(\xi)^{-1} = \left( i\xi(i\xi - 1) + \Delta \right)^{-1} = \left( i\xi(i\xi - 1) - l(l+1) \right)^{-1}
$$

is meromorphic in $\xi$ with simple poles given by $\xi = -i(l+1), il$. Then in the inverse Mellin transform

$$
\chi u(\rho) = \frac{1}{2\pi} \int_{\text{Im} \xi = -\ell - \frac{3}{2} + \epsilon} \rho^{i \xi} (\hat{N}(\xi)^{-1} \hat{f}(\xi)) \, d\xi, \quad \epsilon > 0, \quad -\ell - \frac{3}{2} + \epsilon \notin \mathbb{Z},
$$

we can shift the contour of integration through the pole at $\xi = ik$ to $\text{Im} \xi = -\ell - \frac{5}{2} + \epsilon$ where $k \in \mathbb{Z}$ and $k \in (-\ell - \frac{3}{2} + \epsilon, -\ell - \frac{5}{2} + \epsilon)$, and the Residue Theorem gives

$$
\chi u(\rho) = \rho^{-k} u_k + \tilde{u}_k, \quad \tilde{u}_k = \frac{1}{2\pi} \int_{\text{Im} \xi = -\ell - \frac{5}{2} + \epsilon} \rho^{i \xi} (\hat{N}(\xi)^{-1} \hat{f}(\xi)) \, d\xi \in A^{l + \frac{5}{2} - \epsilon}(\bar{X}; \mathbb{C}) \quad (5.3.2)
$$

where

$$
\begin{align*}
 u_k &= \left\{ \begin{array}{ll}
 \sum_{-k \leq m \leq k} \frac{1}{2k+1} f^m (ik) Y_{m}, & k \geq 0 \\
 \sum_{k+1 \leq m \leq -k-1} \frac{1}{2k+1} f^m_{-k-1} (-ik - i) Y_{m-1}, & k \leq -1
 \end{array} \right.
 \end{align*}
$$

To deduce the full polyhomogeneous expansion for $\chi u$, we plug the above partial expansion (5.3.2) into the equation (5.3.1) to obtain

$$
N\tilde{u}_k = N(\chi u) = f_1 + f_2, \quad f_1 \in \rho^{-k+1} C^\infty(\partial_s \bar{X}; \mathbb{C}) \quad \text{and} \quad f_2 \in A^{l + \frac{5}{2} - \epsilon}(\bar{X}; \mathbb{C}).
$$

Now we solve the following two equations $N\tilde{u}_k^j = f_j, j = 1, 2$. First, using the Mellin transform as before, we see that

$$
\tilde{u}_k^2 = \rho^{-k+1} u_{k+1} + \tilde{u}_k \quad \text{where} \quad u_{k+1} \in \left\{ \begin{array}{ll}
 S_{k-1}, & k - 1 \geq 0 \\
 S_{-k}, & k - 1 \leq -1
 \end{array} \right. \quad \text{and} \quad \tilde{u}_{k+1} \in A^{l + \frac{5}{2} - \epsilon}(\bar{X}; \mathbb{C}).
$$
As for $u_k^1$, we can solve $N\tilde{u}_k^1 = f_1$ more directly. Since any function in $C^\infty(\partial_+ \hat{X})$ can be expressed as a linear combination of $S_i$, it suffices to solve $N\tilde{u}_k^1 = f_1$ for $f_1 \in \rho^{-k}S_i$. More explicitly,

$$u_k^1 = \begin{cases} (k(k+1) - l(l+1))^{-1} f_1, & k(k+1) \neq l(l+1) \\ -(2k+1)^{-1} f_1 \ln \rho, & k(k+1) = l(l+1) \end{cases}.$$ 

Therefore, we have

$$\chi u = \rho^{-k} u_k + u_k^1 + \rho^{-k+1} u_{k+1} + \tilde{u}_{k+1}.$$ 

Plugging the partial expansion into the equation (5.3.1) and proceeding as above iteratively give the full polyhomogeneous expansion.

- **Proof of statement (2).** Near $\partial_+ \hat{X}$, according to the elliptic estimate for $b$-pseudodifferential operator, we conclude that $u \in \hat{H}^\infty_{b,\gamma}$ there. Away form spatial infinity $\partial_+ \hat{X}$, since $u$ is 0 in the region $r < r_b$, by Proposition 5.1.4, propagation of singularity estimate and elliptic estimate we see that $u$ is smooth away from the radial points at event horizon. Finally, using the low regularity radial point estimate yields $u \in \hat{H}^2_{b,\gamma} - \delta(\hat{X}; \mathbb{C})$. The polyhomogeneous expansion of $u$ near $\partial_+ \hat{X}$ can be obtained as in the proof of statement (1) by exploiting the normal operator argument.

- **Proof of statement (3).** Since $s + \ell > -\frac{1}{2}$, according to the high sc-decay estimate at the radial point $R(\sigma)$, propagation of singularity estimate and elliptic estimate, we see that away from the radial point $R(0)$, $u$ is in $\hat{H}^\infty_{b,\gamma} (\hat{X}; \mathbb{C})$. Near $R(0)$ the low b-decay radial point estimate gives $u \in \hat{H}^\infty_{b,\gamma} (-\frac{1}{2}, -\ell) (\hat{X}; \mathbb{C})$ at $R(0)$. Therefore, we have $u \in \hat{H}^\infty_{b,\gamma} (-\frac{1}{2}, -\ell) (\hat{X}; \mathbb{C})$. Noe since $\sigma \neq 0$, we have $\square_{g_b}(\sigma) = -2\iota \sigma (\rho \partial_\rho - 1) + \rho^2 \text{Diff}_b^2$, and thus $\mathcal{N}(\square_{g_b}(\sigma)) = -2\iota \sigma (\rho \partial_\rho - 1)$. Then using the typical normal operator argument as in the proof of statement (1), we obtain that $u = \rho C^\infty(\partial_+ \hat{X}; \hat{X}) + \mathcal{A}^2(\hat{X}; \mathbb{C})$.

- **Proof of $\mathcal{P}_{b,\gamma}(\sigma), \mathcal{W}_{b,\gamma}$ and $\mathcal{L}_{b,\gamma}(\sigma).** Near the spatial infinity, we work in the standard coordinate trivialization of $\hat{\omega} T^* \hat{X}$ for $\mathcal{P}_{b,\gamma}(\sigma), \mathcal{W}_{b,\gamma}$ (which is given in terms of the differentials $dt, dx^1, dx^2, dx^3$ of the standard coordinates) and $\hat{S}^2 \hat{\omega} T^* \hat{X} \oplus \hat{\omega} T^* \hat{X}$ for $\mathcal{L}_{b,\gamma}(\sigma)$ (which is given in terms of the differentials $dt^2, dt dx^i, dx^i dx^j, dt, dx^1 \leq j \leq i \leq 3$ of the standard
coordinates).

Then according to Propositions 4.3.1 and 4.3.8, the normal operator of $2\overline{\mathcal{P}_{b,\gamma}}(\sigma), 2\overline{\mathcal{W}_{b,\gamma}}$ (resp. $\overline{\mathcal{L}_{b,\gamma}}(\sigma)$) is, $-\rho^2 \left( \rho \partial_\rho (\rho \partial_\rho - 1) + A \right)$ for $\sigma = 0$ and $2i \sigma \rho (\rho \partial_\rho - 1)$ for $\sigma \neq 0$, tensored with $4 \times 4$ identity matrix (reps. $14 \times 14$ identity matrix). Therefore, the proof for these operators follows in a completely analogous manner as before.

\[ \Box_g (\sigma) := e^{it_b,\ast} \Box_{g_b} e^{-it_b,\ast}. \]

where the inverse metric $g^{-1}$ is given by

\[ g^{-1} = \rho_b^{-2} \left( \Delta_b \partial_\tau^2 + \frac{\chi^2 - 1}{\Delta_b} \left( r^2 + a^2 \partial_t \chi + a \partial_\varphi \right)^2 + \partial_\theta^2 + \frac{1}{\sin^2 \theta} \left( \partial_\varphi + a \sin^2 \theta \partial_t \chi \right)^2 \right. \]
\[ + 2 \chi \left( r^2 + a^2 \partial_t \chi + a \partial_\varphi \right) \partial_\theta \right). \]  

(5.4.1)

We introduce the semiclassically rescaled version of the operator $\Box_g (\sigma)$:

\[ \hbar^2 \Box_g (h^{-1} z), \quad h = \frac{1}{|\sigma|} \quad \text{and} \quad z = \frac{\text{Re} \sigma}{|\sigma|} + i \frac{\text{Im} \sigma}{|\sigma|}. \]  

(5.4.2)

When $\text{Im} \sigma$ is bounded, we write $z = z_R + i z_I$ and parametrize $\hbar^2 \Box_g (h^{-1} z)$ by $z_R$ and $z_I = h^{-1} \text{Im} z$ rather than $\text{Re} z$ and $\text{Im} z$. This still gives a family of operators in $\text{Diff}_{sc,h}^2$ which depends smoothly on $z_R, z_I$, and its semiclassical principal symbol does not depend on $z_I$. Therefore, when analyzing the semiclassical principal symbol of $\hbar^2 \Box_g (h^{-1} z)$, it suffices to consider the case $z \in \mathbb{R}$.

For $z \in \mathbb{R}$, the semiclassical principal symbol of $\hbar^2 \Box_g (h^{-1} z)$ is given by

\[ p_{h,z}(\xi) := \sigma_h (\hbar^2 \Box_g (h^{-1} z)) = -g^{-1} (-z dt_b, + \xi, -z dt_b, + \xi), \quad \xi \in \partial_{b,+} = \text{sc} T^* X. \]  

(5.4.3)

As before, away from $\partial_+ X$, we write the scattering covectors as

\[ \xi := \xi_r dr + \xi_\theta d\theta + \xi_\varphi d\varphi. \]

While near $\partial_+ X$, we write them as

\[ \xi := \xi_\rho \frac{d\rho}{\rho^2} + \xi_\varphi \frac{d\varphi}{\rho} + \xi_\varphi \frac{d\varphi}{\rho}, \quad \rho = \frac{1}{r}. \]
5.4.1 Characteristic set

We first study the characteristic set

\[ \Sigma_h := \{ \langle \xi \rangle - 2p_{h,z}(\xi) = 0 \} \subset \mathcal{T}_\ast \bar{X}, \quad \langle \xi \rangle = \sqrt{1 + \xi^2 + \xi^2_\theta + \frac{1}{\sin^2 \theta} \xi^2_\phi}. \]

We will show that for \( z \in \mathbb{R} \setminus 0 \), it splits into two components. To achieve this, we make use of an auxiliary covector \( dt \) which is timelike everywhere on \( \bar{X} \).

**Lemma 5.4.1 (Splitting of the characteristic set).** There exist closed \( z \)-dependent sets \( \Sigma^\pm_h \subset \mathcal{T}_\ast \bar{X} \) such that

\[ \{ \langle \xi \rangle - 2p_{h,z}(\xi) = 0 \} = \Sigma^+_h \cup \Sigma^-_h, \quad z \in \mathbb{R} \setminus 0. \tag{5.4.4} \]

Moreover,

\[ \pm(\langle \xi \rangle)^{-1}g^{-1}(-zd+b, + \xi, dt) > 0 \quad \text{on} \quad \Sigma^\pm_h \quad \text{for} \quad z \in \mathbb{R} \setminus 0. \tag{5.4.5} \]

Finally,

\[ (\Sigma^+_h \cap \mathcal{T}_\ast \bar{X}) \cap \{ \Delta_b - a^2 \sin^2 \theta > 0 \} = \emptyset \quad \text{for} \quad z \in \mathbb{R}; \tag{5.4.6} \]

\[ \Sigma^-_h \cap \{ \Delta_b - a^2 \sin^2 \theta > 0 \} = \emptyset \quad \text{for} \quad \mp z > 0. \tag{5.4.7} \]

**Proof.** We put

\[ \Sigma^\pm_h := \{ \langle \xi \rangle - 2p_{h,z}(\xi) = 0 \} \cap \{ \pm(\langle \xi \rangle)^{-1}g^{-1}(-zd+b, + \xi, dt) \geq 0 \}. \]

It is clear that \( \Sigma^\pm_h \) are closed and their union is the characteristic set. In order to show that \( \Sigma^+_h \cap \Sigma^-_h = \emptyset \) and (5.4.5) for \( z \in \mathbb{R} \setminus 0 \), we need

\[ \{ \langle \xi \rangle - 2p_{h,z}(\xi) = 0 \} \cap \{ \langle \xi \rangle^{-1}g^{-1}(-zd+b, + \xi, dt) = 0 \} = \emptyset \quad \text{for} \quad z \in \mathbb{R} \setminus 0. \]

On the fiber infinity \( \mathcal{T}_\ast \bar{X} \), \( \langle \xi \rangle^{-1}g^{-1}(\xi, dt) = 0 \) implies that \( \langle \xi \rangle^{-1} \xi \) is spacelike or 0 as \( dt \) is timelike.

If the intersection were not empty at \( \mathcal{T}_\ast \bar{X} \), \( \langle \xi \rangle^{-1} \xi \) must be 0, which is impossible. Also, the fact that \( \langle \xi \rangle^{-2}p_{h,z}(\xi) = \langle \xi \rangle^{-2}p(\xi) = 0 \) gives (5.4.6).

In the interior \( \mathcal{T}_\ast \bar{X} \), if the intersection were not empty, since \( dt \) is timelike, \( g^{-1}(-zd+b, + \xi, dt) = 0 \) implies that \( -zd+b, + \xi \) must be spacelike or 0. Then the equality \( g^{-1}(-zd+b, + \xi, -zd+b, + \xi) = 0 \) forces \( -zd+b, + \xi \) to be 0, which cannot happen for \( \xi \in \partial^L_{zd} \) and \( z \in \mathbb{R} \setminus 0 \).
On the region \( \{ \Delta_b - a^2 \sin^2 \theta > 0 \} \), we see that \( g^{-1}(\xi, \bar{\xi}) > 0 \) for \( 0 \neq \xi \in \mathcal{M}^* \tilde{X} \). For any \( p \in \{ \Delta_b - a^2 \sin^2 \theta > 0 \} \), let \( \{ dt, X_1, X_2, X_3 \} \) be an orthogonal basis of \( T^*_p M \) with \( G_p(X_i, X_i) = 1 \).

We write

\[-zdt_{b,*} + \xi = (a_0 - z)dt + \sum_{i=1}^3 a_i X_i,\]

and then \( g^{-1}(-zdt_{b,*} + \xi, -zdt_{b,*} + \xi) = 0 \) gives \( (a_0 - z)^2 G(dt, dt) + \sum_{i=1}^3 a_i^2 = 0 \). Since \( -zdt_{b,*} + \xi + zdt \in T^*_p \tilde{X} \), it follows that

\[g^{-1}(-zdt_{b,*} + \xi + zdt, -zdt_{b,*} + \xi + zdt) = a_0^2 G(dt, dt) + \sum_{i=1}^3 a_i^2 > 0.\]

Therefore, we have \( z^2 - 2a_0 z > 0 \). Then

\[\pm g^{-1}(-zdt_{b,*} + \xi, dt) = \pm (a_0 - z)g^{-1}(dt, dt) = \pm (a_0 - \frac{z}{2} - \frac{z}{2}g^{-1}(dt, dt)) > 0 \quad \text{for} \quad \pm z > 0.\]

This finishes the proof of (5.4.7). \( \blacksquare \)

### 5.4.2 The radial points at event horizon

Now in the fiber radial compactification \( \mathcal{M}^* \tilde{T} \tilde{X} \) of \( \mathcal{M}^* \tilde{X} \), we use the following coordinates near the fiber infinity \( \mathcal{M}^* \tilde{S} \tilde{X} \),

\[
\rho_\xi = (\xi_r^2 + \xi_\theta^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2)^{-\frac{1}{2}} \in [0, \infty), \quad \hat{\xi} = (\xi_r, \hat{\xi}_\theta, \hat{\xi}_\varphi) = \rho_\xi (\xi_r, \xi_\theta, \xi_\varphi). \tag{5.4.8}
\]

We note that \( \rho_\xi \) is a boundary defining function of \( \mathcal{M}^* \tilde{T} \tilde{X} \), i.e., \( \rho_\xi = 0 \) at \( \mathcal{M}^* \tilde{S} \tilde{X} \), and

\[
\hat{\xi} \in \mathcal{M}^* \tilde{S} \tilde{X} = \{ \xi_r^2 + \xi_\theta^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2 = 1 \}. \]

We now analyze the behavior of the Hamiltonian flow \( \exp(s\rho_\xi H_{p_{h,z}}) \) on the characteristic set \( \Sigma_h = \Sigma^+_h \cup \Sigma^-_h \), concentrating on the behavior away from \( \partial_{+} \tilde{X} \). With \( t_{b,*} = t_x + c(r) \), we write

\[
p_{h,z} = -\rho_b^{-2} \left( \Delta_b (\xi_r - z c'(r)) + \frac{\chi (a \xi_\varphi - (r^2 + a^2) z)}{\Delta_b} \right)^2 - \frac{1}{\Delta_b} (a \xi_\varphi - (r^2 + a^2) z)^2 + \bar{p}_{h,z} \tag{5.4.9}
\]

where

\[
\bar{p}_{h,z} = \xi_\theta^2 + \frac{1}{\sin^2 \theta} (\xi_\varphi - a \sin^2 \theta z)^2. \tag{5.4.10}
\]

Then we calculate

\[
H_{p_{h,z}} = -\rho_b^{-2} \left( \left( 2\Delta_b (\xi_r - z c'(r)) + 2\chi (a \xi_\varphi - (r^2 + a^2) z) \right) \partial_r 
+ \left( 2a \frac{\chi^2 - 1}{\Delta_b} (a \xi_\varphi - (r^2 + a^2) z) + 2\chi a (\xi_r - c'(r) z) \right) \partial_\varphi 
- \frac{\partial (-\rho_b^2 p_{h,z})}{\partial_r} \partial_\xi + H_{\bar{p}_{h,z}} \right) - \rho_b^{-2} p_{h,z} H_{\bar{p}_{h,z}}
\]
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where

\[
\frac{\partial(-\rho_b^2 \rho_{\hat{p}h,z})}{\partial r} = 2\Delta_b \left( \xi_r - z c'(r) + \frac{\chi(a\xi_{\rho} - (r^2 + a^2)z)}{\Delta_b} \right) \partial_r \left( \xi_r - z c'(r) + \frac{\chi(a\xi_{\rho} - (r^2 + a^2)z)}{\Delta_b} \right)
\]

\[
+ \frac{\partial\Delta_b}{\partial r} \left( \xi_r - z c'(r) + \frac{\chi(a\xi_{\rho} - (r^2 + a^2)z)}{\Delta_b} \right)^2 - \partial_r \left( \frac{1}{\Delta_b} (a\xi_{\rho} - (r^2 + a^2)z)^2 \right)
\]

In the coordinates (5.4.8) near the fiber infinity \(\infty S^*X\), we compute

\[
\rho_{\xi} H_{p_{h,z}} = -\rho_b^{-2} \left( 2\Delta_b \left( \xi_r - \rho_{\xi} z c'(r) \right) - 2\rho_{\xi} \chi(r^2 + a^2)z + 2\chi a \xi_{\rho} \right) \partial_r
\]

\[
+ \left( 2\Delta_b \left( \xi_r - \rho_{\xi} z c'(r) \right) - 2\rho_{\xi} \chi(r^2 + a^2)z + 2\chi a \xi_{\rho} \right) \partial_r
\]

\[
- \rho_{\xi} \frac{\partial(-\rho_b^2 \rho_{\hat{p}h,z})}{\partial r} \partial_{\xi_r} + \rho_{\xi} H_{\hat{p}_{h,z}} \right) - \rho_b^{-2} (\rho_b^2 \rho_{\hat{p}h,z}) \rho_{\xi}^{-1} H_{\rho_{\hat{p}h,z}}.
\]

We let

\[
L_{\pm} := \{ \rho_{\xi} = 0, \xi_r = \pm 1, (\hat{\xi}_\theta, \hat{\xi}_\rho) = 0, \Delta_b = 0 \} \subset \left( \Sigma_{\rho}^\pm \cap \infty S^*X \right).
\]

Now we describe the property of the set \(L_{\pm}\).

**Lemma 5.4.2.** \(L_{\pm}\) are invariant under the Hamiltonian flow \(\exp(s\rho_{\xi} H_{p_{h,z}})\) on the characteristic set \(\Sigma_{\rho}\). Moreover, \(L_{+}\) is a radial sink and \(L_{-}\) is a radial source for the flow \(\exp(s\rho_{\xi} H_{p_{h,z}})\).

**Proof.** We rewrite

\[
L_{\pm} = \{ \Delta_b = 0, \rho_{\xi} = 0, \xi_r = \pm 1, \rho_b^2 \rho_{\hat{p}h,z} = 0 \}.
\]

Using the coordinates (5.4.8), the expression (5.4.11) and the facts that \(c(r) = 0, \chi = 1\) near \(L_{\pm}\), we find that near \(L_{\pm}\)

\[
\rho_{\xi} H_{p_{h,z}} \rho_{\xi} = -\rho_b^{-2} \left( \frac{\partial \Delta_b}{\partial r} \xi_r^3 - 4r \rho_{\xi} \rho_{\hat{p}h,z} + H_{\hat{p}_{h,z}} \rho_{\xi} \right) \rho_{\xi} - \rho_b^{-2} (\rho_b^2 \rho_{\hat{p}h,z}) \rho_{\xi}^{-1} H_{\rho_{\hat{p}h,z}}
\]

\[
\rho_{\xi} H_{p_{h,z}} \xi_{\rho} = (H_{\rho_{\hat{p}h,z}} \rho_{\xi} \xi_{\rho}) \xi_{\rho},
\]

\[
\rho_{\xi} H_{p_{h,z}} \Delta_b = -2\rho_b^{-2} \frac{\partial \Delta_b}{\partial r} \left( \Delta_b \xi_r - \rho_{\xi} (r^2 + a^2)z + a \xi_{\rho} \right),
\]

\[
\rho_{\xi} H_{p_{h,z}} (\rho_b^2 \rho_{\hat{p}h,z}) = 2 (H_{\rho_{\hat{p}h,z}} \rho_{\xi} \rho_b^2 \rho_{\hat{p}h,z} - \rho_b^{-2} (\rho_b^2 \rho_{\hat{p}h,z}) \rho_{\xi} H_{\rho_b^2 \rho_{\hat{p}h,z}}).
\]

This implies that \(\rho_{\xi} H_{p}\) is tangent to \(L_{\pm}\), so \(L_{\pm}\) is invariant under the flow \(\exp(s\rho_{\xi} H_{p_{h,z}})\). Moreover,
in a neighborhood of \( L_\pm = \{ \Delta_b = 0, \rho_\xi = 0, \hat{\xi}_r = \pm 1, \rho_\xi^2 \hat{p}_{h,z} = 0 \} \subset \{ \rho_\xi^2 \hat{p}_{h,z} = 0 \} \), we have

\[
\pm \rho_\xi H p \rho_\xi^2 \leq -C_0 \rho_\xi^2, \\
\pm \rho_\xi H \rho_\xi^2 \leq -C_0 \xi^2, \\
\pm \rho_\xi H \rho_\xi^2 z \leq -C_0 \xi^2, \\
\pm \rho_\xi H p (\rho_\xi^2 \hat{p}) \leq -C_0 \rho_\xi^2 \hat{p} + C_1 (\rho_\xi^2 + \xi^2) + \rho_\xi^2 \hat{p} \geq 0.
\]

(5.4.13)

Finally, since \( H p_{\rho_\xi} = H p \rho_\xi \) and

\[
\rho_\xi \sigma_b \left( h^{-1} \text{Im} \left( h^2 \widehat{\mathcal{g}}(h^{-1} z) \right) \right) = \text{Im} \left( h^{-1} z \rho_\xi_0^{-2} \left( 2r^2 + 2a \hat{\xi}_r + 2a \hat{\xi}_\phi \right) \right)
\]

\[
= \rho_\xi \sigma_1 \left( \text{Im} \left( \widehat{\mathcal{g}}(h^{-1} z) \right) \right) \text{ at } L_\pm,
\]

the calculation of the threshold regularity at \( L_\pm \) in the microlocal case applies here as well.

5.4.3 The radial points at spatial infinity \( \partial_+ \hat{X} \)

We now turn to the analysis near \( \partial_+ \hat{X} \). Recall that near \( \partial_+ \hat{X} \), the semiclassical principal symbol of \( h^{-2} \widehat{\mathcal{g}}(h^{-1} z) \) for \( z \in \mathbb{R} \) is given by

\[
\rho_{h,z}(\xi) = -g^{-1}(-zd \xi_\theta + \xi, -zd \xi_\theta + \xi)
\]

\[
= -(\xi_\rho - z)^2 + z^2 - \hat{p} + \rho \sum_{0 \leq j,k,m \leq 2} a_{jkm}(\rho, \theta, \varphi) \xi^j \xi^k \xi^m, \quad \hat{p} = \left( \xi_\rho^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2 \right)
\]

(5.4.16)

where \( \xi = \xi_\rho \frac{d\rho}{\rho} + \xi_\theta \frac{d\theta}{\rho} + \xi_\varphi \frac{d\varphi}{\rho} \) and \( a_{jkm} \in \mathcal{A}^0(\hat{X}) \). Then the scattering Hamiltonian vector field associated to \( \rho_{h,z} \) in \( \rho > 0 \) is given by

\[
sc H_{\rho_{h,z}} = \rho \left( \frac{\partial \rho_{h,z}}{\partial \rho} \left( \frac{\partial}{\partial \rho} + \left( \sum_{\mu = \theta, \varphi} \xi_\mu \frac{\partial}{\partial \xi_\mu} \right) \right) - \left( \sum_{\mu = \theta, \varphi} \xi_\mu \frac{\partial \rho_{h,z}}{\partial \xi_\mu} \right) \frac{\partial}{\partial \xi_\mu} + \sum_{\mu = \theta, \varphi} \left( \frac{\partial \rho_{h,z}}{\partial \xi_\mu} \frac{\partial}{\partial \theta} - \frac{\partial \rho_{h,z}}{\partial \mu} \frac{\partial}{\partial \xi_\mu} \right) \right).
\]

We introduce the rescaled scattering Hamiltonian vector field (here we drop the factor \( \langle \rho_\xi \rangle \) again)

\[
sc H_{2,0} = \rho^{-1} sc H_{\rho_{h,z}}
\]

\[
= (-2\xi_\rho + 2z) \rho \partial_\rho + 2\hat{p} \partial_{\xi_\rho} + (-2\xi_\rho + 2z) \sum_{\mu = \theta, \varphi} \xi_\mu \partial_{\xi_\mu} - \hat{p} \rho + \rho V, \quad V \in \mathcal{V}_b(sc T^* \hat{X}).
\]

(5.4.17)
We now discuss the integral curves of $\mathcal{H}_{p_{h,z}}^{2,0}$ on the semiclassical characteristic set $\Sigma_h$ for $z \in \mathbb{R} \setminus 0$ near $\partial_+ X$.

**Lemma 5.4.3.** For $z \in \mathbb{R} \setminus 0$, we put $\phi_s(\rho, \theta, \varphi, \xi) = \exp(s \mathcal{H}_{p_{h,z}}^{2,0})((\rho, \theta, \varphi, \xi))$. Then there exists a neighborhood $V_\pm \subset \mathcal{H}^{*} X$ of $R\left(\frac{z}{2} \pm |z|\right) = \{\rho = 0, \xi = (z \pm |z|) d\rho / \rho^2\}$ such that uniformly in $(\rho, \theta, \varphi, \xi) \in V_\pm \cap \Sigma_h$, one has

$$\phi_s(\rho, \theta, \varphi, \xi) \to R\left(\frac{z}{2} \pm |z|\right) \text{ as } s \to \pm \infty.$$ 

This implies that $R\left(\frac{z}{2} + |z|\right)$ is a radial sink while $R\left(\frac{z}{2} - |z|\right)$ is a radial source.

**Proof.** Recall that

$$R\left(\frac{z}{2} \pm |z|\right) = \{\rho = 0, \tilde{p} = 0, \xi = z \pm |z|\}.$$ 

Using the expression (5.4.17), we find that in a neighborhood $U_{\pm}^\epsilon = \{(\xi_\rho - (z \pm |z|))^2 + \rho^2 + \tilde{p} < 2\epsilon\}$ of $R\left(\frac{z}{2} \pm |z|\right)$ where $\epsilon > 0$ is a sufficiently small constant,

$$\pm \mathcal{H}_{p_{h,z}}^{2,0} \rho^2 \leq -C_0 \rho^2,$$  

$$\pm \mathcal{H}_{p_{h,z}}^{2,0} \tilde{p} \leq -C_0 \tilde{p},$$

for some $C_0 > 0$. According to the expression (5.4.16) of $p_{h,z}$, there exists $\epsilon' > 0$ such that

$$\{\rho^2 + \tilde{p} < \epsilon'\} \cap \Sigma_h \subset U_+^\epsilon \cup U_-^\epsilon$$

where $U_{\pm}^\epsilon$ are neighborhoods of $R\left(\frac{z}{2} \pm |z|\right)$ satisfying $U_+^\epsilon \cap U_-^\epsilon = \emptyset$. Then for $(\rho, \theta, \varphi, \xi) \in U_{\pm}^\epsilon \cap \{\rho^2 + \tilde{p} < \epsilon'\} \cap \Sigma_h$, since $p_{h,z}$ is a constant along the integral curves of $\mathcal{H}_{p_{h,z}}^{2,0}$, we have

$$\phi_s(\rho, \theta, \varphi, \xi) \subset U_{\pm}^\epsilon \cap \Sigma_h \text{ for } \pm s \geq 0.$$ (5.4.19)

Indeed, if (5.4.19) failed, we could find $\pm s_0 > 0$ such that

$$\phi_{s_0}(\rho, \theta, \varphi, \xi) \in U_{\pm}^{2\epsilon} \quad \text{and} \quad \pm \mathcal{H}_{p_{h,z}}^{2,0}(\rho^2 + \tilde{p})(\phi_{s_0}(\rho, \theta, \varphi, \xi)) \geq 0$$

which contradicts (5.4.18). Proceeding as in the proof of Lemma 5.1.2, it follows that uniformly in $(\rho, \theta, \varphi, \xi) \in U_{\pm}^\epsilon \cap \Sigma_h$, one has

$$\phi_s(\rho, \theta, \varphi, \xi) \to \{\rho = 0, \tilde{p} = 0\} \cap (U_{\pm}^\epsilon \cap \Sigma_h) = R\left(\frac{z}{2} \pm |z|\right) \text{ as } s \to \pm \infty.$$
Finally, since \( p_{h,z} \) at \( \partial_+ \bar{X} \) equals to \( p_{sc}(z) \), the calculation of the threshold scattering decay order at the radial points in the microlocal case applies here as well.

### 5.4.4 Structure of the trapped sets

We now study the structure of the trapped sets for KN spacetime with \(|a|^2 + Q^2 < m^2\). First, we define and investigate the incoming and outgoing tails and the trapped set associated to the Hamiltonian flow \( \exp(s \circ H_{p_{h,z}}^2, 0) p_{h,z} \) where \( p_{h,z} \) is the semiclassical symbol given by

\[
p_{h,z} = -p_h^{-2} \left( \Delta_b (\xi_r - z c'(r) + \frac{\chi (a \xi_\varphi - (r^2 + a^2)z)}{\Delta_b})^2 - \frac{1}{\Delta_b} (a \xi_\varphi - (r^2 + a^2)z)^2 + \hat{p}_{h,z} \right)
\]

where

\[
\hat{p}_{h,z} = \xi_\theta^2 + \frac{1}{\sin^2 \theta} (\xi_\varphi - a \sin^2 \theta z)^2.
\]

To define them, we need an escape function.

**Proposition 5.4.4.** Let \( f(r) \in C^\infty([r_-, \infty)) \) be defined as

\[
f(r) = \frac{\Delta_b(r)}{r^4}.
\]

Then there exists \( \delta_0 = \delta_0(m, a, Q) > 0 \) such that for \((r, \theta, \varphi, \xi) \in \mathbb{T} \bar{X} \setminus (L^+ \cup \partial_+ \bar{X}) \) and \( z \in \mathbb{R} \setminus 0 \)

\[
f(r) < \delta_0, \quad (\xi)^{-2} p_{h,z}(r, \theta, \varphi, \xi) = 0, \quad (\xi)^{-1} H_{p_{h,z}} f(r, \theta, \varphi, \xi) = 0 \implies (\xi)^{-1} H_{p_{h,z}})^2 f(r, \theta, \varphi, \xi) < 0.
\]

**Proof.** We first show (5.4.21) on the fiber infinity \( ^{sc} S^* \bar{X} \) where \( (\xi)^{-1} = 0 \). According to (5.4.6) in Lemma 5.4.1, we know that

\[
\{ (\xi)^{-2} p_{h,z} = 0 \} \cap \, ^{sc} S^* \bar{X} \subset \{ r \geq r_+ | \Delta_b \leq a^2 \sin^2 \theta \} \subset \{ r_- \leq r \leq m + \sqrt{m^2 - Q^2} \}.
\]

A direct calculation gives

\[
f'(r) = \frac{r \partial_r \Delta_b(r) - 4 \Delta_b(r)}{r^5} = -\frac{2r^2 - 6mr + 4a^2 + 4Q^2}{r^5} > 0 \quad \text{when} \quad r \in [r_-, m + \sqrt{m^2 - Q^2}].
\]
Therefore, \langle \xi \rangle^{-1}H_{p,h,z} f = 0 \implies \langle \xi \rangle^{-1}H_{p,h,z} r = 0, \text{ that is,}

\langle \xi \rangle^{-1}H_{p,h,z} r = -\rho_b^{-2} \langle \xi \rangle^{-1} \left( 2\Delta_b \left( \xi_r - z c'(r) \right) - 2\chi(r^2 + a^2)z + 2\chi a\xi_\varphi \right) = 0 \quad \text{on } scS^*\check{X} \cap \Sigma_h.

This is equivalent to

\Delta_b \hat{\xi}_r = -\chi a\xi_\varphi

where \hat{\xi} is defined as in (5.4.8). Plugging this back to \langle \xi \rangle^{-2}p_{h,z} = 0 \text{ yields}

\langle \xi \rangle^{-2}p_{h,z} = -\rho_b^{-2} \left( -\Delta_b \xi_r^2 + \frac{\chi^2 - 1}{\Delta_b} a^2 \xi_\varphi^2 + \hat{\xi}_r^2 + \frac{1}{\sin^2 \theta} \xi_\varphi^2 \right) = 0.

Since \chi = 1 \text{ on } [r_-, r_b], \text{ it follows that}

\{ \langle \xi \rangle^{-2}p_{h,z} = 0, \langle \xi \rangle^{-1}H_{p,h,z} f = 0 \} \cap scS^*\check{X} = L_{\pm}.

On \{ \langle \xi \rangle^{-2}p_{h,z} = 0, \langle \xi \rangle^{-1}H_{p,h,z} f = 0, r > r_b \} \cap scS^*\check{X}, \text{ we calculate}

\langle \xi \rangle^{-1}H_{p,h,z} f = -\frac{2f'(r)}{\rho_b} \Delta_b \langle \xi \rangle^{-2} H_{p,h,z} \xi_r = \frac{2f'(r)}{\rho_b \Delta_b} \frac{\partial}{\partial r} a^2 \xi_\varphi^2 < 0

where we use the fact that \langle \xi \rangle^{-1}H_{p,h,z} \langle \xi \rangle^{-1} = 0 \text{ on } scS^*\check{X}.

We next prove that in the region \( r_- \leq r \leq r_b \) \text{ where } f(r) \leq 0, \langle \xi \rangle^{-2}p_{h,z} \text{ and } \langle \xi \rangle^{-1}H_{p,h,z} f \text{ cannot vanish at the same time in the interior } scT^*\check{X} (\text{i.e. away from the fiber infinity}). \text{ Suppose that } H_{p,h,z} f = 0 \text{ and } p_{h,z} = 0 \text{ in } r_- \leq r \leq r_b. \text{ Then we have}

H_{p,h,z} f = -\rho_b^{-2} f'(r) \left( 2\Delta_b \left( \xi_r - z c'(r) \right) - 2\chi(r^2 + a^2)z + 2\chi a\xi_\varphi \right) = 0.

Since \( f'(r) > 0 \) when \( r \in [r_-, r_b] \), \( H_{p,h,z} f = 0 \) \implies

\Delta_b \left( \xi_r - z c'(r) \right) = \chi(r^2 + a^2)z - \chi a\xi_\varphi.

Plugging this into \( p_{h,z} = 0 \) \text{ and using the fact that } \chi = 1 \text{ in } [r_-, r_b] \text{ yield}

\rho_b^{-2} \left( -\Delta_b \left( \xi_r - z c'(r) \right)^2 + \hat{p}_{h,z} \right) = 0 \quad \text{where} \quad \hat{p}_{h,z} = \xi_\theta + \frac{1}{\sin^2 \theta} \left( \xi_\varphi - a \sin^2 \theta z \right)^2,

and thus

\Delta_b \left( \xi_r - c'(r)z \right) = 0, \quad \xi_\theta = 0, \quad \xi_\varphi = a \sin^2 \theta z \quad \text{in } \ r \in [r_-, r_b].
Therefore, for \( z \in \mathbb{R} \setminus 0 \)

\[
H_{p_{h,z}} f = \rho_b^{-2} f'(r)(2r^2 z + 2a^2 \cos^2 \theta z) \neq 0 \quad \text{in} \quad r \in [r_-, r_b],
\]

which is a contradiction.

We now turn to the region \( r > r_b \) where \( f > 0 \). We return to the analysis of

\[
f'(r) = -\frac{2r^2 - 6mr + 4a^2 + 4Q^2}{r^5}.
\]

It is clear that \( f'(r) < 0 \) when \( r > 3m \) and \( f'(r) > 0 \) when \( r_b = m + \sqrt{m^2 - a^2 - Q^2} \leq r < \frac{3m + \sqrt{9m^2 - 8a^2 - 8Q^2}}{2} \), so in the region \( f(r) < \delta \) with \( \delta = f(3m) \), we have \( f'(r) \neq 0 \). Therefore, in the region \( f(r) < \delta = f(3m) \), \( H_{p_{h,z}} f = 0 \) is equivalent to \( H_{p_{h,z}} r = 0 \), which is given by

\[
\Delta_b (\xi_r - c'(r)z) - \chi((r^2 + a^2)z - a\xi_\varphi) = 0.
\]

Under the conditions that \( p_{h,z} = 0 \) and \( H_{p_{h,z}} f = 0 \), we calculate

\[
H_{p_{h,z}}^2 f = -2\rho_b^{-2} f'(r) \Delta_b H_{p_{h,z}} \xi_r = -\frac{2f'(r)}{\rho_b^2 \Delta_b} (a\xi_\varphi - (r^2 + a^2)z)(\frac{\partial \Delta_b}{\partial r} (a\xi_\varphi - (r^2 + a^2)z) + 4z\Delta_b).
\]

Next, we let

\[
A = a\xi_\varphi - (r^2 + a^2)z, \quad B = \xi_\varphi - a\sin^2 \theta z.
\]

Then we have \( z = -\rho_b^{-2}(A - aB) \) and

\[
H_{p_{h,z}}^2 f = -\frac{2f'(r)}{\rho_b^2 \Delta_b} A \left( \frac{\partial \Delta_b}{\partial r} A\rho_b^2 - 4r\Delta_b (A - aB) \right) = -\frac{2f'(r)}{\rho_b^2 \Delta_b} \left( \frac{\partial \Delta_b}{\partial r} A\rho_b^2 - 4r\Delta_b \right) A^2 + 4ar\Delta_b AB.
\]

Using \( p_{h,z} = 0 \) and \( H_{p_{h,z}} f = 0 \), we obtain

\[
p_{h,z} = -\rho_b^{-2} \left( -\frac{1}{\Delta_b} A^2 + \xi_\varphi^2 + \frac{B^2}{\sin^2 \theta} \right) = 0
\]

and thus

\[
A^2 \geq \Delta_b B^2 \quad \text{(5.4.22)}
\]

where we use the fact that \( B = \xi_\varphi = 0 \) when \( \sin \theta = 0 \). We also note that \( p_{h,z} = 0 \) and \( z \in \mathbb{R} \setminus 0 \) imply \( A \neq 0 \) since otherwise \( B = 0 \) and \( z = 0 \). We now calculate

\[
\left( \frac{\partial \Delta_b}{\partial r} A\rho_b^2 - 4r\Delta_b \right) A^2 + 4ar\Delta_b AB < -2r(r^2 - 3mr + (a^2 + 2Q^2))A^2 + 4|a|r\Delta_b|AB|
\]

\[
< -2r(r^2 - 3mr + (a^2 + 2Q^2))A^2 + 4mr\Delta_b^{1/2} A^2
\]

\[
< -2r(r^2 - 5mr + (a^2 + 2Q^2))A^2
\]
where we use $|a| < m$ and $A^2 \geq \Delta B^2$ in the second step and $\Delta < r^2$ for $r \geq r_b$ in the third step.

As a consequence, $H_{p_{h,z}}^2 f < 0$ when $r > 5m$.

We now assume that $r_b < r \leq 5m$ and $f(r) < \delta'$. Then we have

$$\Delta_b(r) = r^4 f(r) \leq (5m)^4 f(r) < (5m)^4 \delta'$$
$$\partial_r \Delta_b = 2r - 2m > 2\sqrt{m^2 - a^2 - Q^2}.$$ 

By choosing $\delta' > 0$ sufficiently small such that

$$2m\sqrt{m^2 - a^2 - Q^2} - 4(5m)^4 \delta' - 4m(5m)^2 \sqrt{\delta'} \geq 0,$$

we conclude that on $\{r_b < r \leq 5m\} \cap \{f(r) < \delta'\}$

$$r^5 f'(r) = r \partial_r \Delta_b - 4\Delta_b > 2m\sqrt{m^2 - a^2 - Q^2} - 4(5m)^4 \delta' \geq 0,$$

$$\left(\frac{\partial \Delta_b}{\partial r} - 4r \Delta_b\right) A^2 + 4ar \Delta_b AB \geq r^2 \left(\frac{\partial \Delta_b}{\partial r} - 4r \Delta_b - 4m \Delta_b^{1/2}\right) A^2$$
$$> m(2m\sqrt{m^2 - a^2 - Q^2} - 4(5m)^4 \delta' - 4m(5m)^2 \sqrt{\delta'}) A^2 \geq 0,$$

and thus $H_{p_{h,z}}^2 f < 0$. Then letting $\delta_0 = \min\{f(5m), \delta'\}$ finishes the proof. ☐

We now define the outgoing/incoming tails and the trapped set (see [38, Definition 2.1], [40, Definition 6.1]). Recall that

$$scH_{p_{h,z}}^{2,0} = \rho^{-1}(\xi)^{-1} scH_{p_{h,z}}, \quad \rho = r^{-1}.$$

**Definition 5.4.5.** Let $f$ be the function defined as in Proposition 5.4.4. Let $(r, \theta, \varphi, \xi) \in scT^\times X$ and $\phi(s) = \exp(scH_{p_{h,z}}^{2,0})(r, \theta, \varphi, \xi)$ be a maximally extended integral curve with domain of definition $I \subset \mathbb{R}$ on $\Sigma_h = \{(\xi)^{-2} p_{h,z} = 0\} \subset scT^\times X$. Let $s_- = \inf I, s_+ = \sup I$. We say that $\phi(s)$ is trapped as $s \to \pm \infty$, if there exists $\delta > 0$ and $T > 0$ such that $f(\phi(s)) > \delta$ for all $\pm s \geq T$ (as a consequence, $s_\pm = \pm \infty$). We define the incoming tail $\Gamma_-$ and the outgoing tail $\Gamma_+$ as

$$\Gamma_\pm = \{(r, \theta, \varphi, \xi) \in scT^\times X \mid \phi(s) = \exp(scH_{p_{h,z}}^{2,0})(r, \theta, \varphi, \xi) \text{ is trapped as } s \to \pm \infty\}.$$ 

Then we define the trapped set as $K := \Gamma_- \cap \Gamma_+$. 
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It follows from the definition that $\Gamma_{\pm}, K$ are invariant under the flow $\exp(s\mathcal{H}^{2,0}_{p_{h,z}})$. We next study the properties of $\Gamma_{\pm}$ and $K$. We need the following lemmas.

**Lemma 5.4.6.** For $z \in \mathbb{R} \setminus 0$, we have

$$\pm \langle \xi \rangle^{-1}H_{p_{h,z}}r > 0 \quad \text{on} \quad (\Sigma^\pm_h \cap \{r_- \leq r \leq r_b\}) \setminus L^\pm.$$  \hspace{1cm} (5.4.23)

**Proof.** We first consider the case $r_- \leq r < r_b$ and finite $\xi$. Since $\chi = 1, c'(r) = 0$ on $\{r_- \leq r < r_b\}$, we write $p_{h,z} = 0$ as

$$p_{h,z} = -\rho^2_b \left( \Delta \xi_r^2 - 2(r^2 + a^2)\xi_r z + 2a\xi_r \xi_\varphi + \tilde{p}_{h,z} \right) = 0 \quad \text{where} \quad \tilde{p}_{h,z} = \xi_\theta^2 + \frac{1}{\sin^2 \theta}(\xi_\varphi - a \sin^2 \theta z)^2.$$  

This is a quadratic equation in $\xi_r$ with positive discriminant on $\{r_- \leq r < r_b\}$ since $\Delta_h < 0$ there. As a consequence, it has two distinct roots $\xi_r^- < 0 < \xi_r^+$ and $\pm \partial_{\xi_r} p_{h,z} > 0$ at $\xi_r^\pm$. By Lemma 5.4.1, $\Sigma^\pm_h$ is characterized by the conditions $\pm g^{-1}(-zd\chi + \xi, dt) > 0$ (because $t_{b,*} = t\chi$ in the region $r_- \leq r \leq r_b$), that is, with $t = t\chi + b(r)$ (according to the definition of $t$ in (4.2.3), we see that $b'(r) \leq 0$ in the region $r_- \leq r \leq r_b$), we have

$$\pm \xi_r > \pm \frac{b'(r)((r^2 + a^2)z - a\xi_\varphi) + a(a \sin^2 \theta z - \xi_\varphi)}{r^2 + a^2 + b'(r)\Delta_h(r)}.$$  \hspace{1cm} (5.4.24)

If $g^{-1}(-zd\chi + \xi, dt) = 0$, then $-zd\chi + \xi$ is a nonzero spacelike vector and thus $p_{h,z}(\xi) = -g^{-1}(-zd\chi + \xi, -zd\chi + \xi) < 0$. That is, substituting the right-hand side of (5.4.24) into $p_{h,z}$ yields a negative number. Therefore,

$$(r, \theta, \varphi, \xi_r^\pm, \xi_\theta, \xi_\varphi) \in \Sigma^\pm_h \quad \text{and} \quad \pm \langle \xi \rangle^{-1}H_{p_{h,z}}r = \pm \langle \xi \rangle^{-1}\partial_{\xi} p_{h,z} > 0 \quad \text{at} \quad \xi_r^\pm.$$  

In case of fiber infinity $^\infty S^*\hat{X} \cap \{r_- \leq r < r_b\}$, using the coordinates (5.4.8), we write

$$\rho_\xi^2 p_{h,z} = -\rho_b^{-2} \left( \Delta_b \xi_r^2 + 2a\xi_r \xi_\varphi + \xi_\theta^2 + \frac{1}{\sin^2 \theta \xi_\varphi} \right)$$

and

$$\rho_\xi g^{-1}(-zd\chi + \xi, dt) = \rho_b^{-2} \left( (r^2 + a^2 + b'(r)\Delta_h(r))\xi_r + (a(1 + b'(r))\xi_\varphi \right).$$

Then the proof proceeds as in the finite $\xi$ case.
It remains to consider the case \( r = r_b \) where \( \Delta_b = 0 \). For finite \( \xi \), we write
\[
p_{h,z} = -\rho_b^{-2} \left( -2(r^2 + a^2)\xi_z + 2a\xi \xi \psi + \hat{p}_{h,z} \right) = 0 \quad \text{where} \quad \hat{p}_{h,z} = \xi^2 + \frac{1}{\sin^2 \theta} (\xi \psi - a \sin^2 \theta \xi)^2.
\]
Since \( a\xi \psi - (r^2 + a^2)z \neq 0 \) on \( \Sigma_h \) (otherwise \( a^2 \sin^2 \theta = r^2 + a^2 \) at \( r_b \), which is impossible), the right-hand side of \( p_{h,z} \) is a linear equation in \( \xi \), with nonzero leading coefficient and thus has only one root. Again, by Lemma 5.4.1, \( \Sigma_{h_b} \) is characterized by the conditions \( \pm g^{-1}(-z dt_x + \xi, dt) > 0 \), i.e.,
\[
\pm \xi > \pm \left( \frac{a(1 + b'(r))\xi \psi + z(a^2 \sin^2 \theta + (r^2 + a^2)b'(r))}{r^2 + a^2} \right).
\] (5.4.25)

Similarly, substituting the right-hand side of (5.4.25) into \( p_{h,z} \) yields a negative number. Therefore, we have either
\[
(r, \theta, \varphi, \xi, \psi) \in \Sigma_h^+ \quad \text{and} \quad \langle \xi \rangle^{-1} H_{p_{h,z}} r = \langle \xi \rangle^{-1} \partial_{\xi} p_{h,z} > 0 \quad \text{at} \quad \xi_r,
\]
or
\[
(r, \theta, \varphi, \xi, \psi) \in \Sigma_h^- \quad \text{and} \quad \langle \xi \rangle^{-1} H_{p_{h,z}} r = \langle \xi \rangle^{-1} \partial_{\xi} p_{h,z} < 0 \quad \text{at} \quad \xi_r.
\]

In case of fiber infinity \( \{ r = r_b \} \), using the coordinates (5.4.8), we write
\[
\rho_b^2 p_{h,z} = -\rho_b^{-2} \left( 2a\xi \psi \xi \psi + \xi^2 + \frac{1}{\sin^2 \theta} \xi \psi \psi \right).
\]
Since \( \hat{\xi} \psi \neq 0 \) on \( \{ \langle \xi \rangle^{-2} p_{h,z} = 0, r = r_b \} \cap \{ r = r_b \} \) \( \Sigma_h \), the right-hand side of \( \rho_b p_{h,z} \) is a linear equation in \( \xi \), with nonzero leading coefficient and thus has only one root. Then the proof proceeds as in the finite \( \xi \) case. \( \square \)

**Lemma 5.4.7.** Let \( z \in \mathbb{R} \setminus 0 \). Let \( \delta_0 > 0 \) and \( f(r) \) be defined as in Proposition 5.4.4. Let \( (r, \theta, \varphi, \xi) \in \{ r = r_b \} \) \( \cap \{ \langle \xi \rangle^{-2} p_{h,z} = 0 \} \) \( L_{\pm} \) (i.e., \( \phi(s) \) is assumed to be a maximally extended flow on \( \Sigma_h \)).

1. If \( f(\phi)(s_0) < \delta_0 \) and \( \pm \partial_s f(\phi(s)) \leq 0 \) for some \( \pm s_0 \geq 0 \), then \( f(\phi(s)) < \delta_0 \) and \( \pm \partial_s f(\phi(s)) < 0 \) for \( \pm s > s_0 \) and \( \phi(s) \) is not trapped as \( \pm s \to \infty \).

2. If \( \phi(s) \) is not trapped as \( \pm s \to \infty \), then either \( f(\phi(s)) < \delta_0 \) and \( \pm \partial_s f(\phi(s)) \leq 0 \) for all sufficiently large \( \pm s \), or \( \phi(s) \to L_\pm \) (i.e., \( f(s) \to 0 \)) as \( \pm s \to \infty \).
Moreover,

(3) If \( \phi(s) \) is not trapped as \( s \to \infty \), then for \( \phi(s) \in \Sigma_h^- \), \( \phi(s) \) crosses \( \partial_- X \) into the inward direction of decreasing \( r \) at some finite time \( s_0 < \infty \) or \( \rho(\phi(s)) \to 0 \) as \( s \to \infty \), while for \( \phi(s) \in \Sigma_h^+ \), \( \phi(s) \to L_+ \) or \( \rho(\phi(s)) \to 0 \) as \( s \to \infty \).

(4) If \( \phi(s) \) is not trapped as \( s \to -\infty \), then for \( \phi(s) \in \Sigma_h^- \), \( \phi(s) \to L_- \) or \( \rho(\phi(s)) \to 0 \) as \( s \to -\infty \), while for \( \phi(s) \in \Sigma_h^+ \), \( \phi(s) \) crosses \( \partial_- X \) into the inward direction of decreasing \( r \) at some finite time \( s_0 > -\infty \) or \( \rho(\phi(s)) \to 0 \) as \( s \to -\infty \).

Proof. We only prove the case \( \partial_s f(\phi(s)) \leq 0 \) as the other case \( -\partial_s f(\phi(s)) \leq 0 \) can be handled similarly. We put

\[
 f(s) = f(\phi(s)), \quad \dot{f}(s) = \partial_s f(\phi(s)) = \frac{\kappa H_{p_0,z}^2}{f(\phi(s))}, \quad \ddot{f}(s) = \partial_s^2 f(\phi(s)) = \left(\frac{\kappa H_{p_0,z}^2}{f(\phi(s))}\right)^2. 
\]

Let \( s > s_0 \). If \( f(s) \) attains its minimum of on the interval \( [s_0, s] \) at some point \( s_1 \in (s_0, s) \), then

\[
 f(s_1) < \delta_0, \quad \dot{f}(s_1) = 0, \quad \ddot{f}(s_1) \geq 0,
\]

which contradicts (5.4.21). If \( f(s) \) attains its minimum value at \( s_0 \), then \( \dot{f}(s_0) \geq 0 \), and thus \( \dot{f}(s_0) = 0 \). Again, it follows from (5.4.21) that \( s_0 \) is a strict local maximum point, which is a contradiction. Therefore, \( f(s) \) must attain its minimum value at \( s \) and \( \dot{f}(s) < 0 \) (otherwise \( \dot{f}(s) = 0 \) and then by (5.4.21), \( s \) is a strict local maximum point, which is a contradiction), showing that

\[
 f(s) < \delta_0, \quad \dot{f}(s) < 0 \quad \text{for all} \quad s > s_0.
\]

Suppose \( \phi(s) \) is trapped as \( s \to \infty \). Then there exists \( \delta > 0 \) and \( T > 0 \) such that \( f(s) > \delta \) for all \( s \geq T \). Since \( \{f(r) \geq \delta \} \cap \overline{\mathcal{T}X} \) is a compact set, we can take a sequence \( s_j \to \infty \) such that \( \phi(s_j) \) converges to some \( (r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty) \in \{\delta \leq f(r) \leq f(s_0) < \delta_0\} \). Since \( f(s) \) is non increasing and bounded for all \( s \geq s_0 \), \( \lim_{s \to \infty} f(s) \) exists. Since \( \dot{f}(s), \ddot{f}(s) \) are bounded for all \( s \geq \max\{s_0, T\} \), by Barbálat’s Lemma [8], we have \( \frac{\kappa H_{p_0,z}^2}{f(r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty)} = \left(\frac{\kappa H_{p_0,z}^2}{f(r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty)}\right)^2 = 0 \).

This contradicts (5.4.21).

We now prove the statement (2), (3) and (4). We only prove the case \( \phi(s) \) is not trapped as \( s \to \infty \) in detail as the other case can be handled similarly. If \( \phi(s) \in \{f(r) \leq 0\} \) for all \( s \geq 0 \),
then \( \phi(s) \subset \{ r_\leq r \leq r_b \} \) since \( \phi(0) \notin \partial_+ \mathcal{X} \). For the case \( \phi(s) \subset \Sigma_h^- \), since \( \phi(0) \notin L_- \), it follows from Lemma 5.4.6 that \( \phi(s) \) crosses \( \partial_- \mathcal{X} \) into the inward direction of decreasing \( r \) at finite time and thus there must exist \( s_0 > 0 \) such that \( f(s_0) < \delta_0, \dot{f}(s_0) < 0 \). Proceeding as in the proof of (1), we see that \( f(s) < \delta_0, \dot{f}(s) \leq 0 \) for all \( s \geq s_0 \). While for the case \( \phi(s) \subset \Sigma_h^+ \), we claim that \( \phi(s) \to L_+ \) as \( s \to \infty \). Otherwise, there exists a sufficiently small neighborhood \( U_+ \) of \( L_+ \) such that \( \phi(s) \subset \Sigma_h^+ \setminus U_+ \) for all \( s > 0 \). By Lemma 5.4.6, there exists \( \delta > 0 \) such that

\[
\langle \xi \rangle^{-1} H_{ph,x} r \geq \delta \quad \text{on} \quad (\Sigma_h^+ \cap \{ r_\leq r \leq r_b + \delta \}) \setminus U_+ \tag{5.4.26}
\]

(Otherwise, if (5.4.26) does not hold for any positive \( \delta \), then we can find a sequence \( \{(r_j, \theta_j, \varphi_j, \xi_j)\} \) such that \( r_\leq r_j \leq r_b + \frac{1}{j} \) and \( \langle \xi \rangle^{-1} H_{ph,x} r((r_j, \theta_j, \varphi_j, \xi_j)) < \frac{1}{j} \). Let \( j \to \infty \), and then we obtain a limit point

\[
(r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty) \in (\Sigma_h^+ \cap \{ r_\leq r_\leq r_b \}) \setminus L_+
\]

such that \( \langle \xi \rangle^{-1} H_{ph,x} r((r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty)) \leq 0 \), which contradicts Lemma 5.4.6). It follows from (5.4.26) that \( \phi(s) \subset \{ r \geq r_b + \delta \} \) for all large enough \( s \), which contradicts the assumption that \( \phi(s) \subset \{ r_\leq r \leq r_b \} \).

On the other hand, suppose there exists \( s_0 \geq 0 \) such that \( f(s_0) > 0 \). Since \( \phi(s) \) is not trapped as \( s \to \infty \), we can find \( s_2 > s_1 > 0 \) such that \( f(s_2) < f(s_1) < \delta_0 \). Then arguing as in the proof of (1), we see that \( f(s) \) attains its minimum value on in the interval \([s_1, s_2]\) at the point \( s_2 \), and thus \( \dot{f}(s_2) \leq 0 \). Proceeding again as in the proof of (1), we see that \( f(s) < \delta_0, \dot{f}(s) \leq 0 \) for all \( s \geq s_2 \).

Also, since \( \phi(s) \) is not trapped as \( s \to \infty \), it follows that either \( \rho(\phi(s)) \to 0 \) as \( s \to \infty \), or \( \phi(s) \) enters the region \( \{ r \leq r_b + \delta \} \) for any \( \delta > 0 \) in finite time. Using (5.4.26), we find that \( \phi(s) \to L_+ \) as \( s \to \infty \) if \( \phi(s) \subset \Sigma_h^+ \). If \( \phi(s) \subset \Sigma_h^- \), suppose that \( \phi(s) \) never crosses \( \partial_- \mathcal{X} \) for \( s \geq 0 \). Then \( \phi(s) \) is well defined for all \( s \geq 0 \). Since \( (\rho, \theta, \varphi, \xi) \notin L_- \), then there exists a neighborhood \( V_- \) of \( L_- \) such that \( (\rho, \theta, \varphi, \xi) \notin V_- \). Since \( L_- \) is a radial source, there exists a neighborhood \( U_- \) of \( L_- \) and \( T > 0 \) such that

\[
\phi(s)(U_-) \subset V_- \quad \text{for all} \quad s \leq -T.
\]

Since \( (\rho, \theta, \varphi, \xi) \notin V_- \), it follows that \( \phi(s) \notin U_- \) for all \( s \geq T \). Proceeding as in the proof of (5.4.26)
yields
\[ -\langle \xi \rangle_0^{-1} H_{p_h, r} \geq \delta \quad \text{on} \quad (\Sigma_h \cap \{r_- \leq r \leq r_b + \delta\}) \setminus U_- \]
for some \( \delta > 0 \). This forces \( r(\phi(s)) > r_b + \delta \) for all \( s > T \) and thus \( \rho(\phi(s)) \to 0 \) as \( s \to \infty \). \( \qed \)

According to Lemma 5.4.7, it is clear that \( K \subset \{ f(r) \geq \delta_0 \} \subset \{ r > r_b \} \). Therefore, we now restrict our analysis in the region \( r > r_b \). Recall the calculation in the proof of Proposition 5.4.4

\[ \Delta_b > 0, \ H_{p_h, r} = 0 \implies H^2_{p_h, r} = 2\rho_b^{-4} \Delta_b \partial_r \left( \frac{(a\xi \varphi - (r^2 + a^2)z)^2}{\Delta_b(r)} \right) \]

We define

\[ F(r) := \frac{(a\xi \varphi - (r^2 + a^2)z)^2}{\Delta_b(r)}. \] (5.4.27)

The key property of \( F(r) \) is given by

**Proposition 5.4.8.** Let \( z \in \mathbb{R} \setminus 0 \). For each \( r \in (r_b, \infty) \), we have

\[ p_{h, r} = 0, \ \partial_r F(r) = 0 \implies \partial_r^2 F(r) > 0. \] (5.4.28)

Moreover, for each fixed \( \xi \varphi \), there exists a unique \( r_{\xi \varphi} \in (r_b, \infty) \) such that \( \partial_r F(r_{\xi \varphi}) = 0 \).

**Proof.** Since \( p_{h, r} = 0 \), by the discussion around (5.4.22), we see that \( a\xi \varphi - (r^2 + a^2)z \neq 0 \). Then

\[ \partial_r F(r) = -\left( \frac{a\xi \varphi - (r^2 + a^2)z}{\Delta_b^2} \left( \frac{\partial \Delta_b}{\partial r}(a\xi \varphi - (r^2 + a^2)z) + 4zr\Delta_b \right) \right) = 0 \]

implies

\[ \partial_r^2 F(r) = -\left( \frac{a\xi \varphi - (r^2 + a^2)z}{\Delta_b^2} \left( \frac{\partial^2 \Delta_b}{\partial r^2}(a\xi \varphi - (r^2 + a^2)z) + 2zr\frac{\partial \Delta_b}{\partial r} + 4z\Delta_b \right) \right) = -\frac{8z^2}{\Delta_b(\partial_r \Delta_b)^2} \left( 2\frac{\partial^2 \Delta_b}{\partial r^2} r\Delta_b - r(\partial_r \Delta_b)^2 - 2\Delta_b \partial_r \Delta_b \right) \]

\[ = \frac{32z^2}{\Delta_b(\partial_r \Delta_b)^2} \left( r^3 - 3mr^2 + 3m^2r - m(a^2 + Q^2) \right) > 0 \quad \text{on} \quad r_b < r < \infty. \]

Since \( F(r) \to \infty \) as \( r \to r_b \) and \( r \to \infty \), \( F(r) \) must attains its global minimum value at \( r_{\xi \varphi} \in (r_b, \infty) \) and \( \partial_r F(r_{\xi \varphi}) = 0 \). Moreover, the existence of the critical point of \( F \) is unique (otherwise, suppose that there are two points \( r_1, r_2 \in (r_b, \infty) \) with \( r_1 < r_2 \) such that \( \partial_r F(r_1) = \partial_r F(r_2) = 0 \). Then let

\[ D = \{ r_1 < r < r_2 \mid \partial_r F(r) > 0 \}. \] Since \( \partial_r F(r_1) = 0, \partial_r^2 F(r_1) > 0 \), it follows that \( D \) is nonempty
and we let \( d := \sup D \). Since \( \partial_r F(r_2) = 0, \partial_r^2 F(r_2) > 0 \), we see that \( d \in (r_1, r_2) \). By continuity, we have \( \partial_r F(d) = 0 \). By the definition of \( d \), we have \( \partial_r^2 F(d) \leq 0 \), which is a contradiction. \( \square \)

Let \((r^0, \theta^0, \varphi^0, \xi^0) \in \Sigma_h \) and \((r(s), \theta(s), \varphi(s), \xi(s)) = \exp(sH_{p_{h,z}})(r^0, \theta^0, \varphi^0, \xi^0)) \). Then we define

\[
\Phi^0(r) := \Phi(r; \theta^0, \varphi^0, \xi^0, \xi^0) = F(r; \xi^0) - p_{h,z}((\theta^0, \varphi^0, \xi^0, \xi^0)).
\] (5.4.29)

Since \( \bar{p}_{h,z} \) and \( \xi_\varphi \) are constants along the Hamiltonian flows \( \exp(sH_{p_{h,z}}) \) on \( \Sigma_h \), it follows that \((r(s), \xi_r(s)) \) is a Hamiltonian flow trajectory of

\[
H^0(r, \xi_r) := \Delta_b(\xi_r - z c'(r) + \frac{\chi(a_\xi^0 - (r^2 + a^2)z)}{\Delta_b})^2 - \Phi^0(r)
\]

In particular, \((r(s), \xi_r(s))\) solves the equation \( H^0(r, \xi_r) = 0 \).

**Proposition 5.4.9.** In the region \( r > r_b \), the outgoing tail \( \Gamma^+ \) and incoming tail \( \Gamma^- \) are given by

\[
\Gamma^\pm = \{(r, \theta, \varphi, \xi)|_{p_{h,z}} = 0, \ \xi_r - z c'(r) + \frac{\chi(a_\xi^0 - (r^2 + a^2)z)}{\Delta_b} = -\text{sgn}(r - r_{\xi_\varphi}) \sqrt{\Phi(r; \theta, \varphi, \xi_\theta, \xi_\varphi)} \}
\] (5.4.30)

where

\[
\Phi(r; \theta, \varphi, \xi_\theta, \xi_\varphi) = F(r; \xi_\varphi) - p_{h,z}(\theta, \varphi, \xi_\theta, \xi_\varphi)
\]

and \( r_{\xi_\varphi} \) is the only solution to the equations \( \Phi(r; \theta, \varphi, \xi_\theta, \xi_\varphi) = 0 \) and \( \partial_r \Phi(r; \theta, \varphi, \xi_\theta, \xi_\varphi) = 0 \). Moreover, \( \Gamma^\pm \) are smooth codimension 1 submanifolds of \( \Sigma_h \) intersecting transversely, and their intersection is the trapped set

\[
K = \{(r, \theta, \varphi, \xi)|_{p_{h,z}} = 0, \ r = r_{\xi_\varphi}, \ \xi_r - z c'(r) + \frac{\chi(a_\xi^0 - (r^2 + a^2)z)}{\Delta_b} = 0 \},
\] (5.4.31)

which is a smooth codimension 2 submanifold of \( \Sigma_h \).

**Proof.** Let \((r^0, \theta^0, \varphi^0, \xi^0) \in \Sigma_h \) and \((r(s), \theta(s), \varphi(s), \xi(s)) = \exp(sH_{p_{h,z}})(r^0, \theta^0, \varphi^0, \xi^0)) \). By Proposition 5.4.8, \( \partial_r \Phi^0(r_{\xi_\varphi}) = 0 \). If \( \Phi^0(r_{\xi_\varphi}) \neq 0 \), we have \( |\Phi^0(r(s))| + |\partial_r \Phi^0(r(s))| > 0 \). Suppose that \((r(s), \theta(s), \varphi(s), \xi(s)) \) is trapped as \( s \to \infty \). Since \((r(s), \xi_r(s)) \) solves the equation \( H^0(r, \xi_r) = 0 \), arguing as in the proof of the statement (1) of Lemma 5.4.7, we can find a sequence \( s_j \to \infty \) such that \((r(s_j), \xi_r(s_j)) \) converges to some \((r_\infty, \xi_r(\infty)) \) which satisfies \( H^0(r_\infty, \xi_r(\infty)) = 0, H_{H^0 r}(r_\infty, \xi_r(\infty)) = 0 \).
\[ H^0 \xi_r((r_\infty, (\xi_r)_{\infty})) = 0. \] This contradicts the fact that the Hamiltonian vector field associated to \( H^0 \) is nonzero on the set \( H^0 = 0. \) This proves that \((r(s), \theta(s), \varphi(s), \xi(s))\) is not trapped as \( s \to \infty. \)

Similarly, \((r(s), \theta(s), \varphi(s), \xi(s))\) escapes as \( s \to -\infty\) as well. As a result, \((r^0, \theta^0, \varphi^0, \xi^0) \notin \Gamma^\pm.\)

On the other hand, we consider the case \( \Phi^0(r_{\xi^0}) = 0. \) We note that the set of solutions to the equation \( H^0(r, \xi) = 0 \) is given by the union \( \Gamma^{+, 0} \cup \Gamma^{-, 0} \) where
\[
\Gamma^{+, 0} = \left\{ r, \xi \mid \frac{\chi(a\xi - (r^2 + a^2)\xi)}{\Delta_b} = \pm \text{sgn}(r - r_{\xi^0}) \sqrt{\Phi(r; \theta^0, \varphi^0, \xi^0, \xi^0)} \right\},
\]
First, \((r^0, \theta^0, \varphi^0, \xi^0) \in \Sigma_h\) is equivalent to \( H^0(r^0, \xi^0) = 0, \) i.e., \((r^0, \theta^0, \varphi^0, \xi^0) \in \Sigma_h\) implies \((r^0, \xi^0) \in \Gamma^{+, 0} \cup \Gamma^{-, 0}. \) Next, if \((r^0, \xi^0) \in \Gamma^{+, 0}, \) we see that \((r(s), \theta(s), \varphi(s), \xi(s))\) is trapped as \( s \to \pm \infty. \)

Therefore, we conclude that \((r(s), \theta(s), \varphi(s), \xi(s))\) is trapped as \( s \to \pm \infty\) if and only if \((r^0, \xi^0) \in \Gamma^{+, 0}. \)

Then we obtain
\[
K = \Gamma^+ \cap \Gamma^- = \left\{ (r, \theta, \varphi, \xi) \mid \partial_{\xi, r} = 0, \quad \xi_r - zc'(r) + \frac{\chi(a\xi - (r^2 + a^2)\xi)}{\Delta_b} = 0 \right\}
\]
\[
= \left\{ (r, \theta, \varphi, \xi) \mid \partial_{\xi, r} = 0, \quad \partial_r F = 0, \quad H_{\xi, r} = 0 \right\}.
\]
We note that \( d(H_{\xi, r}) \in \{dr, d\xi_r, d\xi_r\} \) and the coefficient of \( d\xi_r \) is 1. In view of \((5.4.28), d(\partial_r F) \in \{dr, d\xi_r\} \) and the coefficient of \( dr \) is positive on \( K. \) Since \( H_{\xi, r} = 0 \) and \( \partial_r F = 0 \) imply \( \partial_r, p_{h, z} = 0 \) and \( \partial_r p_{h, z} = 0 \) respectively on \( K, \) we have \( dp_{h, z} \in \{d\theta, d\xi_\theta, d\xi_\varphi\}. \)

Therefore, \( dp_{h, z}, d(\partial_r F) \) and \( d(H_{\xi, r}) \) are linearly independent on \( K \) and \( K \) is a smooth codimension 2 submanifold of \( \Sigma_h. \)

For any \((r^0, \theta^0, \varphi^0, \xi^0) \in K, \) since \( \Phi^0(r) = \frac{1}{2} |\partial^2_r \Phi^0(r_{\xi^0})|(r - r_{\xi^0})^2 + O((r - r_{\xi^0})^3), \) the defining functions of \( \Gamma^{+, 0} \) are smooth functions in \( r, \xi_r \) and thus \( \Gamma^{+, 0} \) is a smooth codimension 1 submanifold of \( T^*(r_b, \infty). \)

If \((r, \theta, \varphi, \xi) \in \Gamma^\pm, \) then its projection onto \((\theta, \varphi, \xi_\theta, \xi_\varphi)\) must lie in the set of projection of \( K \) onto \((\theta, \varphi, \xi_\theta, \xi_\varphi). \) Therefore, \( \Gamma^\pm \) are smooth codimension 1 submanifolds of \( \Sigma_h \) intersecting transversely at \( K. \)

Since \( TK \) is in the kernel of \( d(H_{\xi, r}) \) and \( d(\partial_r F), \) we see that the symplectic complement of \( TK \) in \( \Sigma_h \) is \( (TK)^\perp = \{H_{\xi, r}, H_{\partial_r F}\}. \) By a direct calculation, we see that \( H_{\partial_r F}(H_{\xi, r}) = -2\Delta_b \partial_r^2 F \neq 0 \) on \( K, \) which implies \( TK \cap (TK)^\perp = 0 \) and thus \( K \) is symplectic. Now we verify that the trapped set \( K \) is normally hyperbolic whose definition will be given below (see \([40, \S 6.3]).\)
Definition 5.4.10. Let $K$ be given as above, i.e., $K$ is symplectic. Let $\phi_s = \exp(sH_{p_{h,z}}) : \ast T^* X \to \ast T^* X$ be the Hamiltonian flow and $\varphi_\pm$ be the defining functions of $\Gamma^\pm$. We say $K$ is normally hyperbolic if there exist $C, \nu > 0$ such that for all $(r, \theta, \varphi, \xi) \in K$

$$\frac{d(\varphi_\pm \circ \phi_{\pm s})(r, \theta, \varphi, \xi)}{d\varphi_\pm(r, \theta, \varphi, \xi)} \leq C e^{-\nu s}, \quad s \geq 0$$

(5.4.32)

Define the minimal expansion rate $\nu_{\min} > 0$ as the supremum of all values of $\nu$ for which there exists a constant $C$ such that (5.4.32) holds.

Proposition 5.4.11. Let $K$ be defined as in (5.4.31). Then $K$ is normally hyperbolic.

Proof. It suffices to prove that the minimal expansion $\nu_{\min}$ rate defined above is positive. By (5.4.30), we have

$$\Gamma^\pm = \{ \varphi_\pm = \xi_r - z c'(r) + \frac{\chi(a\xi - (r^2 + a^2)z)}{\Delta_b} \pm \text{sgn}(r - r_{\xi_r}) \sqrt{\frac{\Phi(r; \theta, \varphi, \xi_\theta)}{\Delta_b}} = 0 \}$$

where $(\theta, \varphi, \xi_\theta, \xi_\varphi) \in K$. That is $\varphi_\pm$ are defining function of $\Gamma^\pm$. Since $p_{h,z} = \rho_b^{-2}\Delta_b\varphi_+\varphi_-$, it follows that

$$H_{p_{h,z}} \varphi_\pm = \pm \rho_b^{-2}\Delta_b (H_{p_+} \varphi_-) \varphi_\pm + (H_{p_-^2\Delta_b} \varphi_\pm) \varphi_\mp := \mp \nu_{\pm} \varphi_{\pm}$$

and $\nu_+|_K = \nu_-|_K = \rho_b^{-2}\Delta_b (H_{p_+} \varphi_-)|_K = \nu$. Since

$$\partial_{\xi_r} (H_{p_{h,z}} \varphi_\pm) = \partial_{\xi_r} (\mp \nu_{\pm} \varphi_{\pm}) = \mp (\partial_{\xi_r} \nu_{\pm}) \varphi_{\pm} + \nu_{\pm},$$

using Proposition 5.4.8 we find that

$$\nu = -\partial_{\xi_r} (H_{p_{h,z}} \varphi_+)|_K = \rho_b^{-2} \sqrt{2\Delta_b \partial_{\xi_r}^2 F(r_{\varphi_+})} > 0.$$ 

For $(r, \theta, \varphi, \xi) \in K$, we calculate

$$\partial_s d(\varphi_\pm \circ \phi_{\pm s}) = \mp d((\nu_{\pm} \varphi_\pm) \circ \phi_{\pm s}) = \mp (\nu_{\pm} \circ \phi_{\pm s}) d(\varphi_\pm \circ \phi_{\pm s}).$$

Therefore, for all $T > 0$ and $(r, \theta, \varphi, \xi) \in K$, we have

$$\frac{d(\varphi_\pm \circ \phi_{\pm T})(r, \theta, \varphi, \xi)}{d\varphi_\pm(r, \theta, \varphi, \xi)} = e^{-\nu_T^\pm}, \quad (\nu_T^\pm) = \frac{1}{T} \int_0^T \nu \circ \phi_{\pm s}(r, \theta, \varphi, \xi) ds.$$
As a result, the minimal expansion rate is given by

\[ \nu_{\text{min}} = \min \{ \liminf_{T \to \infty} \inf_{(r,\theta,\varphi,\xi) \in K} \nu_T^+, \liminf_{T \to \infty} \inf_{(r,\theta,\varphi,\xi) \in K} \nu_T^- \} > 0. \] (5.4.33)

Finally, we further determine the position of the tapped set \( K \).

**Lemma 5.4.12.** For \( z \in \mathbb{R} \setminus 0 \), let \( \Sigma_h^\pm \) be defined as in Lemma 5.4.1. Then \( K \subset \Sigma_h^\pm \) for \( \pm z > 0 \).

Moreover, \( \Gamma^+ \cup \Gamma^- \subset \Sigma_h^\pm \) for \( \pm z > 0 \).

**Proof.** First, according to (5.4.7) in Lemma 5.4.1, we have

\[ \Sigma_h^\pm \subset \{ r \geq r_- | \Delta_b \leq a^2 \sin^2 \theta \} \subset \{ r_- \leq r \leq m + \sqrt{m^2 - Q^2} \} \text{ for } \pm z > 0 \]

and thus

\[ K \cap \{ r > m + \sqrt{m^2 - Q^2} \} \subset \Sigma_h^\pm \text{ for } \pm z > 0. \]

Since \( c'(r) = 0, \chi = 1 \) on \( r_- \leq r \leq m + \sqrt{m^2 - Q^2} \), then for

\[ (r, \theta, \varphi, \xi) \in K \cap \{ r_- \leq r \leq m + \sqrt{m^2 - Q^2} \} = K \cap \{ r_b \leq r \leq m + \sqrt{m^2 - Q^2} \}, \]

we have

\[ a\xi - (r^2 + a^2)z = -\frac{4zr\Delta_b}{\partial_r \Delta_b} \text{ and } \xi = \frac{4zr}{\delta \partial_r \Delta_b}, \]

and thus

\[ \pm g^{-1}(-zd_t b, + \xi, dt) = \pm \rho_b^{-2} \left( \xi_r(r^2 + a^2 + b'(r)\Delta_b) + b'(r)(a\xi - (r^2 + a^2)z) + (a\xi - a^2 \sin^2 \theta z) \right) \]

\[ = \pm \frac{4zr}{\rho_b^2 \partial_r \Delta_b} \left( r^2 + a^2 - \Delta_b \right) \pm z = \pm \frac{4zr}{\rho_b^2 \partial_r \Delta_b} \left( 2mr - Q^2 \right) \pm z > 0 \text{ for } \pm z > 0. \]

This implies that

\[ K \cap \{ r_- \leq r \leq m + \sqrt{m^2 - Q^2} \} \subset \Sigma_h^\pm \text{ for } \pm z > 0, \]

and thus proves \( K \subset \Sigma_h^\pm \) for \( \pm z > 0 \).

In order to prove \( \Gamma^+ \cup \Gamma^- \subset \Sigma_h^\pm \) for \( \pm z > 0 \), it suffices to show that if \( (r, \theta, \varphi, \xi) \in \Gamma^\pm \), then

\[ \phi(s) = \exp(s\gamma \gamma_{2,0}^2)(r, \theta, \varphi, \xi) \to K \text{ as } s \to \mp \infty. \]

We only prove the case of \( (r, \theta, \varphi, \xi) \in \Gamma^- \) as the
other case can be handled in a similar manner. Suppose that \( \phi(s) \to K \) as \( s \to \infty \). Then there exists a sequence \( s_j \to \infty \) and a neighborhood \( U \) of \( K \) such that \( \phi(s_j) \notin U \) for all \( j \). Since \( \phi(s) \) is trapped as \( s \to \infty \) (i.e., there exist \( \delta, T > 0 \) such that \( f(\phi(s)) > \delta \) for all \( s > T \)), passing to a subsequence we have

\[
\phi(s_j) \to (r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty) \quad \text{for some} \quad (r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty) \notin K = \Gamma^+ \cap \Gamma^-.
\]

By Lemma 5.4.7, we find that \( \Gamma^- \) is closed and thus \( (r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty) \notin \Gamma^+ \), which means that \( \phi(s) \) is not trapped as \( s \to -\infty \). Then there exists \( T_1 > 0 \) such that \( f(\phi_\infty(-T_1)) < \delta \) where \( \phi_\infty(s) = \exp(s \scH^{2,0})\phi_\infty(s) \). Since \( \phi(s_j) \to (r_\infty, \theta_\infty, \varphi_\infty, \xi_\infty) \), it follows that

\[
\exp(-T_1 \scH^{2,0})\phi(s_j) \to \phi_\infty(-T_1).
\]

Therefore, \( f(\phi(s_j - T_1)) < \delta \) for all sufficiently large \( j \). But this contradicts the fact that \( \phi(s) \) is trapped as \( s \to \infty \).

\[ \square \]

### 5.4.5 Global dynamics of the Hamiltonian flow

Now we shall analyze the global behavior of the flow of \( \scH^{2,0}_{p_{h,z}} := \rho^{-1}\langle \xi \rangle^{-1} \scH_{p_{h,z}} \) on the semiclassical characteristic set \( \Sigma_h = \{ \langle \xi \rangle^{-2}p_{h,z} = 0 \} \). We need the following technical lemma.

**Lemma 5.4.13.** For \( z \in \mathbb{R} \setminus 0 \), let \( (\rho, \theta, \varphi, \xi) \in \Sigma_h \) and we put \( \phi(s) = \exp(s \scH^{2,0})\phi_\infty(\rho, \theta, \varphi, \xi) \). If \( \rho(\phi(s)) \to 0 \) as \( s \to \pm \infty \), then one has

\[
\phi(s) \to R\left(\frac{z}{2} \pm \frac{|z|}{2}\right) = \{ \rho = 0, \xi = (z \pm |z|) \frac{d\rho}{\rho^2} \} \quad \text{as} \quad s \to \pm \infty.
\]

**Proof.** Recall that

\[
\langle \xi \rangle^{\scH^{2,0}_{p_{h,z}}} = (-2\xi_{\rho} + 2z)\rho \partial_{\rho} + 2\rho \partial_{\xi_{\rho}} + (-2\xi_{\rho} + 2z) \sum_{\mu=\theta,\varphi} \xi_{\mu} \partial_{\xi_{\mu}} - H_{p} + \rho V, \quad V \in \mathcal{V}_h(\langle \xi \rangle^{T\ast X}).
\]

Since \( p_{h,z} = 0 \) along the integral curves of \( \scH^{2,0}_{p_{h,z}} \), we calculate

\[
\langle \xi \rangle^{\scH^{2,0}_{p_{h,z}}} \left( \frac{\xi_{\rho} - z}{\rho} \right) = \langle \xi \rangle \frac{2(\xi_{\rho} - z)^2 + 2\rho + \rho a_1}{\rho} = \langle \xi \rangle \frac{z^2 + \rho a_2}{\rho}, \quad a_1, a_2 \in \mathcal{A}_0(X).
\]
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Since \( \rho(\phi(s)) \to 0 \) as \( s \to \pm \infty \), then for any \( \epsilon > 0 \), there exists \( T > 0 \) such that \( \rho(\phi(s)) < \epsilon \) for all \( \pm s > T \). Picking \( \epsilon \) sufficiently small, we see that \( s^c H^{2,0}_{ph,z} \left( \frac{\xi - z}{\rho} \right) \geq c_1 > 0 \) for all \( \pm s > T \). This implies that \( (\xi_\rho - z)/\rho \to \pm \infty \) as \( s \to \pm \infty \); in particular \( \pm (\xi_\rho - z) \geq 0 \) for all \( \pm s > T_1 \) where \( T_1 > 0 \) is a sufficiently large constant.

According to Lemma 5.4.3, there exist neighborhoods \( V^e_{\pm} = \{(\xi_\rho - (z \pm (\text{sgn } z)z))^2 + \bar{p} + \rho^2 \leq \epsilon' \} \) of \( R(\frac{z}{2} \pm \frac{|z|}{T}) \) such that once \( \phi(s) \) enters \( V^e_{\pm} \) at some time \( s_0 > 0 \), it will converge to \( R(\frac{z}{2} \pm \frac{|z|}{T}) \) as \( s \to \infty \). Suppose that \( \phi(s) \notin V^e_{\pm} \) for all \( \pm s \geq 0 \). Since \( p_{h,z} = 0 \) along the integral curves of \( s^c H^{2,0}_{ph,z} \), it follows that

\[
|\xi_\rho - z| \leq \delta_1 \quad \bar{p} > \delta_2 \quad \text{for all} \quad \pm s > T_2
\]

for some \( \delta_1, \delta_2 > 0, T_2 > T_1 \). Then for all \( \pm s > T_2 \), we have

\[
s^c H^{2,0}_{ph,z}(\xi_\rho - z) = \langle \xi \rangle^{-1} (2\bar{p} + \rho a_2) > c_2 > 0, \quad a_2 \in \mathcal{A}^0(\bar{X}).
\]

which contradicts \((5.4.34)\). Therefore, \( \phi(s) \) must enter \( V^e_{\pm} \) at some time \( s_0 > 0 \) and this finishes the proof of the lemma.

Now we are at the position to describe the global behavior of the flow of \( s^c H^{2,0}_{ph,z} := \rho^{-1}(\xi)^{-1} s^c H_{ph,z} \) on the semiclassical characteristic set \( \Sigma_h = \{ (\xi)^{-2} p_{h,z} = 0 \} \).

**Proposition 5.4.14.** Let \( \pm z > 0 \). Let \( \phi(s) = \exp(s s^c H^{2,0}_{ph,z})(\rho, \theta, \varphi, \xi) \) be the maximally extended integral curve of \( s^c H^{2,0}_{ph,z} \) on \( \Sigma_h \) with the domain of definition \( s \in I \subset \mathbb{R} \). Let \( s_- = \inf I, s_+ = \sup I \).

(see Figure 5.7).

1. Let \( z > 0 \).

   (i) If \( \phi(s) \subset \Sigma^c_h \), then either \( \phi(s) \subset L_- \), or \( \phi(s) \to L_- \) as \( s \to s_- = -\infty \) and \( \phi(s) \) crosses \( \partial_- \bar{X} \) into the inward direction of deceasing \( r \) at finite time \( s_+ < \infty \).

   (ii) If \( \phi(s) \subset \Sigma^c_h \), then either \( \phi(s) \subset L_+ \cup R(z) \cup R(0) \cup K \), or \( \phi(s) \to L_+ \cup R(z) \cap K \) as \( s \to s_+ = \infty \) and \( \phi(s) \to R(0) \cup K \) as \( s \to s_- = -\infty \) or \( \phi(s) \) crosses \( \partial_- \bar{X} \) into the inward direction of deceasing \( r \) at finite time \( s_- > -\infty \). Moreover, if \( (\rho, \theta, \varphi, \xi) \notin K \), then \( \phi(s) \) cannot converge to \( K \) in both the forward and backward direction.
Figure 5.7: The flow of $\exp(s^\ast H^{2,0}_{p_h,z})$, which is projected to the coordinates $(r, \xi_r)$ and drawn in a fiber-radially compactified view. The shaded region is the semiclassical characteristic set $\Sigma_h = \Sigma^+ + \Sigma^- = \{(\xi)^{-2}p_{h,z} = 0\}$. The horizontal coordinate is $r$ and the rightmost vertical line corresponds to $\partial^+ X$. The dotted line is the even horizon $r = r_{\text{ero}}$ and the vertical line in the middle is $\{r = r_{\text{erog}}\}$ where $r_{\text{erog}}$ is the equatorial radius (i.e. greatest radius) of the ergosphere. The vertical coordinate is $\xi_r/\langle \xi_r \rangle$, so the top and bottom lines stand for the fiber infinity.

2. Let $z < 0$.

(i) If $\phi(s) \subset \Sigma^+_h$, then either $\phi(s) \subset L_+$, or $\phi(s) \to L_+$ as $s \to s_+ = \infty$ and $\phi(s)$ crosses $\partial^- X$ into the inward direction of deceasing $r$ at finite time $s_- > -\infty$.

(ii) If $\phi(s) \subset \Sigma^-_h$, then either $\phi(s) \subset L_- \cup R(z) \cup R(0) \cup K$, or $\phi(s) \to L_- \cup R(z) \cup K$ as $s \to s_- = -\infty$ and $\phi(s) \to R(0) \cup K$ as $s \to s_+ = \infty$ or $\phi(s)$ crosses $\partial^- X$ into the inward direction of deceasing $r$ at finite time $s_+ < \infty$. Moreover, if $(\rho, \theta, \varphi, \xi) \notin K$, then $\phi(s)$ cannot converge to $K$ in both the forward and backward direction.

Proof. We only consider the case $z > 0$ as the other case $z < 0$ can be proved similarly. First, we note that $L_+, L_-, R(0), R(z), K$ are invariant under the flow $\phi(s)$ and if $(\rho, \theta, \varphi, \xi) \in \Gamma^\pm$, then $\phi(s) \to K$ as $s \to \pm \infty$. If $(\rho, \theta, \varphi, \xi) \notin L_+ \cup L_- \cup R(0) \cup R(z) \cup K$, then either $(\rho, \theta, \varphi, \xi) \notin \Gamma^-$ or $(\rho, \theta, \varphi, \xi) \notin \Gamma^+$.

If $(\rho, \theta, \varphi, \xi) \notin \Gamma^-$, by Lemma 5.4.6, for $\phi(s) \subset \Sigma^+_h$, either $\phi(s) \to L_+$ or $\rho(\phi(s)) \to 0$ as $s \to \infty$, while for $\phi(s) \subset \Sigma^-_h$, $\phi(s)$ crosses $\partial^- X$ into the inward direction of deceasing $r$ at some finite time
Theorem 5.5.1. Let \( s_0 < \infty \). If \( \rho(\phi(s)) \to 0 \) as \( s \to \infty \), according to Lemma 5.4.13, we have \( \phi(s) \to R(z) \) as \( s \to \infty \).

If \( (\rho, \theta, \varphi, \xi) \notin \Gamma^+ \), by Lemma 5.4.6, for \( \phi(s) \subset \Sigma^+_h \), either \( \rho(\phi(s)) \to 0 \) as \( s \to \infty \) or \( \phi(s) \) crosses \( \partial_- \bar{X} \) into the inward direction of deceasing \( r \) at some finite time \( s_0 > -\infty \), while for \( \phi(s) \subset \Sigma^-_h \), \( \phi(s) \to L_- \) as \( s \to -\infty \). If \( \rho(\phi(s)) \to 0 \) as \( s \to -\infty \), according to Lemma 5.4.13, we have \( \phi(s) \to R(0) \) as \( s \to -\infty \).

5.5 High energy estimates

In this section, we prove the high energy estimates first for operators \( h^2 \Box_{g_b}(h^{-1}z) \) acting on scalar functions, then for \( h^2 \Box_{b,\gamma}(h^{-1}z) \), \( h^2 \Box_{b,\gamma}(h^{-1}z) \) acting on scattering 1-forms and the linearized gauge-fixed Einstein-Maxwell operator \( h^2 \Box_{b,\gamma}(h^{-1}z) \), as well as their formal adjoints. To this end, we combine the global dynamics of the Hamiltonian flow of the semiclassical principal symbol \( p_{b,z} \) established in 5.4.14 with the elliptic estimate, propagation of singularities estimate, the radial point estimate at event horizon, the scattering radial point estimate at spatial infinity \( \partial_+ \bar{X} \) and hyperbolic estimate, all of which are in the semiclassical version, together with the estimate at normally hyperbolic trapping.

5.5.1 High energy estimates for scalar wave operators

We first prove high energy estimates for the operator \( h^2 \Box_{g_b}(h^{-1}z) \) acting on scalar functions, as well as its formal adjoint with respect to volume density \( L^2(\bar{X}; \sqrt{\det g_b}drd\theta d\varphi} \).

Theorem 5.5.1. Let \( b_0 = (m_0, a_0, Q_0) \) with \( |Q_0| + |a_0| < m_0 \). Then there exists \( \epsilon > 0 \) such that for \( b = (m, a, Q) \) with \( |b - b_0| < \epsilon \) and for \( s > \frac{1}{2}, \ell < -\frac{1}{2} \) with \( s + \ell > -\frac{1}{2} \), the following holds. For any fixed \( C_1 > 0 \), there exist \( C_2 > 1, C > 0 \) which are independent of \( b \), such that for \( \sigma \in \mathbb{C}, \text{Im} \sigma \in [0, C_1], |\text{Re} \sigma| > C_2 \), we have

\[
\|u\|_{\tilde{H}^{s, \ell}_{h,b}(\bar{X})} \leq C\|\Box_{g_b}(\sigma)u\|_{\tilde{H}^{s+\epsilon, \ell+\epsilon}_{h,b}(\bar{X})}, \quad \|u\|_{\tilde{H}^{s, \ell-\epsilon}_{h,b}(\bar{X})} \leq C\|\Box_{g_b}(\sigma)^*u\|_{\tilde{H}^{s, -\ell-\epsilon}_{h,b}(\bar{X})}; \quad (5.5.1)
\]

\[
\|u\|_{\tilde{H}^{s, \ell}_{h,b}(\bar{X})} \leq C\|\Box_{g_b}(\sigma)u\|_{\tilde{H}^{s-\epsilon+1, \ell}_{h,b}(\bar{X})}, \quad \|u\|_{\tilde{H}^{s-\epsilon, \ell-\epsilon}_{h,b}(\bar{X})} \leq C\|\Box_{g_b}(\sigma)^*u\|_{\tilde{H}^{s-\epsilon+1, -\ell-\epsilon}_{h,b}(\bar{X})}; \quad (5.5.2)
\]

where \( h = |\sigma|^{-1} \) and \( C \) only depends on \( b_0, s, \ell, C_1 \).
Figure 5.8: A phase space picture of the proof of the estimate (5.5.3), on the left, and (5.5.4), on the right. The coordinates and notations $L_{\pm}, R(0), R(z), \Gamma_{\pm}, K$ are the same as in Figure 5.7. For (5.5.3), we use semiclassical hyperbolic estimates to control $u$ via $\chi u$; $\chi$ is controlled (modulo elliptic estimates) by $B_{\pm}, B_1, B_0, B_z$; $B_0$ is controlled by $E_0$ using low b-decay radial point estimates and $E_0$ is again controlled by $B_{\pm}, B_1, B_z$; $B_1$ is controlled by $B_2$ by using normally hyperbolic trapping estimate and $B_2$ is controlled by $B_{\pm}, B_z$; finally $B_{\pm}, B_z$ are controlled using high regularity radial points estimates at $L_{\pm}$ and high sc-decay radial point estimates at $R(z)$. For (5.5.4), we use semiclassical hyperbolic estimates to bound $(1-\chi)u$; $\chi$ is controlled (modulo elliptic estimates) by $B_{\pm}, B_1', B_0', B_z'$; $B_{\pm}'$ is controlled by $E_{\pm}'$, using low regularity radial point estimates and $E_{\pm}'$ is controlled by $B_1', B_0', 1-\chi$; $B_1'$ is controlled by $B_2'$ using low sc-decay radial points estimates and $E_{z}'$ is controlled by $B_0', B_z', 1-\chi$; $B_1'$ is controlled by $B_2'$ by using normally hyperbolic trapping estimate and $B_2'$ is controlled by $B_{\pm}', 1-\chi$; finally $B_0'$ is controlled using high b-decay radial points estimates at $R(0)$. 
Therefore,

\[ \widehat{g}_b : \{ u \in \dot{H}^{s,\ell}_b((X) | \dot{H}^{s,\ell+1}_b((X)) \} \to \dot{H}^{s,\ell+1}_b((X)) \quad \text{and} \quad \widehat{g}_b : \{ u \in \dot{H}^{s,\ell}_b((X) | \dot{H}^{s-1,\ell+2}_b((X)) \} \to \dot{H}^{s-1,\ell+2}_b((X)) \]

are invertible for \( \sigma \in \mathbb{C}, \text{Im} \sigma \in [0, C_1], |\text{Re} \sigma| > C_2. \)

**Proof.** For the simplicity of notations, we let \( P_h(z) := h^2 \widehat{g}_b(h^{-1} z) \). We first claim that it suffices to prove the following estimates for \( s > \frac{1}{2}, r > -\frac{1}{2}, \ell < -\frac{1}{2} \)

\[ \|u\|_{\dot{H}^{s,\ell,r}_b((X)} \leq C h^{-2} \|P_h(z)u\|_{\dot{H}^{s-1,\ell+1,r}_b((X))} \] (5.5.3)

and

\[ \|u\|_{\dot{H}^{s-\ell,s-\ell-1}_b((X)} \leq C h^{-2} \|P_h(z)^* u\|_{\dot{H}^{s,\ell-1}-s-r-\ell}_b((X)) \] (5.5.4)

Since \( \dot{H}^{s\ell}_b = \dot{H}^{\ell,\ell}_b \) and \( \dot{H}^{s,\ell}_b \), letting \( r = s + \ell > -\frac{1}{2} \) we have

\[ \|u\|_{\dot{H}^{s,\ell}_b((X)} \leq C h^{-2} \|P_h(z) u\|_{\dot{H}^{s-1,\ell+1}_b((X))} \]

and

\[ \|u\|_{\dot{H}^{s-\ell,s-\ell-1}_b((X)} \leq C h^{-2} \|P_h(z)^* u\|_{\dot{H}^{s,\ell-1}-s-r-\ell}_b((X)) \].

Then using the facts that

\[ \dot{H}^{s,\ell+1}_b = \dot{H}^{s,\ell+1}_b, \quad \dot{H}^{s,\ell+2}_b = \dot{H}^{s,\ell+2}_b \subset \dot{H}^{s-1,\ell+1}_b \subset \dot{H}^{s-1,\ell+2}_b \]

we obtain (5.5.1) and (5.5.2). Now we will show (5.5.3) and (5.5.4). Here we only discuss the case \( \text{Re} z > 0 \) (see Figure 5.8 for a phase space illustration of the proof of estimates (5.5.3) and (5.5.4)), as the case \( \text{Re} z < 0 \) can be handled in a similar manner.

- **Proof of the estimate (5.5.3).** For \( s > s_0 > \frac{1}{2} \geq \frac{1}{2} - \text{Im} (h^{-1} z) \frac{r^2 + \alpha^2}{\delta} \) (as calculated in (5.4.15) and (5.1.8)), using the semiclassical high regularity radial point estimate (see \([109, \text{Proposition 2.10}, [110, \text{Proposition 5.27}]])


}\[ L_{\pm} \text{ with } L_{\pm} \subset \text{ell}_h(B_{\pm}), L_{\pm} \subset \text{ell}_h(S_{\pm}) \text{ and satisfying that all the forward (backward) null
characteristics from \( \text{WF}_h(B_{\pm}) \) tend to \( L_{\pm} \), while remaining in the elliptic set of \( G_{\pm} \), such that

\[
\| B_{\pm} u \|_{H^{r_0,\ell}_0(X)} \leq C h^{-1} \| G_{\pm} P_h(z) u \|_{H^{r_0-1,r+\ell+1}_0(X)} + C h^{s-s_0} \| S_z u \|_{H^{r_0-s_0,\ell_0}_0(X)}
\]  

(5.5.5)

where \( r_0 < r, \ell_0 < \ell \) and the sc-decay order \( r \) and b-decay order \( \ell \) are actually irrelevant here.

For \( r > r_0 > -\frac{1}{2} \) (as calculated in (5.1.14)), using the semiclassical high sc-decay radial point estimates at the non-zero scattering section \( R(z) \) (see [111]). The proof follows from a positive commutator estimate

\[
i(P_h(z)^* A - AP_h(z)) = \text{Im} P_h(z) A + A \text{Im} P_h(z) + i[\text{Re} P_h(z), A]
\]

where

\[
\text{Re} P_h(z) = \frac{P_h(z) + P_h(z)^*}{2}, \quad \text{Im} P_h(z) = \frac{P_h(z) - P_h(z)^*}{2i}.
\]

Let \( A \in \Psi^{2s-1,2r+1,2l+1}_{\text{sc},h}(\tilde{X}) \) with semiclassical principal symbol

\[
a = \chi_0(\ell_0^2 + \frac{1}{\sin^2 \theta} \ell_r^2) \chi_1((\xi_\rho - 2\text{Re} z)^2) \rho^{-2r+1}(\ell_0^2 + \frac{1}{\sin^2 \theta} \ell_r^2 + \ell_\theta^2)s^{-\frac{1}{2}}
\]

where \( \chi_0, \chi_1 \) are identically 0 near 0 and have compact support sufficiently close to 0, and \( \chi_1 \) has relatively large support such that \( \text{supp} \chi_0 \cap \text{supp} \chi_1 \) is disjoint from the characteristic set of \( \text{Re} P_h(z) \). Then using Lemma 4.1 and the calculation before Lemma 4.8 in [111], it follows that \( h^{-1}(\text{Im} P_h(z) A + A \text{Im} P_h(z) + i[\text{Re} P_h(z), A]) \in \Psi^{2s,2r,2l}_{\text{sc},h}(\tilde{X}) \) whose semiclassical principal symbol is positive definite elliptic near \( R(z) \) if \( r > -\frac{1}{2} \). This, together with a regularization argument, proves semiclassical high sc-decay radial point estimates at \( R(z) \), there exist \( B_z, G_z, S_z \in \Psi^{0,0}_{\text{sc},h}(\tilde{X}) \) microlocally supported near \( R(z) \) with \( R(z) \subset \text{ell}_{\text{sc},h}(B_z), R(z) \subset \text{ell}_{\text{sc},h}(S_z) \) and satisfying that all the forward null characteristics from \( \text{WF}_{\text{sc},h}(B_z) \) tend to \( R(z) \), while remaining in the scattering elliptic set of \( G_z \), such that

\[
\| B_z u \|_{H^{r_0,\ell}_0(X)} \leq C h^{-1} \| G_z P_h(z) u \|_{H^{r_0-1,r+\ell+1}_0(X)} + C h^{s-s_0} \| S_z u \|_{H^{r_0-s_0,\ell_0}_0(X)}
\]  

(5.5.6)

where \( s_0 < s, \ell_0 < \ell \) and the differential order \( s \) and b-decay order \( \ell \) are actually irrelevant here.
For $\ell < -\frac{1}{2}$ (as calculated in (5.1.14)), using the semiclassical low $b$-decay radial point estimates at the zero scattering section $R(0)$ (see [111, §4–5]), there exist $B_0, G_0 \in \Psi_{sc,b,h}^0(\bar{X})$ microlocally supported near $R(0)$ (in fact near the blown up $R(0)$ in the second microlocalized space introduced in §5.1.5) with $R(0) \subset \text{ell}_{sc,b,h}(B_0)$ and $E_0 \in \Psi_{sc,b,h}^0(\bar{X})$, WF$_{sc,b,h}(E_0) \cap R(0) = \emptyset$, and satisfying that all the forward null characteristics from WF$_{sc,b,h}(B_0) \setminus R(0)$ enter ell$_{sc,b,h}(E_0)$, while remaining in the second microlocalized scattering elliptic set of $G_0$, such that for any sufficiently large $N > 0$

$$\|B_0 u\|_{H^{s,r,\ell}_{sc,b,h}(\bar{X})} \leq C h^{-1} \|G_0 P_h(z)u\|_{H^{s-1,r+1,\ell+1}_{sc,b,h}(\bar{X})} + C \|E_0 u\|_{H^{s,r,\ell}_{sc,b,h}(\bar{X})} + Ch^N \|u\|_{H^{-N,N,N}_{sc,b,h}(\bar{X})}$$

(5.5.7)

where the differential order $s$ is actually irrelevant here.

Since at the tapped set $K$

$$\sigma_h(h^{-1} \text{Im } P_h(z)) = \sigma_h \left( \frac{P_h(z) - P_h(z)^*}{2ih} \right) = \sigma_h \left( \frac{P_h(z) - P_h(z)}{2ih} \right)$$

$$= -\rho_b^{-2} \text{Im } \left( -\left( \xi_r - c'(r) \text{Re } z + \frac{\chi(a\xi_r - (r^2 + a^2)\text{Re } z)}{\Delta_b} \right) \left( c'(r) + \frac{\chi(r^2 + a^2)}{\Delta_b} \right) \right.$$  

$$+ \frac{2}{\Delta_b} \left( a\xi_r - (r^2 + a^2)\text{Re } z \right) \left( r^2 + a^2 \right) - 2a \left( \xi_r - a \sin^2 \theta \text{Re } z \right) \bigg)$$

$$- -\rho_b^{-2} \text{Im } \left( \frac{2}{\Delta_b} \left( a\xi_r - (r^2 + a^2)\text{Re } z \right) \left( r^2 + a^2 \right) - 2a \left( \xi_r - a \sin^2 \theta \text{Re } z \right) \bigg) > 0$$

where we use $\xi_r - c'(r) \text{Re } z + \frac{\chi(a\xi_r - (r^2 + a^2)\text{Re } z)}{\Delta_b} = 0$ at $K$ in the last equality and

$$a\xi_r - (r^2 + a^2)\text{Re } z = -\frac{4r\Delta_b \text{Re } z}{\partial_r \Delta_b} < 0, \quad (a\xi_r - (r^2 + a^2)\text{Re } z)^2 \geq \Delta_b (\xi_r - a \sin^2 \theta \text{Re } z)^2 \quad \text{at } K,$$

which follow from Proposition 5.4.8 and (5.4.22), in the last step, it follows that

$$\sigma_h(h^{-1} \text{Im } P_h(z)) = \sigma_h \left( \frac{-P_h(z) - (-P_h(z))^*}{2ih} \right) < \frac{\nu_{\text{min}}}{2} \quad \text{at } K.$$  

Using the hyperbolic trapping estimates (see [39] and [61, Theorem 4.7]), there exist $B_1, G_1 \in \Psi_0^0(\bar{X})$ microlocally supported near $K$ with $K \subset \text{ell}_{b}(B_1)$ and $B_2 \in \Psi_0^0(\bar{X})$, WF$_b(B_2) \cap \Gamma^- = \emptyset$, and satisfying that WF$_b(B_1) \cup$ WF$_b(B_2)$ is contained in the elliptic set of $G_1$, such that for any $N, s', r', \ell' \in \mathbb{R}$

$$\|B_1 u\|_{H^{s',r',\ell'}_{sc,b,h}(\bar{X})} \leq C h^{-2} \|G_1 P_h(z)u\|_{H^{s-1,r+1,\ell+1}_{sc,b,h}(\bar{X})} + C \|B_2 u\|_{H^{s,r,\ell}_{sc,b,h}(\bar{X})} + Ch^N \|u\|_{H^{-N,N,N}_{sc,b,h}(\bar{X})}$$

(5.5.8)
where the differential order $s'$, the sc-decay order $r'$ and b-decay order $\ell'$ are actually irrelevant here.

Let $r_- < r_0 < r_b$ and $\chi \in C^\infty_c(\tilde{X})$ with $\chi = 1$ near $r \geq r_b$ and $\text{supp} \chi \subset \{ r \geq r_0 \}$. By part (1) in Proposition 5.4.14, semiclassical propagation of singularities estimates and semiclassical elliptic estimates (Concretely, when $(\rho, \theta, \varphi, \xi) \in \text{WF}_h(\chi) \cap \{ |\xi|^{-2}p_{h,z}(\xi) \neq 0 \}$, we use semiclassical elliptic estimates. If $(\rho, \theta, \varphi, \xi) \in \text{WF}_h(\chi) \cap \{ |\xi|^{-2}p_{h,z}(\xi) = 0 \}$, then there exists $s \in \mathbb{R}$ with $\exp(s^2H_{p_{h,z}}^{2,0})(\rho, \theta, \varphi, \xi) \in \text{ell}_h(B_\pm) \cup \text{ell}_h(B_1) \cup \text{ell}_h(B_0) \cup \text{ell}_h(B_\omega)$, and thus we use semiclassical propagation of singularities estimates. We point out that in the set $\{ \text{Re} p_h(z) = 0 \} \cap \partial_+ \tilde{X}$, the semiclassical symbol has a nonnegative imaginary part, so one can propagate estimates towards $R(0)$. Finally, by using a pseudodifferential partition of unity, $\chi$ can be written as a sum of operators falling into the above two cases, we have

$$\|\chi u\|_{H^{s+1, r, \ell}_{sc, b, h}(\tilde{X})} \leq Ch^{-1} \|P_h(z)u\|_{H^{-1, r, \ell+1}_{sc, b, h}(\tilde{X})} + C\|B_+ u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + C\|B_- u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})}$$

$$+ C\|B_{1} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + C\|B_{0} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + C\|B_{2} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + C\|B_{2} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + Ch^N \|u\|_{H^{-N, -N, -\ell}_{sc, b, h}(\tilde{X})}$$

(5.5.9)

By the same reasoning as above in the control of $\chi u$, it follows that

$$\|E_0 u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} \leq Ch^{-1} \|P_h(z)u\|_{H^{-1, r, \ell+1}_{sc, b, h}(\tilde{X})} + C\|B_+ u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + C\|B_1 u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})}$$

$$+ C\|B_{2} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + Ch^N \|u\|_{H^{-N, -N, -\ell}_{sc, b, h}(\tilde{X})}$$

(5.5.10)

and

$$\|B_{2} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} \leq Ch^{-1} \|P_h(z)u\|_{H^{-1, r, \ell+1}_{sc, b, h}(\tilde{X})} + C\|B_+ u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})}$$

$$+ C\|B_{2} u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} + Ch^N \|u\|_{H^{-N, -N, -\ell}_{sc, b, h}(\tilde{X})}.$$ 

(5.5.11)

Putting all the above estimates together yields for $s > s_0 > \frac{1}{2}, r > r_0 > -\frac{1}{2}, \ell < -\frac{1}{2}$

$$\|\chi u\|_{H^{s, r, \ell}_{sc, b, h}(\tilde{X})} \leq Ch^{-2} \|P_h(z)u\|_{H^{-1, r+1, \ell+1}_{sc, b, h}(\tilde{X})} + Ch^{s-s_0} \|u\|_{H^{0, r, \ell}_{sc, b, h}(\tilde{X})}.$$ 

(5.5.12)

Since

$$p_{h,z} = -p_b^{-2} \left( \Delta_b (\xi + \frac{(a\xi - (r^2 + a^2)z)}{\Delta_b}) - \frac{1}{\Delta_b} (a\xi - (r^2 + a^2)z)^2 + \tilde{p}_{h,z} \right)$$

where

$$\tilde{p}_{h,z} = \xi_0^2 + \frac{1}{\sin^2 \theta} (\xi - a \sin^2 \theta z)^2$$

122
is semiclassical hyperbolic with respect to $r$ in the region \( r_- \leq r < r_b \) (see [40, definition E.55]), using the semiclassical hyperbolic estimates (see [40, Theorem E.57]), we have for all

\[
\| (1 - \chi) u \|_{H^{-r, r, \ell}_{sc, b, h}(\hat{x})} \leq C h^{-1} \| P_h(z) u \|_{H^{-r-1, r+1, \ell+1}_{sc, b, h}(\hat{x})} + \| \chi u \|_{H^{-r, r, \ell}_{sc, b, h}(\hat{x})}
\]

(5.5.13)

where the sc-decay order $r$ and b-decay order $\ell$ are actually relevant here. Combining (5.5.12) with (5.5.13) yields for $s > s_0 > \frac{1}{2}, r > r_0 > -\frac{1}{2}, \ell < -\frac{1}{2}$

\[
\| u \|_{H^{-r, r, \ell}_{sc, b, h}(\hat{x})} \leq C h^{-2} \| P_h(z) u \|_{H^{-r-1, r+1, \ell+1}_{sc, b, h}(\hat{x})} + C h^{s-s_0} \| u \|_{H^{s_0, r_0, \ell}_b(\hat{x})},
\]

(5.5.14)

Taking $h$ small enough, the term $C h^{s-s_0} \| u \|_{H^{s, r_0, \ell}_b(\hat{x})}$ can be absorbed into the left-hand side and this proves the estimate (5.5.3).

- Proof of the estimate (5.5.4). For $s > \frac{1}{2}$, $r > \frac{1}{2}$, $\ell < -\frac{1}{2}$, we have $1 - s \leq 1 - \frac{1}{2} - \text{Im}(h^{-1} z) \frac{r_0^2 + a^2}{r_b^2 + a^2}$.

Then using the semiclassical low regularity radial point estimates (see [109, Proposition 2.11], [110, Proposition 5.27]), there exist $B'_\pm, G'_\pm \in \Psi^0_h(\hat{X})$ microlocally supported near $L_\pm$ with $L_\pm \subset \text{ell}_h(B'_\pm)$ and $E'_\pm \in \Psi^0_h(\hat{X})$, $WF_h(E'_\pm) \cap L_\pm = \emptyset$, and satisfying that all the backward (forward) null characteristics from $WF_h(B'_\pm) \setminus L_\pm$ reach $\text{ell}_h(E'_\pm)$, while remaining in the elliptic set of $G'_\pm$, such that for any $N \in \mathbb{R}$

\[
\| B'_\pm u \|_{H^{-r, r, \ell-1}_h(\hat{x})} \leq C h^{-1} \| G'_h P_h(z)^* u \|_{H^{-r, r, -1, \ell}_h(\hat{x})} + C \| E'_\pm \|_{H^{-r, r, 1, \ell}_h(\hat{x})} + C h^N \| u \|_{H^{N, N-1, -N}_h(\hat{x})}
\]

(5.5.15)

where the sc-decay order $r$ and b-decay order $\ell$ are actually irrelevant here.

For $r > -\frac{1}{2}$, we have $-r - 1 < -\frac{1}{2}$. Then using the semiclassical low sc-decay radial point estimates at the non-zero scattering section $R(z)$ (see [111] and the above discussion about the proof of high sc-decay radial point estimates at $R(z)$). We note that the only difference is that now the term involving $\chi_0'$ does not have the correct sign and needs to be treated as an error term $E'_z u)$, there exist $B'_z, G'_z \in \Psi^0_{sc, h}(\hat{X})$ microlocally supported near $R(z)$ with $R(z) \subset \text{ell}_{sc, h}(B'_z)$ and $E'_z \in \Psi^0_{sc, h}(\hat{X})$, $WF_{sc, h}(E'_z) \cap R(z) = \emptyset$, and satisfying that all the backward null characteristics from $WF_{sc, h}(B'_z) \setminus R(z)$ reach $\text{ell}_{sc, h}(E'_z)$, while remaining in the
scattering elliptic set of $G_{\ell}^\prime$, such that
\[
\|B_{\ell}^\prime u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) \\
\leq C h^{-1} \|G_{\ell}^\prime P_h(z)^* u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) + C \|E_{\ell}^\prime u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) + C h^N \|u\|_{\dot{H}_{\text{ac},b,h}^{N-N,-N,-N}(\tilde{X})} 
\]
(5.5.16)
where the differential order $s$ and b-decay order $\ell$ are actually irrelevant here.

For $\ell < -\frac{1}{2}$, we have $-\ell - 1 > -\frac{1}{2}$. Then using the semiclassical high b-decay radial point estimates at the zero scattering section $R(0)$ (see [111, §4–5]), there exist $B_{\ell}^0, G_{\ell}^0 \in \Psi_{h_0,0,0}^{0,0,0}(\tilde{X})$ microlocally supported near $R(0)$ (in fact near the blown up $R(0)$ in the second microlocalized space introduced in §5.1.5) with $R(0) \subset \ell_{\text{sc},b,h}(B_{\ell}^0)$, and satisfying all the backward null characteristics from $\WF_{\text{sc},b,h}(B_{\ell}^0)$ tend to $R(0)$, while remaining in the second microlocalized scattering elliptic set of $G_{\ell}^0$, such that for any $N \in \mathbb{R}$
\[
\|B_{\ell}^0 u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) \leq C h^{-1} \|G_{\ell}^0 P_h(z)^* u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) + C h^N \|u\|_{\dot{H}_{\text{ac},b,h}^{N-N,-N,-N}(\tilde{X})} 
\]
(5.5.17)
where the differential order $s$ is actually irrelevant here.

We again calculate
\[
\sigma_h(h^{-1} \text{Im } P_h(z)^*) = \sigma_h\left(\frac{P_h(\bar{z}) - P_h(z)}{2ih}\right) < 0 < \frac{\nu_{\text{min}}}{2} \quad \text{at } K.
\]
Then using the hyperbolic trapping estimates (see [39] and [61, Theorem 4.7]), there exist $B_{\ell}^1, G_{\ell}^1 \in \Psi_0^0(\tilde{X})$ microlocally supported near $K$ with $K \subset \ell_{h}(B_{\ell}^1)$ and $B_{\ell}^2 \in \Psi_0^0(\tilde{X}), \WF_{h}(B_{\ell}^2)\cap \Gamma^+ = \emptyset$, and satisfying that $\WF_{h}(B_{\ell}^1) \cup \WF_{h}(B_{\ell}^2)$ is contained in the elliptic set of $G_{\ell}^1$, one has for any $N, s', r', \ell' \in \mathbb{R}$
\[
\|B_{\ell}^1 u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) \\
\leq C h^{-2} \|G_{\ell}^1 P_h(z)^* u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) + C \|B_{\ell}^2 u\|_H^{1-s-r-1,-\ell-1}(\tilde{X}) + C h^N \|u\|_{\dot{H}_{\ell'}^{s'}(\tilde{X})} 
\]
(5.5.18)
where the differential order $s'$, the sc-decay order $r'$ and b-decay order $\ell'$ are actually irrelevant here.
By the same reasoning as in the proof of the estimate \((5.5.3)\), we have
\[
\|\chi u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \leq C h^{-1}\|P_h(z)^*u\|_{\dot{H}^{1-s,-r-1,-\ell}(\bar{X})} + C\|B_{\pm}u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \\
+ C\|B'_{\pm}u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} + C\|B'_{\pm}u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} + C h^N\|u\|_{\dot{H}^{N,-N,-\ell-1}(\bar{X})},
\]
\((5.5.19)\)

Again using the semiclassical hyperbolic estimates (see \([40, \text{Theorem E.57}]\)), we have for all \(s, r, \ell \in \mathbb{R}\)
\[
\|B'_{\pm}u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \leq C h^{-1}\|P_h(z)^*u\|_{\dot{H}^{1-s,-r-1,-\ell}(\bar{X})} + C\|\chi(1-\chi)u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \\
+ C\|B'_{\pm}u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} + C h^N\|u\|_{\dot{H}^{N,-N,-\ell-1}(\bar{X})},
\]
\((5.5.20)\)

Putting all the above estimates together yields for \(s > \frac{1}{2}, r > -\frac{1}{2}, \ell < -\frac{1}{2}\)
\[
\|\chi u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \leq C h^{-2}\|P_h(z)^*u\|_{\dot{H}^{1-s,-r-1,-\ell}(\bar{X})} + C\|\chi(1-\chi)u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \\
+ C h^N\|u\|_{\dot{H}^{N,-N,-\ell-1}(\bar{X})},
\]
\((5.5.22)\)

Again using the semiclassical hyperbolic estimates (see \([40, \text{Theorem E.57}]\)), we have for all \(s, r, \ell \in \mathbb{R}\)
\[
\|(1-\chi)u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \leq C h^{-1}\|P_h(z)^*u\|_{\dot{H}^{1-s,-r-1,-\ell}(\bar{X})},
\]
\((5.5.23)\)

where the sc-decay order \(r\) and b-decay order \(\ell\) are actually relevant here. Combining \((5.5.22)\) with \((5.5.23)\) yields for \(s > \frac{1}{2}, r > -\frac{1}{2}, \ell < -\frac{1}{2}\)
\[
\|u\|_{\dot{H}^{1-s,-r-1,-\ell-1}(\bar{X})} \leq C h^{-2}\|P_h(z)^*u\|_{\dot{H}^{1-s,-r-1,-\ell}(\bar{X})} + C h^N\|u\|_{\dot{H}^{N,-N,-\ell-1}(\bar{X})},
\]
\((5.5.24)\)

Taking \(h\) small enough, the term \(C h^N\|u\|_{\dot{H}^{N,-N,-\ell-1}(\bar{X})}\) can be absorbed into the left-hand side and this proves the estimate \((5.5.4)\).

- Invertibility of \(\square_{g_0}(\sigma)\) for \(0 \leq \text{Im } \sigma \leq C_1, \text{Re } \sigma \geq C_2\). We only discuss the proof of the invertibility of the operator \(\square_{g_0}: \{u \in \dot{H}^{1,\ell}_{b,h}(\bar{X}) \mid \dot{H}^{s,\ell+1}_{b,h}(\bar{X}) \} \rightarrow \dot{H}^{s,\ell+1}_{b,h}(\bar{X})\) in detail as the operator
Lemma 5.5.2. Let \( s > \frac{1}{2}, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2} \). Then the following holds.

1. For \( \sigma \in \mathbb{C}, \text{Im} \sigma \geq 0 \), the operators

\[
\square_{\gamma_b}(\sigma) : \{ u \in H_b^s,\ell(\bar{X}) \mid \square_{\gamma_b}(\sigma)u \in H_b^{s-1,\ell+2}(\bar{X}) \} \to H_b^{s-1,\ell+2}(\bar{X})
\]

\[
(5.5.25)
\]

\[
\square_{\gamma_b}(\sigma) : \{ u \in H_b^s,\ell(\bar{X}) \mid \square_{\gamma_b}(\sigma)u \in H_b^{s,\ell+1}(\bar{X}) \} \to H_b^{s,\ell+1}(\bar{X})
\]

\[
(5.5.26)
\]

are Fredholm of index 0.
2. Let $-\frac{3}{2} < \ell < -\frac{1}{2}$. Then

$$\square_{g_0}(0) : \{ u \in \dot{H}_b^{s,\ell}(\mathcal{X}) | \square_{g_0}(0) u \in \dot{H}_b^{s-1,\ell+2}(\mathcal{X}) \} \rightarrow \dot{H}_b^{s-1,\ell+2}(\mathcal{X})$$

is Fredholm of index 0.

**Proof.** We now prove that (5.5.25) and (5.5.27) have index 0, and the index 0 property of (5.5.26) follows in a similar manner.

- **Proof of the index 0 property of (5.5.25).** In view of the high energy estimates in Theorem 5.5.1,

  $$\square_{g_0}(\sigma) : \{ u \in \dot{H}_b^{s,\ell}(\mathcal{X}) | \square_{g_0}(\sigma) u \in \dot{H}_b^{s-1,\ell+2}(\mathcal{X}) \} \rightarrow \dot{H}_b^{s-1,\ell+2}(\mathcal{X})$$

is invertible and thus has index 0 for fixed $\text{Im} \sigma = C \geq 0$ when $|\text{Re} \sigma| \gg 1$. We claim that the index of $\square_{g_0}(\sigma)$ with $\text{Im} \sigma \geq 0, \sigma \neq 0$ is a constant on the horizontal line $\text{Im} \sigma = C$ and thus is 0 for all $\sigma$ with $\text{Im} \sigma \geq 0, \sigma \neq 0$. Let

$$\mathcal{X}(\sigma) := \{ u \in \dot{H}_b^{s,\ell}(\mathcal{X}) : \square_{g_0}(\sigma) u \in \dot{H}_b^{s-1,\ell+2}(\mathcal{X}) \}.$$

For any fixed $\sigma_0 \neq 0$ with $\text{Im} \sigma_0 = C \geq 0$, without loss of generality, we may assume $\text{Re} \sigma_0 \geq 0$.

First, there exists a $C'$ such that $\square_{g_0}(\sigma)$ is invertible and thus has index 0 for $\sigma \in [C'+iC, \infty + iC)$. We next prove that for each $\sigma' \in [\sigma_0 = \text{Re} \sigma_0 + iC, C'+iC]$, there exists $\epsilon > 0$ such that the index of $\square_{g_0}(\sigma) : \mathcal{X}(\sigma) \rightarrow \dot{H}_b^{s-1,\ell+2}(\mathcal{X})$ is a constant for $\sigma$ with $\text{Im} \sigma \geq 0, \sigma \neq 0, |\sigma - \sigma'| < \epsilon$.

Then by compactness of $[\sigma_0 = \text{Re} \sigma_0 + iC, C'+iC]$ we conclude that the index of $\square_{g_0}(\sigma_0)$ is the same as that of $\square_{g_0}(C'+iC)$ and thus is 0. Suppose $\square_{g_0}(\sigma')$ has kernel and cokernel of dimension $k_+$ and $k_-$, respectively, then we establish a Grushin problem [40, Appendix C.1].

More specifically, we define the following operator

$$L(\sigma) = \begin{pmatrix} \square_{g_0}(\sigma) & L_- \\ L_+ & 0 \end{pmatrix} : \mathcal{X}(\sigma) \oplus \mathbb{C}^{k_-} \rightarrow \dot{H}_b^{s-1,\ell+2}(\mathcal{X}) \oplus \mathbb{C}^{k_+}$$

where $L_+, L_-$ are defined as follows. If $\ker \square_{g_0}(\sigma')$ is spanned by $x_j \in \mathcal{X}(\sigma'), j = 1, \cdots, k_+$, then by Hahn-Banach Theorem we can find $x^*_j \in \dot{H}_b^{-s,-\ell}(\mathcal{X})$ with $\|x^*_j\| \leq 1$ such that $\langle x_i, x^*_j \rangle = \delta_{ij}$. It follows that

$$L_+ : \dot{H}_b^{s,\ell}(\mathcal{X}) \rightarrow \mathbb{C}^{k_+}, \quad L_+(f) := (\langle f, x^*_1 \rangle, \cdots, \langle f, x^*_{k_+} \rangle).$$
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restricts to an isomorphism \( \ker \Box_{g_0}(\sigma') \to \mathbb{C}^{k-} \). As for the construction of \( L_- \), we choose
\( y_j \in \tilde{H}_b^{s-1, \ell+2}(\tilde{X}) \) with \( \|y_j\| \leq 1 \), \( j = 1, \cdots, k_- \) so that \( y_j + \text{ran} \Box_{g_0}(\sigma') \) form a basis of \( \tilde{H}_b^{s-1, \ell+2}/\text{ran} \Box_{g_0}(\sigma') \). Then we define
\[
L_- : \mathbb{C}^{k-} \to \tilde{H}_b^{s-1, \ell+2}(\tilde{X}), \quad L_-((a_1, \cdots, a_{k_-})) := \sum_{j=1}^{k_-} a_j y_j.
\]
The operator \( L_- \) has maximal rank and \( \text{ran} L_- \cap \text{ran} \Box_{g_0}(\sigma') = 0 \). The above construction of \( L_+ \), \( L_- \) implies \( L(\sigma') \) has a trivial kernel and onto, and thus is invertible. Since \( \Box_{g_0}(\sigma) \) satisfy the uniform Fredholm estimates (5.2.3) for all \( \sigma \in \mathbb{C}, \text{Im} \sigma \in [0, 2C] \) satisfying \( |\sigma_0|/2 \leq |\sigma| \leq 2(C + C') \), so do \( L(\sigma) \). That is, there exists a constant \( \hat{C} \) (independent of \( b \) and \( \sigma \)) such that
\[
\|(u, u^-)\|_{\tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-}} \leq \hat{C} \left( \|L(\sigma)(u, u^-)\|_{\tilde{H}^{s-1, \ell+2}_b(\tilde{X}) \oplus \mathbb{C}^{k-}} + \|(u, u^-)\|_{\tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-}} \right)
\]
for \( \sigma \in \mathbb{C}, \text{Im} \sigma \in [0, 2C] \) satisfying \( |\sigma_0|/2 \leq |\sigma| \leq 2(C + C') \), \( s_0 < s, \ell_0 < \ell \). Then following the perturbation arguments in [109, §2.7], we prove the invertibility of \( L(\sigma) \) when \( \sigma \) is close to \( \sigma' \). Concretely, suppose there exists a sequence \( \delta_j \to \delta' \) such that \( L(\delta_j) \) is not invertible, so either \( \ker L(\delta_j) \) on \( \tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \) or \( \ker L(\delta_j)^* \) on \( \tilde{H}^{s+1, \ell-2}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \) is non-trivial. By passing to a subsequence, we may assume that the former possibility holds for all \( j \), as the case of the adjoint is completely analogous. Now, if \( \|(u_j, u^-_j)\|_{\tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-}} = 1 \) and \( L(\delta_j)(u_j, u^-_j) = 0 \), then the above uniform Fredholm estimate gives \( \hat{C}^{-1} \leq \|(u_j, u^-_j)\|_{\tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-}} \). Using the sequential compactness of the unit ball in \( \tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \) in the weak topology, and the compactness of the inclusion \( \tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \to \tilde{H}^{s_0, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-}, s_0 < s, \ell_0 < \ell \), it follows that \( (u_j, u^-_j) \) has a weakly convergent subsequence in \( \tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \) to some \( (u_0, u_0^+) \in \tilde{H}^{s, \ell}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \) which is norm-convergent in \( \tilde{H}^{s_0, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \). We also have \( L(\delta')(u_0, u_0^+) = L(\delta')((u_0, u_0^+) - (u_j, u^-_j)) + (L(\delta') - L(\delta_j))(u_j, u^-_j) \to 0 \) in \( \tilde{H}^{s_0-2, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \) since \( L(\delta_j) \to L(\delta') \) as bounded operators in \( \mathcal{L}(\tilde{H}^{s_0, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-}, \tilde{H}^{s_0-2, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-}) \) and \( (u_j, u^-_j) \to (u_0, u^-_0) \) in \( \tilde{H}^{s_0, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-} \). Therefore, \( L(\delta')(u_0, u_0^-) = 0 \). Since \( \hat{C}^{-1} \leq \|(u, u^-)\|_{\tilde{H}^{s_0, \ell_0}_b(\tilde{X}) \oplus \mathbb{C}^{k-}} \), \( (u_0, u_0^-) \neq 0 \) and thus \( \ker L(\sigma') \) is non-trivial, which leads to a contradiction. This proves that \( L(\sigma) \) is invertible for \( \sigma \) close to \( \sigma' \), which implies \( \Box_{g_0}(\sigma) \) has index \( k_+ - k_- \) (see [40, Theorem C.4]) for \( \sigma \) close to \( \sigma' \).
Proof of 0 index property of (5.5.27). Suppose that $-\frac{3}{2} < \ell < -\frac{1}{2}$. Then using the uniform Fredholm estimates (5.2.7) (up to $\sigma = 0$) and the argument as above yields the index 0 property of (5.5.27).

\[ \square \]

5.5.2 High energy estimates for tensor wave operators

Now we prove an analogy to Theorem 5.5.1 for the semiclassical operators $h^2\hat{P}_{b,\gamma}(h^{-1}z)$, $h^2\hat{W}_{b,\gamma}(h^{-1}z)$ and $h^2\hat{L}_{b,\gamma}(h^{-1}z)$ acting on bundles.

**Theorem 5.5.3.** Let $b_0 = (m_0, a_0, Q_0)$ with $|Q_0| + |a_0| < m_0$ and $|a_0| \ll |m_0| + |Q_0|$. Then there exists $\epsilon > 0$ such that for $b = (m, a, Q)$ with $|b - b_0| < \epsilon$ and for $s > s_0 > 2$ (resp. $s > s_0 > 3$), $\ell < -\frac{1}{2}$ with $s + \ell > -\frac{1}{2}$, the conclusions in Theorem 5.5.1 hold for $h^2\hat{P}_{b,\gamma}(h^{-1}z)$ and $h^2\hat{W}_{b,\gamma}(h^{-1}z)$ (resp. $h^2\hat{L}_{b,\gamma}(h^{-1}z)$).

**Proof.** The proof is analogous to that of Theorem 5.5.1, except for the computation of threshold regularity in the radial point estimate at event horizon and the threshold decay rate in the radial point estimate at spatial infinity $\partial_+ \bar{X}$, and the verification of

\[
\sigma_{1,h} \left( \frac{1}{2\ell h} (h^2\hat{\sigma}(h^{-1}z) - (h^2\hat{\sigma}(h^{-1}z))^*) \right) < \frac{\nu_{\min}}{2}, \quad \bullet = \hat{P}_{b,\gamma}, \hat{W}_{b,\gamma}, \hat{L}_{b,\gamma} \tag{5.5.28}
\]

at trapping $K$.

The computation of threshold regularity in the radial point estimate at event horizon and the threshold decay rate in the radial point estimate at spatial infinity $\partial_+ \bar{X}$ is the same as that in the fixed $\sigma$ case in Theorem 5.2.2. The verification of (5.5.28) at trapping $K$ follows from the discussion in appendix B (see Theorems B.2.1, B.2.2 and Remark B.2.3) and the relevant calculation in the proof of Theorem 5.5.1. \[ \square \]

Correspondingly, we have the following analogy to Lemma 5.5.2 for $\hat{P}_{b,\gamma}, \hat{W}_{b,\gamma}$ and $\hat{L}_{b,\gamma}$.

**Lemma 5.5.4.** Let $b = (m, a, Q)$ with $|Q| + |a| < m$ and $|a| \ll |m| + |Q|$. Let $s > 2$ (resp. $s > 3$), $\ell < -\frac{1}{2}$ and $s + \ell > -\frac{1}{2}$. Then the conclusions in Lemma 5.5.2 also hold for $\hat{P}_{b,\gamma}(\sigma)$ and $\hat{W}_{b,\gamma}(\sigma)$ (resp. $\hat{L}_{b,\gamma}(\sigma)$).
Proof. The proof is completely analogous to that of Lemma 5.5.2. □

5.6 Energy estimates

In this section, we shall establish the energy estimates for the solutions to various wave type equations on slowly rotating Kerr-Newman metrics.

First, we introduce another modification of the Boyer-Lindquist coordinates, which is defined by

\[ \bar{t} = t + F_t(r), \quad \bar{\varphi} = \varphi + F_\varphi(r). \]

In the new coordinates \((\bar{t}, r, \theta, \bar{\varphi})\), the Kerr-Newman metric takes the following form

\[
g_b = \frac{-\Delta_b}{\rho_b^2} \left( d\bar{t} - a \sin^2 \theta d\bar{\varphi} + (a \sin^2 \theta F'_\varphi(r) - F'_t(r)) dr \right)^2 + \frac{\sin^2 \theta}{\rho_b^2} \left( a d\bar{t} - (r^2 + a^2) d\bar{\varphi} + ((r^2 + a^2) F'_\varphi(r) - a F'_t(r)) dr \right)^2 + \rho_b^2 \left( \frac{dr^2}{\Delta_b} + d\theta^2 \right) \tag{5.6.1} \]

and its inverse is

\[
g_b^{-1} = -\frac{1}{\rho^2_b \Delta_b} \left( (r^2 + a^2) \partial_{\bar{t}} + a \partial_{\bar{\varphi}} \right)^2 + \frac{1}{\rho^2_b} \sin^2 \theta \left( \partial_{\bar{\varphi}} + a \sin^2 \theta \partial_{\bar{t}} \right)^2 + \frac{1}{\rho^2_b} \partial^2_{\theta} + \frac{\Delta_b}{\rho^2_b} \left( \partial_{\bar{t}} + F'_t(r) \partial_{\bar{t}} + F'_\varphi(r) \partial_{\bar{\varphi}} \right)^2. \tag{5.6.2} \]

In order for \(g_b, g_b^{-1}\) to be smooth at event horizon, \(F_t(r)\) and \(F_\varphi(r)\) are required to satisfy that

\[ F'_t(r) = \pm (r^2 + a^2)/\Delta_b, \quad F'_\varphi(r) = \pm a/\Delta_b \]

(up to a smooth modification) at event horizon. Now we shall prove

Lemma 5.6.1. There exist \(F_t(r), F_\varphi(r)\) such that they satisfy the following conditions

1. \(F'_\varphi(r) = \frac{a}{\Delta_b} + \bar{F}_\varphi(r)\) where \(\bar{F}_\varphi(r)\) is smooth on \([r_-, \infty)_r\), and \(F_\varphi(r) = 0\) near \(r = \infty\).

2. \(F'_t(r) = \frac{2 + a^2}{\Delta_b} + \bar{F}_t(r)\) where \(\bar{F}_t(r)\) is smooth on \([r_-, \infty)_r\), and \(F_t(r) = -r_{b,\ast} + \mathcal{O}(r^{-1})\) near \(r = \infty\) where \(\frac{dr_{b,\ast}}{dr} = \frac{1}{\Delta_b}\).

3. The hypersurfaces \(\bar{t} = \text{const}\) are spacelike, i.e., \(d\bar{t}\) is timelike. More precisely,

\[ g_b^{-1}(d\bar{t}, d\bar{t}) \leq -m^2 \rho_b^{-2} < 0. \]

With this choice of \(F_t(r), F_\varphi(r), g_b\) in the coordinates \((\bar{t}, r, \theta, \bar{\varphi})\) is smooth and non-degenerate on the extended manifold \(\mathbb{R}_\bar{t} \times [r_-, \infty)_r \times S^2\).
Proof. Let \( \chi(r) \in C^\infty_c(\mathbb{R}) \) such that \( \chi(r) = 1 \) when \( r \leq 3m \) and \( \chi = 0 \) when \( r \geq 4m \). We first define \( F_\varphi(r) = \chi \int a/\Delta_b \, dr \) which satisfies statement (1). Next, we expect

\[
F_t' = \frac{r^2 + a^2}{\Delta_b} + \mu_1(r) \quad \text{near} \quad r = r_b; \quad F_t'' = -\frac{r^2 + a^2}{\Delta_b} + \mu_2(r) \quad \text{near} \quad r = \infty \quad (5.6.3)
\]

where \( \mu_1(r) \) is smooth near event horizon and \( \mu_2(r) \sim r^{-2} \) near \( r = \infty \). We let

\[
g_b^{-1}(d\bar{\ell}, d\bar{\ell}) = -\frac{1}{\rho_b} \left( \frac{(r^2 + a^2)^2}{\Delta_b} - \Delta_b F_t' - a^2 \sin^2 \theta \right) = -\frac{m^2}{\rho_b^2} < 0,
\]

In order to arrange (5.6.3), we need

\[
F_t' = \begin{cases} 
\frac{1}{\Delta_b} \left[ \frac{(r^2 + a^2)^2}{\Delta_b} - \frac{m^2}{\rho_b^2} - a^2 \right] & \text{if } r \leq 2m, \Delta_b \neq 0; \\
\frac{1}{\Delta_b} \left[ \frac{(r^2 + a^2)^2}{\Delta_b} - \frac{m^2}{\rho_b^2} - a^2 \right] & \text{if } r > 2m, \Delta_b \neq 0.
\end{cases}
\]

Therefore, we define

\[
F_t' = \chi(r) \left( \frac{r^2 + a^2}{\Delta_b} \right) \left( 1 - \frac{\Delta_b(m^2 + a^2 \sin^2 \theta)}{(r^2 + a^2)^2} \right) + (1 - \chi(r)) \left( -\frac{r^2 + a^2}{\Delta_b} \right) \left( 1 - \frac{\Delta_b(m^2 + a^2 \sin^2 \theta)}{(r^2 + a^2)^2} \right).
\]

With this choice of \( F_t'(r) \), we have \( g_b^{-1}(d\bar{\ell}, d\bar{\ell}) = -m^2 \rho_b^{-2} \) for \( r \leq 3m, r \geq 4m \) and \( g_b^{-1}(d\bar{\ell}, d\bar{\ell}) \leq -m^2 \rho_b^{-2} \) for \( 3m \leq r \leq 4m \), and thus the requirement statement (3) is satisfied. By choosing a proper integration constant we have \( \bar{t} = r_{b^+} + O(r^{-1}) \) near \( r = \infty \), and thus the requirement statement (2) is satisfied

We now establish the energy estimates for the solutions to the equation \( \square g_b u = f \) on the extended Kerr-Newman manifold \( M = \mathbb{R} \times [r_-, \infty)_r \times S^2 \). We denote by \( \Sigma_{t_0} \) the spacelike hypersurfaces \( \{ \bar{t} = \bar{t}_0 \} \cap M \). Here, the integral on \( M \) is taken with respect to the volume form \( dV = d\omega_{g_b} = \rho_b^2 \sin \theta d\bar{t} dr d\theta d\phi \).

We begin with the energy-momentum tensor

\[
T_{\alpha\beta}[g] = \partial_\alpha u \partial_\beta u - \frac{1}{2} g_{\alpha \beta} \partial^\gamma u \partial_\gamma u
\]

Its contraction with respect to a vector field \( X \) is denoted by

\[
P_\alpha[g, X] = T_{\alpha\beta}[g] X^\beta
\]

and its divergence is

\[
\nabla^\alpha P_\alpha[g, X] = \square g_b u \cdot X u + \frac{1}{2} T_{\alpha\beta}[g] x^\alpha x^\beta
\]

131
and $\pi_{X}^{\alpha\beta}$ is the deformation tensor of $X$, which is given in terms of the Lie derivative by

$$\pi_{X}^{\alpha\beta} = \nabla_{\alpha}X_{\beta} + \nabla_{\beta}X_{\alpha} = (\mathcal{L}_{X}g)_{\alpha\beta}.$$ 

Since $\Sigma_{t}$ is “asymptotically null”, we shall define the (degenerate) energy at $\Sigma_{t_{0}}$ as

$$E[u](t_{0}) := \int_{t_{0}}^{\infty} \int_{S^{2}} \frac{1}{r^{2}} |\partial_{t}u(t_{0},\cdot)|^{2} + \frac{1}{r^{2}} \left( |\partial_{\theta}u(t_{0},\cdot)|^{2} + \frac{1}{\sin^{2}\theta} |\partial_{\varphi}u(t_{0},\cdot)|^{2} \right) r^{2} \sin \theta \, d\theta \, d\varphi.$$ 

Now we establish the energy estimate.

**Proposition 5.6.2.** Let $b = (m, a, Q)$ with $|a| \ll |Q| + m$. Let $u$ be the solution to the following initial value problem

$$\Box g_{u} u = f, \quad u|_{t=0} = u_{0}, \quad \partial_{t}u|_{t=0} = u_{1} \quad (5.6.4)$$

where $rf \in L^{1}([0, \infty); L^{2}(\Sigma_{t}))$ and $\frac{u_{0}}{r}, \frac{u_{1}}{r}, \partial_{u} u_{0} \in L^{2}(\Sigma_{0}; r^{2} \sin \theta \, dr \, d\theta \, d\varphi)$. Then there exists a constant $C(b)$ which depends on the parameter $b = (m, a, Q)$ such that

$$E[u](t) \leq C(b) \left( \|u_{0}\|_{L^{2}(\Sigma_{0})} + \|\partial u_{0}\|_{L^{2}(\Sigma_{0})} + \|u_{1}\|_{L^{2}(\Sigma_{0})} + \|rf\|_{L^{1}([0, \infty); L^{2}(\Sigma_{t}))} \right) e^{C(b) t}. \quad (5.6.5)$$

where the integral is taken with respect the volume form $r^{2} \sin \theta \, dr \, d\theta \, d\varphi$ and $\partial \in \{\partial_{t}, \frac{1}{r} \partial_{\theta}, \frac{1}{r \sin \theta} \partial_{\varphi}\}$.

Moreover, the above statements also hold for the wave type operators $\mathcal{P}_{b, \gamma}, \mathcal{W}_{b, \gamma}$ and $L_{b, \gamma}$.

**Proof.** We only do the analysis for the case $a = 0$ here and the same argument will also work for small $a$ since all the calculation below near event horizon depends continuously on $b = (m, a, Q)$ (away from the event horizon, we make use of the timelike property of $dt$ and $\partial_{t}$). Therefore, we let $b = (m, 0, Q)$ and then we have

$$g = g_{b} = -\frac{\Delta_{b}}{r^{2}} \, dt^{2} + \frac{2\Delta_{b}}{r^{2}} F'(r) \, dr \, dt + \left( \frac{r^{2}}{\Delta_{b}} - \frac{\Delta_{b}}{r^{2}} F'(r)^{2} \right)dr^{2} + r^{2} d\theta^{2} + r^{2} \sin^{2}\theta d\varphi^{2};$$

$$g^{-1} = g^{-1}_{b} = -\left( \frac{r^{2}}{\Delta_{b}} - \frac{\Delta_{b}}{r^{2}} F'(r)^{2} \right) \partial_{t}^{2} + \frac{2\Delta_{b}}{r^{2}} F'(r) \partial_{r} + \frac{\Delta_{b}}{r^{2}} \partial_{\theta}^{2} + \frac{1}{r^{2} \sin^{2}\theta} \partial_{\varphi}^{2};$$

By a density statement, we may assume that $u$ is supported away from spatial infinity.
• **Killing multiplier:** \( X = \partial_\tilde{t} \). We compute

\[
g^{-1}(d\tilde{t}, P[g, \partial_\tilde{t}]) = \left( \frac{\Delta_b}{r^2} F_i'(r)^2 - \frac{r^2}{\Delta_b} \right) T(\partial_\tilde{t}, \partial_\tilde{t}) + \frac{\Delta_b}{r^2} F_i'(r) T(\partial_r, \partial_\tilde{t})
\]

\[
= -\frac{1}{2} \left( \left( \frac{r^2}{\Delta_b} - \frac{\Delta_b}{r^2} F_i'(r)^2 \right) |\partial_\tilde{t} u|^2 + \frac{\Delta_b}{r^2} |\partial_r u|^2 + \frac{1}{\sin^2 \theta} |\partial_\varphi|^2 \right)
\]

\[
\sim -\left( \frac{1}{r^2} |\partial_\tilde{t} u|^2 + |\partial_r u|^2 + \frac{1}{r^2} |\partial_\varphi|^2 \right) \quad \text{on} \quad [r_-, \infty), \quad (5.6.6)
\]

\[
g^{-1}(dr, P[g, \partial_\tilde{t}]) = \frac{\Delta_b}{r^2} F_i'(r) T(\partial_\tilde{t}, \partial_\tilde{t}) + \frac{\Delta_b}{r^2} F_i'(r) T(\partial_r, \partial_\tilde{t})
\]

\[
= \frac{\Delta_b}{r^2} F_i'(r) |\partial_\tilde{t} u|^2 + \frac{\Delta_b(r_-)}{r^2} \partial_\tilde{t} u \partial_r u \quad \text{at} \quad r = r_-
\]

We see that \( g^{-1}(d\tilde{t}, P[g, \partial_\tilde{t}]) \) gives control of \( |\frac{1}{r} \partial_\tilde{t} u| \) and angular derivative but not \( \partial_r u \) near event horizon because \( \Delta_b(r) \) is nonpositive at and beyond event horizon. We also note that the first term of \( g^{-1}(dr, P[g, \partial_\tilde{t}]) \) is positive if \( r_- \) is sufficiently close to event horizon \( r = r_b \) while the second term does not have a definite sign. So we need to introduce a suitable multiplier which allows us to deal with the above issues at event horizon.

• **Energy estimates near event horizon.** Following [87], We introduce \( X = b(r) \partial_\tilde{t} \) which is expressed in terms of the coordinates \( (\tilde{t}, r, \theta, \varphi) \) with \( b(r) = -\chi(r) \) where \( \chi(r) = 1 \) when \( r \leq 3m \) and \( \chi = 0 \) when \( r \geq 4m \). First we compute the boundary terms at the spacelike hypersurfaces \( \tilde{t} = \text{const} \)

\[
g^{-1}(d\tilde{t}, P[g, X]) = \left( \frac{\Delta_b}{r^2} F_i'(r)^2 - \frac{r^2}{\Delta_b} \right) T(\partial_\tilde{t}, b(r) \partial_r) + \frac{\Delta_b}{r^2} F_i'(r) T(\partial_r, b(r) \partial_r)
\]

\[
= -\chi(r) \left( -\left( \frac{\Delta_b}{r^2} F_i'(r)^2 - \frac{r^2}{\Delta_b} \right) |\partial_\tilde{t} u|^2 + \frac{\Delta_b}{r^2} F_i'(r) |\partial_r u|^2 \right).
\]

Since \( \frac{\Delta_b}{r^2} F_i'(r) \sim 1 \) near event horizon \( r = r_b \), it follows that on \( r \in [r_-, \infty) \)

\[
g^{-1}(d\tilde{t}, P[g, C \partial_\tilde{t} + X]) \sim -E[u](\tilde{t}) \quad (5.6.7)
\]

provided \( C \) is large enough. At the hypersurface \( r = r_- \), we have

\[
g^{-1}(dr, P[g, X]) = \frac{\Delta_b}{r^2} F_i'(r) T(\partial_r, b(r) \partial_r) + \frac{\Delta_b}{r^2} T(\partial_r, b(r) \partial_r)
\]

\[
= -\frac{1}{2} \chi(r) \left( \left( \frac{r^2}{\Delta_b} - \frac{\Delta_b}{r^2} F_i'(r)^2 \right) |\partial_\tilde{t} u|^2 + \frac{\Delta_b}{r^2} |\partial_r u|^2 - \frac{1}{r^2} \frac{\Delta_b}{r^2} |\partial_r u|^2 \right).
\]
Therefore, combining the calculation of $g^{-1}(dr, P[g, X])$ with (5.6.6) yields
\[
g^{-1}(dr, C\partial_t + X)
= \left( C \frac{\Delta_b(r_-)}{r^2} F'(r_-) + \frac{1}{2} \left( \frac{\Delta_b}{r^2} F'(r^2) - \epsilon \right) |\partial_t u|^2 + \epsilon |\partial_t u + C \frac{\Delta_b(r_-)}{2r^2} \partial_r u|^2 \right)
+ \left( - \frac{\Delta_b(r_-)}{2r^2} - \frac{C^2 \Delta_b^2(r_-)}{4r^2} \right) |\partial_r u|^2 + \frac{1}{2r^2} |\partial_{t} u|^2 + \frac{1}{2r^2 \sin^2 \theta} |\partial_{\varphi} u|^2 \geq 0 \quad \text{at} \quad r = r_-. \tag{5.6.8}
\]
provided $C$ is sufficiently large, $\epsilon$ is small enough and $r_-$ is sufficiently close to $r_b$.

Then we integrate $\nabla^a P_\alpha[g, C\partial_t + X] = \Box_g y \cdot (\partial_t u + u) + \frac{1}{2} T_{\alpha\beta}[g] \pi^\alpha_X$ over the region
\[
D = \{ 0 \leq \tilde{t} \leq \tilde{t}_1, r \geq r_- \}
\]
with respect to the volume form $dV_{g_b} = r^2 \sin \theta d\tilde{t} dr d\theta d\varphi$ and use Divergence Theorem
\[
\int_D \nabla^a P_\alpha dV = \int_{\partial D} \iota_{\partial a} dV
\]
to obtain
\[
\int_D \Box_g y \cdot (C\partial_t u + X u) r^2 \sin \theta d\tilde{t} dr d\theta d\varphi + \frac{1}{2} \int_D T_{\alpha\beta}[g] \pi^\alpha_X r^2 \sin \theta d\tilde{t} dr d\theta d\varphi
= \int_{r_-}^{\infty} \int_{\Sigma^2} g^{-1}(dt, P[g, C\partial_t + X]) r^2 \sin \theta d\tilde{t} dr d\theta d\varphi \big|_{t=\tilde{t}_1}^{t=0} + \frac{t^{\tilde{t}_1}_{t=0}}{r} \int_{\Sigma^2} g^{-1}(dr, P[g, C\partial_t + X]) r^2 \sin \theta d\tilde{t} dr d\theta d\varphi \big|_{r=r_-}.
\]
Since $g^{-1}(dr, P[g, C\partial_t + X])|_{r=r_-} \geq 0$, and $T_{\alpha\beta}[g] \pi^\alpha_X$ is quadratic in $\partial u$, we find that
\[
\sup_{0 \leq \tilde{t} \leq \tilde{t}_1} E[u](\tilde{t}) \leq C' \left( \|\partial u_0\|_{L^2(\Sigma_0)} + \|u_1\|_{L^2(\Sigma_0)} + \|rf\|_{L^1(0,\tilde{t};L^2(\Sigma_1))} \right)
+ C' \int_0^{\tilde{t}_1} E[u](\tilde{t}) d\tilde{t}.
\]
where $\partial \in \{ \partial_r, \frac{1}{r} \partial_{\theta}, \frac{1}{r \sin \theta} \partial_{\varphi} \}$ and $L^2(\Sigma_0) = L^2(\Sigma_0; r^2 \sin \theta dr d\theta d\varphi)$.

As for the $L^2$ norm of $u$, we have
\[
\|ru\|_{L^2(\Sigma_1)} \lesssim \|u_0\|_{L^2(\Sigma_0)} + \int_0^{\tilde{t}_1} \|ru_0\|_{L^2(\Sigma_t)} d\tilde{t}
\]
where $L^2(\Sigma_t) = L^2(\Sigma_t; r^2 \sin \theta dr d\theta d\varphi)$. Therefore, we have
\[
\sup_{0 \leq \tilde{t} \leq \tilde{t}_1} E[u](\tilde{t}) \leq C \left( \|u_0\|_{L^2(\Sigma_0)} + \|\partial u_0\|_{L^2(\Sigma_0)} + \|u_1\|_{L^2(\Sigma_0)} + \|rf\|_{L^1(0,\tilde{t};L^2(\Sigma_1))} \right)
+ C \int_0^{\tilde{t}_1} E[u](\tilde{t}) d\tilde{t}.
\]
Finally by Grönwall inequality we obtain the exponential growth of the energy

\[ E[u](\bar{t}) \leq C \left( \| u^0 \|_{H^1(\Sigma_0)} + \| u_0 \|_{L^2(\Sigma_0)} + \| \nabla u \|_{L^2(\Sigma_0)} + \| r f \|_{L^2(\bar{t}, \Sigma_1)}^2 \right) e^{C\bar{t}}. \]

- Proof for \( P_{b,\gamma}, W_{b,\gamma} \) and \( L_{b,\gamma} \). According to Lemma 4.3.7, \(-2P_{b,\gamma}, -2W_{b,\gamma} \) (resp. \(-L_{b,\gamma} \)) are \( \Box_{g_b} \) tensored with \( 4 \times 4 \) (resp. \( 14 \times 14 \)) identity matrix plus a matrix whose entries are first order differential operators with coefficients decaying like \( r^{-2} \), and then the above arguments in the proof for \( \Box_{g_b} \) still apply here.

We next show that if \( \text{Im} \sigma \) is sufficiently large, then \( \Box_{g_b}(\sigma), \hat{P}_{b,\gamma}(\sigma), \hat{W}_{b,\gamma}(\sigma), \hat{L}_{b,\gamma}(\sigma) \) are invertible on suitable function spaces.

**Theorem 5.6.3.** Let \( b_0 = (m_0, 0, Q_0) \) with \( |Q_0| < m_0 \). Then there exists \( \epsilon > 0 \) such that for \( b = (m, Q, a) \) with \( |b-b_0| < \epsilon \) and for \( s > \frac{1}{2}, \ell < -\frac{1}{2} \) with \( s+\ell > -\frac{1}{2} \), the operators

\[
\Box_{g_b}(\sigma) : \{ u \in \tilde{H}^{s,\ell}(\bar{X}) \mid \Box_{g_b}(\sigma) u \in \tilde{H}^{s,\ell+1}(\bar{X}) \} \rightarrow \tilde{H}^{s,\ell+1}(\bar{X}) \tag{5.6.9}
\]

\[
\Box_{g_b}(\sigma) : \{ u \in \tilde{H}^{s,\ell}(\bar{X}) \mid \Box_{g_b}(\sigma) u \in \tilde{H}^{s-1,\ell+2}(\bar{X}) \} \rightarrow \tilde{H}^{s-1,\ell+2}(\bar{X}) \tag{5.6.10}
\]

are invertible for \( \text{Im} \sigma \geq C'(b_0) \) where \( C'(b_0) > 0 \) is a sufficiently large constant only depending on \( b_0 \).

Moreover, the above statements also hold for the wave type operators \( P_{b,\gamma}, W_{b,\gamma} \) and \( L_{b,\gamma} \).

**Proof.** According to Proposition 5.6.2, there exist \( \epsilon > 0, \hat{C}(b_0) > 0 \) such that for \( |b-b_0| < \epsilon \), the solution \( u \) to the initial value problem (5.6.4) satisfies

\[ E[u](\bar{t}) \leq \left( \hat{C}(b_0) E[u](0) + \hat{C}(b_0) \left( \int_0^\bar{t} \| \nabla u \|_{L^2(\Sigma_1)} \, dt \right)^2 \right) e^{\hat{C}(b_0)\bar{t}}. \]

We now show that if \( \text{Im} \sigma > \hat{C}(b_0) \), then (5.6.9) and (5.6.10) are invertible. According to Lemma 5.5.2, it suffices to prove that (5.6.9) and (5.6.10) are injective. Assume the contrary, by Proposition 5.3.1, there exists a nontrivial solution \( w = \rho C^\infty(\partial_+ \bar{X}) + A^{2-}(\bar{X}) \) to \( \Box_{g_b}(\sigma) w = 0 \). Then, \( u(t_b, r, \theta, \varphi) = e^{-it_b,\cdot,\cdot,\cdot} w \) is a solution to \( \Box_{g_b} u = 0 \). Let \( \chi(\bar{t}) \in C^\infty(\mathbb{R}) \) be such that \( \text{supp} \chi \subset [1, \infty) \).
and supp$(1 - \chi) \subset (-\infty, 2]$. Then $\chi u$ is the unique solution which is supported in $(1, \infty)$ to the inhomogeneous equation $\Box \tilde{u} = [\Box g_b, \chi] u$. According to Lemma 4.3.6 and $\bar{t} - t_{b, *} = O(\frac{1}{r^3})$, we have

$$\Box \tilde{u} = [\Box g_b, \chi] u \sim \frac{1}{r^3},$$

and thus $\chi(\bar{t}) u$ satisfies $E(\chi u) \lesssim e^{\hat{C}(b_0) \bar{t}}$. But a direct calculation implies $E(\chi u) \sim e^{\text{Im} \sigma t_{b, *}} \sim e^{\text{Im} \sigma \bar{t}}$, which leads to a contradiction.

The proof for $\hat{P}_{b, \gamma}(\sigma), \hat{W}_{b, \gamma}(\sigma), \hat{L}_{b, \gamma}(\sigma)$ is completely analogous. \qed
Chapter 6

Spherical harmonic decompositions

In this section, we shall introduce the spherical harmonic decompositions, which will be used in the proof of the geometric mode stability of Reissner-Nordström spacetime (see §7).

Let \( \mathcal{g} \) be the standard metric on the unit sphere \( S^2 \). We denote the operators on \( S^2 \) using a slash, e.g. \( \Delta_H \) is the Hodge Laplacian. We denote by \( Y_{lm} \) with \( l \in \mathbb{N}, m \in \mathbb{Z}, |m| \leq l \) the spherical harmonic function of degree \( l \) and order \( m \) which satisfies \( \Delta_H Y_{lm} = l(l+1)Y_{lm} \) where \( \Delta_H = \delta \delta + \delta \delta^* \) is the Hodge Laplacian. We denote by \( S_l = \{ Y_{lm} : |m| \leq l \} \) the space of degree \( l \) spherical harmonic functions. Then one can conclude that \( \{ S_l : l \in \mathbb{N} \} \) form an orthogonal basis of \( L^2(S^2) \).

According to Hodge decomposition Theorem and the fact that the de Rham cohomology group \( H^1_{dR}(S^2) = 0 \), we see that any 1-form \( \omega \in C^\infty(S^2, T^*S^2) \) can be uniquely decomposed as \( \omega = d\phi + \delta\eta \) where \( \phi \in C^\infty(S^2), \eta \in C^\infty(S^2; \Lambda^2 T^*S^2) \). Since \( \delta = -\delta^*d \) where \( \delta \) is the Hodge star operator, we can rewrite \( \omega = d\phi + \delta^*d\psi \) where \( \phi, \psi \in C^\infty(S^2) \). Therefore, one can conclude that an orthogonal basis of \( L^2(S^2, T^*S^2) \) is given by \( \{ dS_l, V_l = \delta^*dS_l : l \in \mathbb{N} \} \) where \( S_l, V_l \) are the eigen-1-forms of the Hodge Laplacian \( \Delta_H \) with eigenvalue \( l(l+1) \). We note that \( \delta V_l = 0 \) and \( dS_0 = V_0 = 0 \). In other words, a spectral decomposition of the negative tensor Laplacian \( -\Delta = -d\nabla^a \nabla_a \) satisfying \( -\Delta = \Delta_H - 1 \) is given by the scalar part

\[
\delta S_l \in \ker(-\Delta - (l(l+1) - 1)) \quad \text{with} \quad l \geq 1 \quad (6.0.1)
\]

and the vector part

\[
V_l \in \ker(-\Delta - (l(l+1) - 1)) \quad \text{with} \quad l \geq 1. \quad (6.0.2)
\]
As for the symmetric 2-tensors $h \in C^\infty(S^2; S^2T^*S^2)$, we have the transverse-traceless decomposition [120] $h = \frac{1}{2}(\triangledown h)g + \delta^*_0\omega + h_{TT}$ where $\delta^*_0 = \delta^* + \frac{1}{2}g\delta$ is the traceless symmetric gradient, $\omega \in C^\infty(S^2; T^*S^2)$ and $h_{TT}$ is both traceless and divergence free. According to [58], we know that $h_{TT} = 0$. We then decompose $\omega$ further into eigen-1-forms (we also call them spherical harmonic 1-forms) of $-\Delta$ of scalar type $dS_l$ and vector type $V_l$, and $\triangledown h$ into scalar spherical harmonic functions $S_l$. In the spherical coordinates $(\theta, \varphi)$, since

$$dy^0_1 = -\sin \theta d\theta, \quad dy^1_1 = \cos \theta \cos \varphi d\theta - \sin \theta \sin \varphi d\varphi, \quad dy^{-1}_1 = \cos \theta \sin \varphi d\theta + \sin \theta \cos \varphi d\varphi,$$

we see that $dS_1$ is conformal killing and thus $\delta^*_0dS_1 = 0$. We also have

$$\delta^*_0dy^0_1 = -\sin^2 \theta d\varphi, \quad \delta^*_0dy^1_1 = \sin \theta \cos \theta \cos \varphi d\varphi + \sin \varphi d\varphi, \quad \delta^*_0dy^{-1}_1 = \sin \theta \cos \theta \sin \varphi d\varphi - \cos \varphi d\theta. \quad (6.0.3)$$

and find that $V^T_1$ are rotations, and thus killing, i.e. $\delta^*V_1 = 0$. Then any symmetric 2-tensors on sphere can be decomposed into the following spherical harmonic symmetric 2-tensors of the scalar type

$$S_l g \ (l \geq 0), \quad \delta^*_0 dS_l \ (l \geq 2) \quad (6.0.4)$$

and the vector type

$$\delta^*_0 V_l = \delta^* V_l \ (l \geq 2). \quad (6.0.5)$$

We claim that the following geometric operators on sphere $S^2$

$$g, \triangledown \delta, \delta\delta, \delta^*, -\Delta$$

and their compositions

preserve the the scalar and vector type of the spherical harmonics. More precisely, these geometric operators map the scalar type functions/1-forms/symmetric 2-tensors built out of a particular $S \in S_l$ into another scalar type tensor with the same $S$, likewise for the vector type 1-forms/symmetric 2-tensors. This is obviously true for $g$ acting on functions, $\triangledown \delta$ on symmetric 2-tensors, $\delta$ on functions, $\delta\delta$ on 1-forms, and $-\Delta$ on functions and 1-forms. For the verification of $\delta, \delta^*, -\Delta$, we make use of
the identities $\delta^* \omega = -\frac{1}{2} \Delta \omega + \frac{1}{2} \delta \delta \omega - \frac{1}{2} \omega$ and $-\Delta \delta^* \omega = \delta^* (-\Delta \omega) - 3 \delta^* \omega - 2 \delta \delta \omega$ to obtain

$\delta(\omega g) = -d\omega, \quad \delta \delta(\omega g) = -\frac{l(l+1)-2}{2} d\omega, \quad \delta \delta \delta(\omega g) = \frac{l(l+1)-2}{2} \delta \delta \omega, \quad \delta \delta \delta(\omega g) = \delta \delta \delta \omega - \frac{l(l+1)}{2} \omega$;

$-\Delta(\omega g) = l(l+1)\delta \delta \omega, \quad -\Delta(\delta \delta \omega) = (l(l+1) - 4) \delta \delta \omega, \quad -\Delta(\delta \delta \delta \omega) = (l(l+1) - 4) \delta \delta \delta \omega$.

(6.0.6)

We now decompose the spacetime $M$ into the aspherical $\hat{X} = \mathbb{R}_t \times [r_-, \infty)_r$ and spherical part $\mathbb{S}^2$, i.e.

$$M = \hat{X} \times \mathbb{S}^2, \quad \hat{\pi} : M \rightarrow \hat{X}, \quad \# : M \rightarrow \mathbb{S}^2. \quad (6.0.7)$$

We then call the functions aspherical if they are only functions of $(t, r)$, and spherical if they are only functions on $\mathbb{S}^2$. Alternatively, we can identify the aspherical and spherical functions as subspaces of $C^\infty(M)$ as follows:

$$C^\infty(\hat{X}) \cong \hat{\pi}^* C^\infty(\hat{X}) \subset C^\infty(M), \quad C^\infty(\mathbb{S}^2) \cong \#^* C^\infty(\mathbb{S}^2) \subset C^\infty(M). \quad (6.0.8)$$

Then functions on $M$, say $L^2(M)$, can be decomposed into an infinite sum of products of aspherical functions and spherical harmonic functions.

We can also split the cotangent bundle $T^*M$ into aspherical and spherical part as follows:

$$T^*M = T^*_{\mathbb{S}} \oplus T^*_\hat{X} \quad \text{where} \quad T^*_{\mathbb{S}} = \hat{\pi}^* T^* \hat{X} \quad \text{and} \quad T^*_\hat{X} = \#^* T^* \mathbb{S}^2. \quad (6.0.9)$$

We can further write $\omega \in T^*_\hat{X}$ as an infinite sum of the spherical harmonic 1-forms $\delta S_l, V_l$ of $-\Delta$. Therefore, a 1-form $\omega \in C^\infty(M; T^* M)$ can be expressed as an infinite sum of products of aspherical functions/1-forms on $\hat{X}$ and spherical harmonic functions/1-forms.

The above splitting of $T^*M$ induces a natural splitting of the symmetric 2-tensors, into aspherical part $S^2T^*_{\mathbb{S}}$, mixed part $T^*_{\mathbb{S}} \otimes T^*_{\mathbb{S}}$, and spherical part $S^2T^*_\hat{X}$ as follows:

$$S^2T^*M = S^2T^*_{\mathbb{S}} \oplus (T^*_{\mathbb{S}} \otimes T^*_{\mathbb{S}}) \oplus S^2T^*_\hat{X} \quad (6.0.10)$$

where we identify $a \otimes b \in T^*_{\mathbb{S}} \otimes T^*_{\mathbb{S}}$ as $2a \otimes b = a \otimes b + b \otimes a$. Therefore, a symmetric 2-tensor $h \in C^\infty(M; S^2T^*M)$ can be expressed as an infinite sum of products of aspherical functions/1-forms/symmetric 2-tensors on $\hat{X}$ and spherical harmonic functions/1-forms/symmetric 2-tensors.
The above decomposition for functions/1-form/symmetric 2-tensors on $M$ implies that the perturbation $(\dot{g}, \dot{A})$ can be divided into two categories: the first consists of scalar perturbations (also called even parity modes in [102] and closed portions in [71]):

- **Scalar $l \geq 2$:**
  \[
  \begin{align*}
  \dot{g} &= \tilde{f}S + (f \otimes_s dS) + (H_L S\dot{g} + H_T \tilde{K}_0 dS) \\
  \dot{A} &= \tilde{K}S + K dS
  \end{align*}
  \]
  with $S \in S_l$

- **Scalar $l = 1$:**
  \[
  \begin{align*}
  \dot{g} &= \tilde{f}S + (f \otimes_s dS) + H_L S\dot{g} \\
  \dot{A} &= \tilde{K}S + K dS
  \end{align*}
  \]
  with $S \in S_1$ (6.0.11)

- **Scalar $l = 0$:**
  \[
  \begin{align*}
  \dot{g} &= \tilde{f} + H_L \tilde{g} \\
  \dot{A} &= \tilde{K}
  \end{align*}
  \]

where $H_L, H_T, K \in C^\infty(\tilde{X}), f, \tilde{K} \in C^\infty(\tilde{X}; T^* \tilde{X}), \tilde{f} \in C^\infty(\tilde{X}; S^2 T^* \tilde{X})$.

The second comprises of the vector perturbations (also called odd parity modes in [102] and co-closed portions in [71]):

- **Vector $l \geq 2$:**
  \[
  \begin{align*}
  \dot{g} &= f \otimes_s V + H_T \delta^s V \\
  \dot{A} &= KV
  \end{align*}
  \]
  with $V \in V_l$

- **Vector $l = 1$:**
  \[
  \begin{align*}
  \dot{g} &= f \otimes_s V \\
  \dot{A} &= KV
  \end{align*}
  \]
  with $V \in V_1$ (6.0.12)

where $H_T, K \in C^\infty(\tilde{X})$ and $f \in C^\infty(\tilde{X}; T^* \tilde{X})$.

We decompose the Reissner-Nordström metric $g$ into aspherical and spherical part as in (6.0.7), which takes the form in static coordinates $(t, r, \omega)$ with $\omega \in S^2$ as follows

\[
g = \hat{g} + r^2 \hat{g}
\]

(6.0.13)

where $\hat{g}$ is a Lorentzian metric on $\tilde{X} = \mathbb{R}_{t_*} \times [r_-, \infty)$ and $\hat{g}$ denote the standard metric on the unit sphere $S^2$. In static coordinates $(t, r)$, $\hat{g}$ takes the form

\[
\hat{g} = -\mu_{b_0} dt^2 + \mu_{b_0}^{-1} dr^2 \quad \text{with} \quad \mu_{b_0} = 1 - \frac{2m}{r} + \frac{Q^2}{r^2},
\]

(6.0.14)

and it can be extended beyond the event horizon by introducing $(t_*, r)$ coordinates. We denote the operators associated with $\hat{g}$ and $\hat{g}$ by rings and slashes respectively. Here we use the Einstein summation convention with Greek indices $\mu, \nu, \ldots$ for coordinates on $M$, lower case Roman indices $i, j, k, m, n$ for coordinates on $\tilde{X}$ and $a, b, c, d, e$ for coordinates on $S^2$. Indices are raised and lowered...
using the Reissner-Nordström metric $g$, except that we write $g^{ab} = (g^{-1})_{ab}$ for the inverse metric to $g$ on $S^2$. 
Chapter 7

Mode stability of the Reissner-Nordström spacetime

In this section we shall characterize the non-decaying (generalized) modes of the linearized Einstein-Maxwell system around the Reissner-Nordström spacetime \((M, g_0, A_0)\) with subextremal charge, following the method of Kodama-Ishibashi \([79, 80]\) for the study of perturbations of black holes without (or with) charge in high dimensions. Throughout this section, we drop the subscript \(b_0\), i.e., we take \((g, A) = (g_{b_0}, A_{b_0})\) and \(m = m_0, Q = Q_0\). Here we adopt some notations from \([57, 60, 80]\).

**Theorem 7.0.1.** Let \(\sigma \in \mathbb{C}\) with \(\text{Im} \sigma \geq 0\), suppose \((\dot{g}, \dot{A})\) is an outgoing mode solution to the linearized Einstein-Maxwell system, i.e., \((\dot{g}, \dot{A}) = (e^{-i\sigma t}\dot{g}_0, e^{-i\sigma t}\dot{A}_0)\) with \((\dot{g}_0, \dot{A}_0) \in \bar{H}_b^{\infty, \ell}(\bar{X}; S^2\tilde{sc}T^*\bar{X} \oplus \tilde{sc}T^*\bar{X})\) for some \(\ell \in \mathbb{R}\) solves

\[
\mathcal{L}_1(\dot{g}, \dot{A}) = -\frac{1}{2} \Box_g \dot{g} - \delta_g^* \delta_g G_g \dot{g} + \mathcal{R}_g \dot{g} - 2D(g, dA)T(\dot{g}, d\dot{A}) = 0
\]

\[
\mathcal{L}_2(\dot{g}, \dot{A}) = D((g, A))(\delta_g dA)(\dot{g}, \dot{A}) = 0.
\]

Then there exist parameters \(\dot{m} \in \mathbb{R}, \dot{a} \in \mathbb{R}^3, \dot{Q} \in \mathbb{R}\) and an outgoing 1-form \(\omega\) and a function \(\phi\) on \(\bar{M}\), i.e. \((\omega, \phi) \in e^{-i\sigma t}\bar{H}_b^{\infty, \ell'}(\bar{X}; \tilde{sc}T^*\bar{X} \oplus \mathbb{C})\) for some \(\ell' \in \mathbb{R}\), such that

\[
(\dot{g}, \dot{A}) = \left(\dot{g}_{(m, 0, Q)}(\dot{m}, \dot{a}, \dot{Q}) + 2\delta^* \omega, \dot{A}_{(m, n, q)}(\dot{m}, \dot{a}, \dot{Q}) + \mathcal{L}_{\omega} A + d\phi\right).
\]

More specifically

1. If \(\sigma \neq 0\), then

\[
(\dot{g}, \dot{A}) = \left(2\delta^* \omega, \mathcal{L}_{\omega} A + d\phi\right)
\]

where \((\omega, \phi) \in e^{-i\sigma t}\bar{H}_b^{\infty, \ell'}(\bar{X}; \tilde{sc}T^*\bar{X} \oplus \mathbb{C})\) for some \(\ell' \in \mathbb{R}\).
2. If $\sigma = 0$ and $-\frac{3}{2} < \ell < -\frac{1}{2}$, we decompose the perturbation $(\dot{g}, \dot{A})$ into spherical harmonics whose detail is given in §6. Then

(i) If $(\dot{g}, \dot{A})$ is of scalar type with $l \geq 1$ or vector type $l \geq 2$, then

$$(\dot{g}, \dot{A}) = (2\delta^s_\mu \omega, L_{\omega^s} A + d\phi)$$

where $(\omega, \phi) \in \tilde{H}^\infty_{b, \ell-1}(\tilde{X}; \tilde{S^2T}^* \tilde{X} \oplus \mathbb{C})$ is of the same type as $(\dot{g}, \dot{A})$.

(ii) If $(\dot{g}, \dot{A})$ is of scalar type with $l = 0$, i.e. spherically symmetric, then

$$(\dot{g}, \dot{A}) = \left(\dot{g}_{(m,0,Q)}(\mathbf{m},0,\mathbf{Q}), \dot{A}_{(m,0,Q)}(0,0,\mathbf{Q}) + L_{\omega^s} A + d\phi\right)$$

where $(\omega, \phi) \in \tilde{H}^\infty_{b, \ell-1}(\tilde{X}; \tilde{S^2T}^* \tilde{X} \oplus \mathbb{C})$ is spherically symmetric.

(iii) If $(\dot{g}, \dot{A})$ is of vector type $l = 1$, then

$$(\dot{g}, \dot{A}) = \left(\dot{g}_{(m,0,Q)}(0,\mathbf{a},0) + 2\delta^s_\mu \omega, \dot{A}_{(m,0,Q)}(0,\mathbf{a},0) + L_{\omega^s} A + d\phi\right)$$

where $(\omega, \phi) \in \tilde{H}^\infty_{b, \ell-1}(\tilde{X}; \tilde{S^2T}^* \tilde{X} \oplus \mathbb{C})$ is of vector type with $l = 1$.

The statement of stationary perturbation $(\dot{g}, \dot{A})$ ($\sigma = 0$) of scalar type with $l = 0, 1$ can be extended to the following cases:

(iv) If $(\dot{g}, \dot{A}) \in \tilde{H}^\infty_{b, \ell}(\tilde{X}; S^2 \tilde{T}^* \tilde{X} \oplus \tilde{S^2T}^* \tilde{X})$ with $-\frac{5}{2} < \ell < -\frac{3}{2}$ is a stationary perturbation of scalar type $l = 1$, then

$$(\dot{g}, \dot{A}) = (2\delta^s_\mu \omega, L_{\omega^s} A + d\phi)$$

where $(\omega, \phi) \in \tilde{H}^\infty_{b, \ell-1}(\tilde{X}; \tilde{S^2T}^* \tilde{X} \oplus \mathbb{C})$ is of the scalar type $l = 1$.

(v) If $(\dot{g}, \dot{A}) \in \text{Poly}(t^s)^k \tilde{H}^\infty_{b, \ell}(\tilde{X}; S^2 \tilde{T}^* \tilde{X} \oplus \tilde{S^2T}^* \tilde{X})$ is of scalar type $l = 0$, then

$$(\dot{g}, \dot{A}) = \left(\dot{g}_{(m,0,Q)}(\mathbf{m},0,\mathbf{Q}), \dot{A}_{(m,0,Q)}(0,0,\mathbf{Q}) + L_{\omega^s} A + d\phi\right)$$

where $(\omega, \phi) \in \text{Poly}(t^s)^{k+1} \tilde{H}^\infty_{b, \ell}(\tilde{X}; \tilde{S^2T}^* \tilde{X} \oplus \mathbb{C})$ is of scalar type $l = 0$ for some $\ell' < \ell$.

Remark 7.0.2. Our discussion corresponds to the case $n = 2, K = 1, \kappa^2 = 2, E_0 = r^{-2}Q, Q^2 = Q^2, \Lambda = 0$ (and thus $\lambda = 0$), in [80]. We note that [80] discusses the scalar and vector type
perturbations for non-stationary modes \((\sigma \neq 0)\) with \(l \geq 2\) in detail, but the corresponding stationary perturbations \((\sigma = 0)\) are only treated in the uncharged case in [79]. [80] also studies the scalar (Appendix D) and vector (§4) perturbations for modes \(l = 1\) (which is called exceptional modes there), however, they do not give a full description of the scalar \(l = 0\) (spherically symmetric) perturbations.

7.1 Scalar type perturbations

We shall consider the scalar type perturbations of modes \(l \geq 2\), \(l = 1\) and \(l = 0\) separately. Recall that we can write the perturbations under the splitting (6.0.9) and (6.0.10) as in (6.0.11). We further introduce a rescaled version of the traceless part of the spherical harmonic symmetric 2-tensor \(\delta_0^s dS_l\) which is built from the spherical harmonic function \(S \in S_l\) with eigenvalues \(k^2 = l(l + 1)\):

\[
\delta k S = k^{-2} \delta_0^s dS \quad \text{where} \quad S \in S_l \text{ with } l \neq 0.
\]

7.1.1 Modes with \(l \geq 2\)

Suppose \((\dot{g}, \dot{A})\) is the scalar perturbations of the following form

\[
\dot{g} = \begin{pmatrix}
\frac{\tilde{f}S}{2r^2} - \frac{\delta \delta r T}{2r^2} (H_L \dot{S} + H_T \delta k S)
\end{pmatrix}, \quad \dot{A} = \begin{pmatrix}
\frac{\tilde{K}S}{k} - \frac{\delta K}{k} dS
\end{pmatrix} \quad \text{with} \quad S \in S_l \text{ (}l \geq 2\text{)}.
\] (7.1.1)

We notice that the pure gauge solutions take the form

\[
\delta \dot{g} = 2\delta_0^s \omega = \begin{pmatrix}
\frac{2\delta^s T}{2r^2(r - 1)} dS
\end{pmatrix}, \quad \delta \dot{A} = \frac{\delta A}{\delta k} dS + \frac{\delta n}{\delta k} dS
\]

with

\[
\omega = \begin{pmatrix}
\frac{T S}{k} dS
\end{pmatrix}, \quad \phi = PS
\] (7.1.2)

where \(T \in C^\infty(\hat{X}; T^* \hat{X}), L, P \in C^\infty(\hat{X})\). When adding \((\delta \dot{g}, \delta \dot{A})\) to \((\dot{g}, \dot{A})\), the quantities \(\tilde{f}, f, H_L, H_T, \tilde{K}, K\) change by

\[
\delta \tilde{f} = 2\delta^s T, \quad \delta f = -\frac{k}{r} T + r \tilde{d}(r^{-1} L), \quad \delta H_L = r^{-1} \nu_T \tilde{d} + \frac{k}{2r} L, \quad \delta H_T = -\frac{k}{r} L;
\]

\[
\delta \tilde{K} = \frac{\delta \nu_T T + \nu_T \tilde{d} + \tilde{d} P}{\nu_T T + P}\]

(7.1.4)
We define \( \mathbf{X} := \frac{r}{k} (f + \frac{r}{k} \ddot{d}H_T) \), then \( \delta \mathbf{X} = \frac{r}{k} (\delta f + \frac{r}{k} \ddot{d}H_T) = -T \) because \( \delta \) commutes with any geometric operators we use in this manuscript. As a consequence, the following quantities

\[
\bar{F} := \tilde{f} + 2 \hat{\delta}^* \mathbf{X} \in C^\infty(\tilde{X}; S^2 T^* \tilde{X}),
\]

\[
J := H_L + \frac{1}{2} H_T + r^{-1} \tau_{dr} \mathbf{X} \in C^\infty(\tilde{X}; T^* \tilde{X}),
\]

\[
N := \tilde{K} + d \left( \frac{r}{k} K \right) + \tau_\mathbf{X} dA \in C^\infty(\tilde{X}; T^* \tilde{X})
\]

are gauge-invariant, that is, \( \delta \bar{F} = 0, \delta J = \delta N = 0 \). Conversely, if \( \bar{F} = 0, J = N = 0 \), one can verify \((\dot{g}, \dot{A})\) is a pure gauge solution

\[
(\dot{g}, \dot{A}) = (2 \hat{\delta}^* \omega, L_\omega A + d\phi) \quad \text{with} \quad \omega = \left( \frac{r^2 \mathbf{X} S}{k^2 H_T dS} \right), \quad \phi = -\frac{r}{k} K + \tau_\mathbf{X} \mathbf{X}.
\]

If \((\dot{g}, \dot{A})\) are outgoing mode solutions with frequency \( \sigma \neq 0 \), then \( \omega \) and \( \phi \) are modes of the same type, with an extra factor \( r^2 \) and \( r \) respectively relative to \( \dot{g} \) and \( \dot{A} \). If \( \sigma = 0 \), \( (\omega, \phi) \) grow at most by a factor \( r \) more than \((\dot{g}, \dot{A})\).

Since the linearized Einstein-Maxwell system is gauge-invariant, we can express it in terms of the gauge-invariant quantities defined above. Concretely, one can choose a gauge, i.e., add a pure gauge solution \((\delta \tilde{g}, \delta \tilde{A})\) to \((\dot{g}, \dot{A})\) for suitable \( \omega = \omega(T, L), \phi = \phi(P) \) such that the non gauge-invariant quantities \( \tilde{f} \) etc. take a simple form in the new gauge. More specifically, we adds \((\delta \tilde{g}, \delta \tilde{A})\) built from

\[
T = \mathbf{X}, L = \frac{r}{k} H_T, P = \frac{r}{k} K - \tau_\mathbf{X} \mathbf{X}, \quad \text{then} \quad \mathbf{X} + \delta \mathbf{X} = T - T = 0, H_T + \delta H_T = \frac{k}{r} L - \frac{k}{r} L = 0
\]

which implies \( f + \delta f = 0, \tilde{f} + \delta \tilde{f} = \tilde{F}, H_L + \delta H_L = J, \) and \( K + \delta K = K - \frac{k}{r} \tau_\mathbf{X} \mathbf{X} - \frac{k}{r} \tau_\mathbf{X} K - \tau_\mathbf{X} \mathbf{X} = 0 \) which implies \( \tilde{K} + \delta K = N \). To summarize, if we replace \((\dot{g}, \dot{A})\) by \((\dot{g} + \delta \tilde{g}, \dot{A} + \delta \tilde{A})\), in the new gauge we have \((\tilde{f}, f, H_L, H_T, \tilde{K}, K) = (\bar{F}, 0, J, 0, N, 0)\). Therefore, using the detailed calculation in §6 and §A.1 we can write the linearized Einstein-Maxwell system, acting on the new \((\dot{g}, \dot{A})\)

\[
\dot{g} = \begin{pmatrix} \bar{F}S & 0 \\ 0 & 2r^2 J S \phi \end{pmatrix}, \quad \dot{A} = \begin{pmatrix} NS \end{pmatrix}
\]

in terms of the gauge-invariant quantities \( \bar{F}, J, N \).

Now we express \( 2 \mathcal{L}_1(\dot{g}, \dot{A}) = 0 \) and \( \mathcal{L}_2(\dot{g}, \dot{A}) = 0 \) in the form of (7.1.1) in terms of \( \bar{F}^E, f^E, H_L^E, H_T^E \)
and $\bar{K}^E, K^E$ respectively. Then the linearized Einstein-Maxwell system reads

$$\bar{f}^E = \left( -\Box - 2\hat{\delta}^s \hat{\delta} - \hat{\delta}^* d^* r \right) \bar{F} + 2r^{-1} \left( 2\hat{\delta}^s t_{dr} \bar{F} - (\hat{\delta}^s r) \nabla_i \bar{F} \right) - 4\hat{\delta}^s \hat{d} J - 8r^{-1}(dr) \otimes_s \hat{d} J$$

$$\bar{f}^E + (-\mu''_{rb} + k^2 r^{-2})\bar{F} + (-2Q^2 r^{-4} + \mu''_{rb})g^{tr} \bar{F} - 4Q r^{-2}\hat{g} \hat{d}N = 0,$$  \hspace{1cm} (7.1.7a)

$$-\frac{r}{k} f^E = -\hat{\delta} \bar{F} - 2dJ - r\hat{d}(r^{-1} tr \bar{F}) + 4Q r^{-2}\hat{d}N = 0,$$  \hspace{1cm} (7.1.7b)

$$2r^2 H^E_L = -\Box(2r^2 J) - 2\partial_{tr} \delta r \bar{F} + 2\partial_{tr} \delta tr \bar{F} - r\partial_{tr} \delta tr \bar{F} + (r\mu'_{rb} + \frac{k^2}{2} + 2Q^2 r^{-2})\delta tr \bar{F}$$

$$+ (2k^2 - 4Q^2 r^{-2})J + 4Q \hat{d}N = 0,$$  \hspace{1cm} (7.1.7c)

$$2r^2 H^E_r = -k^2 tr \bar{F} = 0,$$  \hspace{1cm} (7.1.7d)

$$\bar{K}^E = r^{-2} \delta (r^2 dN) + k^2 r^{-2} N + \frac{1}{2} Q r^{-2} \hat{d} tr \bar{F} - 2Q r^{-2} \hat{d} J = 0,$$  \hspace{1cm} (7.1.7e)

$$-\frac{r}{k} K^E = -\hat{\delta} N = 0.$$  \hspace{1cm} (7.1.7f)

By (7.1.7d), all terms containing $tr \bar{F}$ vanish, then plugging $\hat{\delta} \bar{F} = -2\hat{d} J + 4Q r^{-2} \hat{d}N$ into (7.1.7a) yields the cancellation of the term $4\hat{\delta}^s \hat{d} J$ and thus one obtains a wave equation of $\bar{F}$ (coupled to $J, N$ only via subprincipal terms). Moreover, by (7.1.7f), one adds the zero term $\hat{d} \hat{d} N$ to (7.1.7e) and then can obtain a wave equation for $N$ (coupled to $J$ via subprincipal terms). In conclusion, we can rewrite equation (7.1.7a), (7.1.7c) and (7.1.7e) as a principally scalar system of wave equations for $(\bar{F}, J, N)$

$$-\Box B - D B = 0 \quad \text{where} \quad B = \begin{pmatrix} \bar{F} \\ J \\ N \end{pmatrix}$$  \hspace{1cm} (7.1.8)

where $D$ is a first order stationary differential operator acting on $C^\infty(\tilde{X}; S^2 T^* \tilde{X} \oplus \mathbb{R} \oplus T^* \tilde{X})$. When $(\hat{g}, \hat{A})$ and thus $B$ are smooth modes, this system of equations become a system of ODEs on the one dimensional space $t_a^{-1}(0)$ with a regular singular point at the event horizon $r = r_{ho}$ whose solution is given by Frobenius series, which means that the vanishing of $B$ in the static region $r > r_{ho}$ implies the vanishing of $B$ on $\tilde{X}$. As a result, it suffices to prove $B = 0$ in the static region $r > r_{ho}$. To achieve this, we can work in the static coordinates $(t, r)$.

First, since $\hat{\delta} N = \hat{d} \hat{d} N = 0$, we have $\hat{d} N = 0$ and then $\hat{\delta} N = \hat{d} N$ for some $N \in C^\infty(\tilde{X})$ according to $H^E_{1tr}(\tilde{X}) = 0$, which implies $N = \hat{d} N$. Returning to the equation (7.1.7e), we find

$$r^2 \hat{K}^E = \hat{d}(-r^2 \Box N) + k^2 \hat{d} N - 2Q \hat{d} J = \hat{d} \left( -r^2 \Box N + k^2 N - 2Q J \right) = 0$$  \hspace{1cm} (7.1.9)
and thus

\[-r^2 \Box N + k^2 N - 2Q J = C \quad \text{for some } C \in \mathbb{R}.\]

Replacing \( \mathcal{N} = \mathcal{N} - \frac{\mathcal{N}}{E^2} \), we still have \( \mathcal{N} = \hat{d} \mathcal{N} \) and meanwhile

\[-\hat{\Box} N + k^2 r^{-2} N - 2Q r^{-2} J = 0. \quad (7.1.10)\]

We note that since \( \mathcal{N} \), and thus \( \hat{N} \) is a mode, \( \mathcal{N} \) can also be chosen as a mode. More specifically, suppose \( \hat{N} = e^{-it_\sigma}(N_0 dt_\sigma + N_1 dr) \) where \( N_0, N_1 \) are smooth functions of \( r \) and \( \sigma \neq 0 \), we let \( \mathcal{N} = e^{-it_\sigma} N_0 \) with \( N_0 = i\sigma^{-1} N_0 \). Then \( N_1 = \partial_r N_0 = i\sigma^{-1} \partial_r N_0 \) will be satisfied automatically because \( \hat{d} \hat{N} = e^{-it_\sigma}(-\partial_r N_0 - i\sigma N_1) dt_\sigma \wedge dr = 0 \).

Next, according to the second Bianchi identity \( \delta_g G_g \text{Ric}(g) = 0 \) (which holds for any metric \( g \)), one concludes for all \((g, F)\)

\[\delta_g G_g(\text{Ric}(g) - 2T(g, F)) = -2\delta_g T(g, F) = -2g^{\alpha\beta}(\delta_g F)_{\alpha} F_{\nu\beta} - g^{\alpha\kappa} g^{\beta\lambda} F_{\alpha\beta}(\nabla_\nu F_{\kappa\lambda} + 2\nabla_\kappa F_{\lambda\nu}).\]

Since \( dF_{\nu\kappa\lambda} = \nabla_\nu F_{\kappa\lambda} - \nabla_\lambda F_{\nu\kappa} + \nabla_\kappa F_{\lambda\nu} \) and \( g^{\alpha\kappa} g^{\beta\lambda} F_{\alpha\beta}(\nabla_\nu F_{\kappa\lambda} + \nabla_\kappa F_{\lambda\nu}) = 0 \), it follows that

\[\delta_g G_g(\text{Ric}(g) - 2T(g, F)) = -2\delta_g T(g, F) = -2g^{\alpha\beta} (\delta_g F)_{\alpha} F_{\nu\beta} - g^{\alpha\kappa} g^{\beta\lambda} F_{\alpha\beta}(dF)_{\nu\kappa\lambda}. \quad (7.1.11)\]

Linearizing the above equation around \((g, F) = (g_0, dA_0)\), if \((\hat{g}, \hat{A})\) is a solution to the Maxwell part of the linearized Einstein-Maxwell system, i.e., \( \mathcal{L}_2(\hat{g}, \hat{A}) = 0 \), we find by using \( \text{Ric}(g) - 2T(g, dA) = 0, \delta_g dA = 0, d^2 A = 0 \) that

\[\delta_g G_g \mathcal{L}_2(\hat{g}, d\hat{A}) = 0, \quad \text{i.e.,} \quad \delta_g G_g \left( -\frac{f^E S}{r^2} f^E \otimes dS \right) = 0, \quad (7.1.12)\]

which gives the following system of equations for \((\hat{f}^E, f^E, H_L^F, H_f^E)\)

\[r^{-2} \hat{\delta}(r^2 \hat{f}^E) + \frac{1}{2} \hat{d} r \hat{f}^E - \frac{k}{r} f^E + 2r^{-2} \hat{\delta}(r^2 H_L^E) = 0,\]

\[\frac{1}{2} \hat{\delta}(r^3 f^E) + \frac{k^2 - 2}{k^2} H_f^E = 0.\]

We define

\[\bar{E} = G_g \hat{f}^E - 2H_L^E \hat{g}, \quad (7.1.13)\]
it is clear that $\tilde{E} = 0$ implies $(\tilde{f}^E, H_T^E) = (h\tilde{g}, 0)$ for some $h \in C^\infty(X)$. If in addition equations (7.1.7b) and (7.1.7d) hold (i.e. $f^E = 0$ and $H_T^E = 0$), one obtains $\text{tr}\tilde{f}^E = 0$, $\delta(r^2\tilde{E}) = 0$, and thus $(\tilde{f}^E, H_T^E) = (0,0)$. We further write $\delta(r^2\tilde{E}) = 0$ in $(t,r)$ coordinates and find its $dr$ component

$$-\frac{\mu_{b_0}'}{2\mu_{b_0}} \tilde{E}_{tt} + \mu_{b_0}' \partial_t \tilde{E}_{tr} + \mu_{b_0}^{-1/2} \partial_r (\mu_{b_0}^{3/2} \tilde{E}_{rr}) = 0.$$ 

Then the vanishing of $\tilde{E}_{tt}$ and $\tilde{E}_{rr}$ implies $\tilde{E}_{tt} = 0$ because $\mu_{b_0}^{-2} \mu_{b_0}' = \mu_{b_0}^{-2}(2m r^{-2} - 2Q^2 r^{-3}) \neq 0$ in the static region $r > r_{b_0} = m + \sqrt{m^2 - Q^2} > Q^2 / m$ in the subextremal charge case $m > Q$.

In summary, $(\tilde{f}^E, f^E, H_T^E, H_T^F) = 0$ is equivalent to $(f^E, H_T^E, \tilde{E}_{tr}, \tilde{E}_{rr}) = 0$. So our goal is to prove $(\tilde{F}, J, N) = 0$, provided that $(f^E, H_T^E, \tilde{E}_{tr}, \tilde{E}_{rr}, K^E, K^F) = 0$.

Following [80, equation (5.27)] or [60, equation (5.37)], we write

$$\tilde{F} - 2J\tilde{g} = \begin{pmatrix} \mu_{b_0} X \\ -\frac{\mu_{b_0}'}{\mu_{b_0}} Z \\ -\frac{\mu_{b_0}'}{2\mu_{b_0}} Y \end{pmatrix} \quad (7.1.14)$$

in the splitting (A.4.3). From now on, we will use the fact $\text{tr}\tilde{F} = 0$ which is implied by $H_T^F = 0$ without specified till the end of this subsubsection. One can recover $\tilde{F}, J$ as

$$\tilde{F} = \begin{pmatrix} \mu_{b_0} (X - Y) \\ -\mu_{b_0}' Z \\ -\frac{\mu_{b_0}'}{2\mu_{b_0}} (X - Y) \end{pmatrix}, \quad J = \frac{X + Y}{4}. \quad (7.1.15)$$

Then the equation (7.1.7b) $f^E = 0$ implies $\delta(\tilde{F} - 2J\tilde{g}) = 4Q r^{-2} \delta dN$, which we express in terms of $X, Y, Z, N$ as

$$\partial_t X + \partial_r Z = 4Q r^{-2} \partial_t N, \quad \partial_t X - \partial_r Z + \partial_r Y = 4Q r^{-2} \partial_r N. \quad (7.1.16)$$

The equation $\tilde{E}_{tr} = \tilde{f}^E_{tr} = 0$ reads (we use the equation (7.1.16) during the calculation)

$$-\partial_t \partial_r X - \partial_t \partial_r Y + \frac{\mu_{b_0}'}{2\mu_{b_0}} \partial_t X + \frac{\mu_{b_0}'}{2\mu_{b_0}} \partial_t X + \frac{2}{r} \partial_t Y + \frac{k^2}{r^2 \mu_{b_0}} Z = 0. \quad (7.1.17)$$

Finally the equation $\mu_{b_0} \tilde{E}_{rr} = \frac{1}{2} (\mu_{b_0}^{-1} \tilde{f}^E_{tt} + \mu_{b_0} \tilde{f}^E_{rr}) - 2H_T^E = 0$ becomes (we use equation (7.1.16)) during the calculation

$$-\mu_{b_0}^{-1} \partial_t^2 X - \mu_{b_0}^{-1} \partial_t^2 Y + \frac{\mu_{b_0}'}{2} \partial_t X + \frac{2}{r} \partial_t Y - \frac{4}{r \mu_{b_0}} \partial_t Z - \frac{Q^2}{r^4} X - \left( \frac{k^2}{r^2} - \frac{3Q^2}{r^2} \right) Y + \frac{4k^2 Q}{r^4} N = 0. \quad (7.1.18)$$

Therefore, it suffices to prove $(X, Y, Z, N) = 0$ provided that they satisfy the equations (7.1.10) and (7.1.16)–(7.1.18).
We now discuss the case that \((\dot{g}, \dot{A})\) is a mode solution with \(\sigma \neq 0\). After taking Fourier transform with respect to \(t\), setting \(\partial_t(X, Y, Z, \mathcal{N}) = -i\sigma(X, Y, Z, \mathcal{N})\) and solving for \((X', Y', Z') = \partial_r(X, Y, Z)\), we obtain from equations (7.1.16) and (7.1.17)

\[
\begin{pmatrix}
X' \\
Y' \\
Z'
\end{pmatrix}
= T \begin{pmatrix}
X \\
Y \\
Z
\end{pmatrix}
+ f \quad \text{where} \quad T = \begin{pmatrix}
0 & \frac{\mu_b}{2\mu_0} - \frac{2}{r} & \frac{k^2}{2r^2\mu_0} - \frac{\sigma^2}{\mu_0^2} \\
\mu_b \frac{\mu_b}{2\mu_0} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad f = \frac{4Q}{r^2} \begin{pmatrix}
-N' \\
N \\
0
\end{pmatrix},
\]

while the equation (7.1.18) implies the following linear constraint on \(X, Y, Z\)

\[
\gamma \begin{pmatrix}
X \\
Y \\
Z
\end{pmatrix}
= h
\]

(7.1.19)

where \(h = -\frac{4Q}{r^2} \left( \frac{2\mu_b}{r} N' + \frac{k^2}{r^2} N \right)\) and

\[
\gamma = \left( \frac{\sigma^2}{\mu_b} - \frac{Q^2}{r^4} + \frac{(\mu_b)^2}{4\mu_0} + \frac{\mu_b}{\mu_0} \right) + \frac{\sigma^2}{r^2} - \frac{2}{r^4} + \frac{3Q^2}{4\mu_0} - \frac{2\mu_b}{r^4} - \frac{2\sigma^2}{r\mu_0} + \frac{k^2\mu_b}{2r^4\mu_0}.
\]

Following [80] and [60], one can find a linear combination \(\Phi\) of \(X, Y, \frac{Z}{r\sigma}\) which satisfies a second order ODE. Concretely, let

\[
\Phi := \frac{2X + r(X + Y)}{H} \quad \text{with} \quad m := k^2 - 2, \quad x := \frac{2m}{r}, \quad z := \frac{Q^2}{r^2}, \quad H := m + 3x - 4z. \quad (7.1.20)
\]

Then the second order ODE for \(\Phi\) is (see [80, equation (5.41)], [60, equation (5.49)])

\[
(\mu_b \partial_r)^2 \Phi + (\sigma^2 - V\Phi)\Phi = F\Phi \mathcal{N} \quad (7.1.21)
\]

where \(V\Phi\) and \(F\Phi\) are (see [80, equations (5.43), (5.44), (C.1)], [60, equation (B.1)])

\[
V\Phi = \frac{\mu_b}{r^2H^2} \left( 9x^3 - 9(6z - m)x^2 + (72z^2 - 8(4m - 3)z + 3m^2)x - 32z^3 + 24mz(z + 1) + m^2(m + 2) \right)
\]

\[
F\Phi = \frac{8Q\mu_b}{r^3H^2} \left( -3x^2 + (2z + 6)x + m(m + 4) \right) \quad (7.1.22)
\]

Conversely, \(X, Y, \frac{Z}{r\sigma}\) can be expressed in terms of \(\Phi\) and \(\mathcal{N}\) as

\[
X = \frac{\sigma^2}{\mu_b} \Phi + \frac{P}{2rH^2} \Phi' - \frac{2Q}{r^2H^2} \mathcal{N} - \frac{8Q\mu_b}{rH} \mathcal{N}'
\]

\[
Y = \frac{\sigma^2}{\mu_b} \Phi + \frac{P}{2rH^2} \Phi' - \frac{2Q}{r^2H^2} \mathcal{N} + \frac{8Q\mu_b}{rH} \mathcal{N}'
\]

\[
Z = \frac{P}{rH} \Phi + \frac{8Q\mu_b}{rH} \mathcal{N}' \quad (7.1.23)
\]
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where $P_{X_0}, P_{X_1}, P_{X_0'}, P_{Y_0}, P_{Y_1}, P_{Y_0'}, P_Z$ are functions of $r$ (see [80, equations (5.46), (C.4)–(C.8)] and [60, equations (B.2)])

$$P_{X_0} = 27x^3 - 24(5z - m)x^2 + \left(152z^2 - 2(35m - 12)z + 3m(3m + 2)\right)x$$

$$- 64z^3 + 48mz^2 - 8m(m - 2)z + 2m^2(m + 2),$$

$$P_{X_1} = 9x^2 - (16z - 5m + 6)x + 8z^2 - 6mz - 4m,$$

$$P_{X_0'} = -18x^2 + 4(8z - m + 6)x - 16z^2 + 4(m - 4)z + 2m(m + 6),$$

$$P_{Y_0} = 9x^3 - 6(10z - m)x^2 + \left(120z^2 - 2(11m - 12)z + 3m(m + 2)\right)x$$

$$- 64z^3 + 16(m - 4)z^2 - 8m(m + 2)z,$$

$$P_{Y_1} = 3x^2 - (12z + m + 6)x + 8z^2 + 2(m + 8)z,$$

$$P_{Y_0'} = -6x^2 + 4(6z - m)x - 16z^2 + 4(m - 4)z - 2m(m + 2),$$

$$P_Z = 3x^2 + (-2z + 3m)x - (4m + 8)z - 2m.$$

Therefore it suffices to prove $(\Phi, \mathcal{N}) = 0$. Recall that $\mathcal{N}$ satisfies the wave equation (7.1.10) and since $\mathcal{N}$ is also a mode, we can rewrite it as

$$(\mu_0 \partial_r)^2 \mathcal{N} + (\sigma^2 - \mu_0 k^2/r^2) \mathcal{N} = -\frac{2QJ}{r^2} = -\frac{\mu_0 Q(X + Y)}{r^2}. \quad (7.1.25)$$

Using (7.1.23) and (7.1.24), we find

$$X + Y = -(\frac{P_{X_0}}{2rH} + \frac{P_{Y_0}}{2rH^2})\Phi + (\frac{P_{X_1}}{2H} + \frac{P_{Y_1}}{2H})\Phi' - \frac{2QP_{X_0}}{r^2H^2} + \frac{2QP_{Y_0}}{r^2H^2} \mathcal{N}$$

$$= -\frac{H}{r} - \frac{P_Z}{rH} \Phi - 2\mu_0 \Phi' - \frac{16Q\mu_0}{r^2H} \mathcal{N}$$

and thus (see [80, equation (5.49)] and [60, equation (5.52)])

$$(\mu_0 \partial_r)^2 \mathcal{N} + (\sigma^2 - V_\mathcal{N}) \mathcal{N} = F_{X_0} \Phi + F_{Y_1} \Phi' \quad (7.1.26)$$

with

$$V_\mathcal{N} = \frac{\mu_0 k^2}{r^2} + \frac{8Q^2 \mu_0^2}{r^4 H}, \quad F_{X_0} = \frac{Q \mu_0}{2r^2} \left(\frac{H}{r} - \frac{P_Z}{rH}\right), \quad F_{Y_1} = \frac{Q \mu_0^2}{r^2}. \quad (7.1.27)$$

Now we have two coupled second order ODEs (7.1.21) and (7.1.26) for $\Phi$ and $\mathcal{N}$ and in fact we can transform them into two decoupled second order ODEs by introducing suitable linear combinations of $\Phi$ and $\mathcal{N}$ (see [80, equations (5.56)–(5.64)] and [60, equations (5.55)–(5.59)]). Concretely, we set

$$\Psi_\pm = a_\pm \Phi + b_\pm \mathcal{N} \quad (7.1.28)$$
where \(a_\pm, b_\pm\) are smooth on \(\hat{X}\) (which extends a little bit beyond the event horizon \(r = r_{b_0}\))

\[
(a_+, b_+) = \left(\frac{Qm}{2c} + \frac{Q}{2r}, 1\right), \quad (a_-, b_-) = \left(\frac{\hat{c}}{6m} - \frac{2Q^2}{3mr}, -\frac{4Q}{3m}\right), \quad \hat{c} = 3m + \sqrt{9m^2 + 4Q^2m}. \tag{7.1.29}
\]

Since \(\left|\frac{Qm}{2r} + \frac{Q}{2r} - \frac{2Q^2}{3mr} - \frac{4Q}{3m}\right| = -\frac{2Q^2m}{3mc} - \frac{\hat{c}}{6m} < 0\), we can recover \(\Phi, \mathcal{N}\) from \(\Psi_\pm\). Next the decoupled equations for \(\Phi_\pm\) are given as

\[
(\mu_{b_0}\partial_r)^2\Psi_\pm + (\sigma^2 - V_\pm)\Psi_\pm = 0 \tag{7.1.30}
\]

where

\[
V_\pm = \frac{a_\pm F_\Phi + b_\pm V_\mathcal{N}}{b_\pm}. \tag{7.1.31}
\]

Introducing the tortoise coordinate \(r_* = \int \mu_{b_0}^{-1} dr\), we see that the equations for \(\Psi_\pm\) are reduced to an eigenvalue problem of the type \(A\Psi = \sigma^2\Psi\) on the region \(r^* \in (-\infty, \infty)\) where \(A = -\partial_r^2 + V(r)\) is a self-adjoint operator. As explained in [80, §6], we expect \(V(r)\) to be non-negative on \(r \in [r_{b_0}, \infty)\) and then naturally so is \(A\).

**Lemma 7.1.1.** Given \(r \in [r_{b_0}, \infty)\), we have \(V_\pm \geq 0\) for \(l \geq 1\), i.e., \(k^2 \geq 2\) and \(m \geq 0\).

**Proof.** Since \(r_{b_0} = m + \sqrt{m^2 - Q^2}\) and \(H = m + \frac{2}{r}(3m - \frac{2Q^2}{r})\), in the subextremal case \(Q < m\), we have \(r \geq r_{b_0} > m > Q > \frac{2Q^2}{3m}\) and thus \(H(r) > 0\). We first analyze

\[
F_\Phi = \frac{8Q\mu_{b_0}}{r^3H^2}\left(-3x^2 + (2z + 6)x + m(m + 4)\right),
\]

since \(x = \frac{2m}{r} \in [0, 2], z \geq 0, m \geq 0\), we have \(-3x^2 + (2z + 6)x + m(m + 4) \geq m(m + 4) \geq 0\) and thus \(F_\Phi \geq 0\). Next it is clear from (7.1.27) that \(V_\mathcal{N} \geq 0\). Therefore \(V_+ \geq 0\). \(\Box\)

However, the positivity of \(V_-\) fails. To deal with this issue, we follow [80, §6] and introduce the procedure \(S\)-deformation of \(V_-\). More specifically, suppose \(\Psi\) is compactly supported in \(r_*\), we have

\[
(\Psi, A\Psi)_{L^2(dr_*)} = \int |\partial_r \Psi|^2 + V(r)|\Psi|^2 dr_* = \int |\tilde{D}\Psi|^2 + \tilde{V}(r)|\Psi|^2 dr_*
\]

where \(\tilde{D} = \partial_r + S = \mu_{b_0}\partial_r + S\) and \(\tilde{V} = V + \mu_{b_0}\partial_r S - S^2\). We apply the \(S\)-deformation to \(V_-\) with

\[
S = S_- := \frac{\mu_{b_0}\partial_r(H_-)}{H_-} = \mu_{b_0}\partial_r(\log H_-) \quad \text{where} \quad H_- = k^2 - 2 + \frac{\hat{c}}{r} > 0 \quad \text{on} \quad [r_{b_0}, \infty) \quad \text{for} \quad k^2 \geq 2(l \geq 1)
\]
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and then
\[ V_\pm = k^2(k^2 - 2\mu_{b_0}) \geq 0 \quad \text{on} \quad [r_{b_0}, \infty) \quad \text{for} \quad k^2 \geq 2(l \geq 1). \]  
(7.1.32)

Namely, with \( H_- \) and \( V_- \) (which are also smooth near \( r = r_{b_0} \)) defined above, we write \( \tilde{D} = \partial_r + S_\pm = e^{-f S_- dr} \partial_r e^{f S_- dr} = H_-^{-1} \partial_r H_- = H_- \mu_{b_0} \partial_r H_- \) and find that \( D^* \) which is the adjoint of \( D \) with respect to \( dr = \mu_{b_0}^{-1} dr \) can be expressed as \( -H_- \partial_r H_-^{-1} = -H_- \mu_{b_0} \partial_r H_-^{-1} \). As a consequence, we have
\[
\tilde{D}^* D \Psi_- + \tilde{V}_- \Psi_- = -(\mu_{b_0} \partial_r)^2 \Psi - \Psi H_- \mu_{b_0} \partial_r (H_-^2 \mu_{b_0} \partial_r H_-) + (V + H_-^{-1}(\mu_{b_0} \partial_r) H_-^2) \Psi \\
= -(\mu_{b_0} \partial_r)^2 \Psi + V \Psi. 
\]  
(7.1.33)

Now we are at the position to show that \( \Psi_\pm = 0 \) on \( r > r_{b_0} \), and thus from the previous discussion the mode solution \( (\tilde{g}, \tilde{A}) \) with \( \sigma \neq 0 \) is a pure gauge solution. To achieve this, we first need to discuss the behavior of \( \Psi_\pm \) near \( r = r_{b_0} \) and \( r = \infty \), i.e., \( r_\ast = \pm \infty \). Since \( H, a_\pm, b_\pm \) are bounded away from zero, we only need to analyze the contributions of \( X, Y, Z, N \). Note that \( \tilde{F}, J \) are smooth on \( \tilde{X} \) (which extends a little bit beyond the event horizon). Therefore, the contribution of \( J = (X + Y)/4 \) to \( \Phi \) is smooth on \( \tilde{X} \). As for the contribution from \( Z \), we notice that \( \partial_t, \partial_{r_\ast}, \) which are expressed as \( \partial_t, \mu_{b_0} \partial_r \) in the static coordinates \( (t, r) \), are smooth vector fields on \( \tilde{X} \), and thus \( Z = \mu_{b_0} \tilde{F}_{tr} = -\tilde{F}(\partial_t, \partial_{r_\ast}) \) is smooth on \( \tilde{X} \) as well. As a result, \( \Phi = e^{-i\sigma t} C^\infty([r_{b_0}, \infty)) \), which is written in the static coordinates as
\[
\Phi = (t, r) = e^{-i\sigma r} \Theta(r) \quad \text{where} \quad \Theta(r) \in C^\infty([r_{b_0}, \infty)) \quad \text{when} \quad r_\ast \rightarrow \pm \infty. 
\]
which implies the exponential decay of \( \Phi \) as \( r_\ast \rightarrow -\infty \) when \( \text{Im} \sigma > 0 \). Also, when \( r_\ast \rightarrow \infty \), since \( \dot{g} = e^{-i\sigma t} \dot{g}_0 \) with \( \dot{g}_0 \in H^\infty_{b_0}((\tilde{X} ; S^2 \tilde{T}^* \tilde{X})) \), we still obtain the rapid decay of \( \Phi \) when \( r_\ast \rightarrow \infty \). As for \( N \), from the previous discussion, we know \( \mathcal{N} \) is a mode, that is, \( \mathcal{N} = e^{-i\sigma t} \mathcal{N}_0 \) with \( \mathcal{N}_0 \in C^\infty([r_{b_0}, \infty)) \cap H^\infty_{b_0}((\tilde{X})) \) as well, and thus decays rapidly when \( r_\ast \rightarrow \pm \infty \). Consequently, \( \Psi_\pm \) decays rapidly as well when \( r_\ast \rightarrow \pm \infty \) when \( \text{Im} \sigma > 0 \).

Then when \( \text{Im} \sigma > 0 \), by pairing \((-\partial_{r_\ast}^2 + V_\ast - \sigma^2) \Psi_+ = 0 \) and \((-\tilde{D}^* \tilde{D} + \tilde{V}_\ast - \sigma^2) \Psi_- = 0 \) with \( \mathbf{\Psi}_+ \).
and $\Psi_-$ respectively with respect to the $L^2(\mathbb{R}_r; dr_*)$ and then integrating by parts (whose validity is guaranteed by the rapid decay of $\Psi_\pm$ when $r_* \to \pm \infty$), one obtains

$$0 = \| \partial_r \Psi_+ \|_{L^2} + \| V^{1/2}_+ \Psi_+ \|_{L^2} - \sigma^2 \| \Psi_+ \|_{L^2}, \quad 0 = \| \tilde{D} \Psi_- \|_{L^2} + \| \tilde{V}^{1/2}_- \Psi_- \|_{L^2} - \sigma^2 \| \Psi_- \|_{L^2}.$$ 

When $\Re \sigma = 0$ and thus $\sigma^2 < 0$, we have a sum of squares and thus $\Psi_\pm = 0$. When $\Re \sigma \neq 0$, the imaginary part $-2i \Re \sigma \Im \sigma \| \Psi_\pm \|_{L^2} = 0$ and thus $\Psi_\pm = 0$ on $(r_{b_0}, \infty)$.

When $\sigma \in \mathbb{R} \setminus \{0\}$, we still have $e^{i \sigma t} \Phi, e^{i \sigma t} N \in e^{\pm i \sigma r*} \left( C^\infty([r_{b_0}, \infty)) \cap \tilde{H}_b^{\infty, \ell}(\tilde{X}) \right)$ when $r_* \to \pm \infty$ for some $\ell \in \mathbb{R}$, and thus so do $\Psi_\pm$. First, by normal operator arguments as in the proof of Proposition 5.3.1, we find $\Psi_+ = e^{-i \sigma t} e^{i \sigma r*} (A + A^\perp)$ with $a \in \mathbb{C}$ when $r_* \to \infty$. Next, a standard boundary pairing argument, see the proof of Theorem 8.0.1 below for the detail (starting at (8.0.8)), allows us to conclude $\lim_{r_* \to \pm \infty} e^{\mp i \sigma r*} \Psi_+ = 0$. Then an indicial root argument implies $\Psi_+ = e^{-i \sigma t} e^{i \sigma r*} \mathcal{A}^\infty$, i.e., $\Psi_+$ vanishes to infinite order at $r_* = \infty$. Lastly, the unique continuation at infinity ( [67, Theorem 17.2.8]) implies $\Psi_+ = 0$ on $(r_{b_0}, \infty)$. The proof for $\Psi_-$ proceeds similarly.

Next we treat the stationary mode solutions, i.e., $\sigma = 0$. We still assume $l \geq 2$. Now $(\tilde{g}, \tilde{A})$ and thus $\tilde{F}, J, N$ and $X, Y, Z$ are stationary.

We first analyze the nature of $N$ defined as $\dot{N} = \dot{d} N$. Let $\dot{N} = N_0 \dot{t}_* + N_1 dr$ where $N_0, N_1$ are smooth functions of $r$ only, and then $\dot{\dot{N}} = 0$ gives $\partial_r N_0 = 0$ and thus $N_0$ is a constant. Therefore, we have the unique (up to additive constants) $N = N_0 \dot{t}_* + \int_{r_*}^r N_1(s) ds$, which is a generalized mode with frequency $\sigma = 0$ and grows at most linearly in $t_*$. Since $X, Y, Z$ are stationary, equation (7.1.17) implies

$$Z = 0,$$  \hspace{1cm} (7.1.34)

which in turn implies $\partial_r N = 0$ by using equation (7.1.16). Therefore, we conclude $N_0 = 0$ and $N$ is stationary as well.

Remark 7.1.2. Alternatively, using $N \in \tilde{H}_b^{\ell, \infty}(\tilde{X}; \tilde{sc}\tilde{T}^* \tilde{X}) \subset \mathcal{A}^{\ell+3/2} \subset \mathcal{A}^{0+}$ (because $-3/2 < \ell < -1/2$) when $\sigma = 0$, it also follows that $N_0 = c = 0$.

As for $\Phi$, we notice that $Z/(i \sigma)$ is not well-defined when $\sigma = 0$ and we need to do some remedies. Using (7.1.19), $Z/(i \sigma)$ can be expressed as a linear combination of $X, Y, N, N'$ and thus we can...
rewrite $\Psi_\pm$ as linear combinations of $X, Y, N, N'$ whose coefficients depend on $\sigma$

$$\Psi_\pm(\sigma) = C_{X_\pm}(\sigma)X + C_{Y_\pm}(\sigma)Y + C_{N_\pm}(\sigma)N + C_{N'_\pm}(\sigma)N'$$  \hspace{1cm} (7.1.35)$$

where $C_{\bullet_\pm}(\sigma)$ are rational functions of $r$ depending on $\sigma \in \mathbb{C}$. To make the dependence on $\sigma$ explicit, we write (see [60, equations (5.65), (B.3)])

$$C_{X_\pm} = a_\pm \frac{P_X}{3H}, \quad C_{Y_\pm} = a_\pm \frac{P_Y}{3H},$$

$$C_{N_+} = 1 + \frac{\mu_{b_0}(m + 2)P_N}{c_Hr}, \quad C_{N_-} = b_- \left(1 + \frac{6a_-\mu_{b_0}(m + 2)x}{rH}\right)$$

$$C_{N'_+} = \frac{2\mu_{b_0}^2P_N}{c_H}, \quad C_{N'_-} = \frac{4b_-\mu_{b_0}^2(\bar{c} - 4rz)}{rH}$$

(7.1.36)

where $\bar{H}(\sigma) = H(k^2\mu_{b_0}^2 - 4r\sigma^2)$ and $P_X, P_Y, P_N$ are smooth on $\mathring{X}$

$$P_X = (9x - 36z - 3m - 18)x + 6(4z + m + 8)z,$$

$$P_Y = -3(9x - 16z + 5m - 6)x - 6(4z - 3m)z + 12m,$$  \hspace{1cm} (7.1.37)$$

$$P_N = -8(\bar{c} + mr)z,$$

Since $\mu_{b_0}^2 = 2r^{-2}(m - r^{-1}Q^2) > 0$ in the region $r \geq r_{b_0} > m > m^{-1}Q^2$ and thus $\bar{H}(0) = H k^2 \mu_{b_0}^2 > 0$ there as well, we conclude that $\Psi_\pm(\sigma)$ exist down to $\sigma = 0$. We define $\Psi_\pm := \Psi_\pm(0)$. Conversely, using the first two equations in (7.1.23) with $\sigma = 0$, one can recover $X, Y$ in terms of $\Phi, N, N'$ and thus $\Psi_\pm, N, N'$. One can also check that $\Psi_\pm$ satisfy the equation (7.1.30) with $\sigma = 0$ (because $\Psi_\pm(\sigma)$ is holomorphic near $\sigma = 0$), i.e.,

$$(\mu_{b_0}\partial_r)^2\Psi_\pm - V_\pm\Psi_\pm = 0$$  \hspace{1cm} (7.1.38)$$

with $V_\pm$ defined as before in (7.1.31), (7.1.29), (7.1.27) and (7.1.22).

Since $(\dot{y}, \dot{A}) \in H^\infty_{\rho}(\mathring{X}; S^{2\sigma\pi T^*X} \otimes \pi T^*X) \subset A^{\ell+3/2}$, we have $X, Y, N' \in A^{\ell+3/2}(\mathring{X})$ and $N \in A^{\ell+1/2}$. Let $\rho = 1/r$, we notice that $H = m + 6m\rho - 4Q^2\rho^2$ and $k^2\mu_{b_0}' = 2k^2m\rho^2 - 2k^2Q^2\rho^3$, so $\bar{H}(0) \in 2k^2m\rho^2 + \rho^3C^{\infty}(\mathring{X})$. In view of the expression in (7.1.37), we find $P_Y \in C^{\infty}(\mathring{X})$ and $P_X, P_N \in \rho C^{\infty}(\mathring{X})$, and then $C_{Y_\pm} \in \rho^{-2}C^{\infty}(\mathring{X}), C_{X_\pm}, C_{N'_\pm} \in \rho^{-1}C^{\infty}(\mathring{X})$ and $C_{N'_\pm} \in C^{\infty}(\mathring{X})$.

As a consequence, we have $\Psi_\pm \in A^{\ell-1/2} \subset A^{\ell+2}$ a priori because $-3/2 < \ell < -1/2$. Now we are ready to describe the asymptotic behavior of $\Psi_\pm$ near $r = r_{b_0}$ and $r = \infty$. We only present the proof of $\Psi_+$ because the proof of $\Psi_-$ follows analogously. Since $F_\Phi, V_N, a_\pm, b_\pm$ are smooth across the event
horizon, we have \( \mu_{b_0} (\partial_r \Psi^+) \overline{\Psi}_+ |_{r=r_{b_0}} = 0 \). This implies that boundary term at \( r = r_{b_0} \) arising in the integration by parts we will do later on vanishes. Near \( r = \infty \), owing to (7.1.22), (7.1.27) (7.1.29) and (7.1.31), we conclude \( F_\phi \in \rho^3 C^\infty(\mathcal{X}) \), \( V_\mathcal{N} \in \frac{k^2}{r^2} + \rho^3 C^\infty(\mathcal{X}) \) and then \( V_{\pm} \in \frac{k^2}{r^2} + \rho^3 C^\infty(\mathcal{X}) \), which implies \( V_{\pm} = \frac{k^2}{r^2} + \mathcal{A}^3 \) as a function of \( r_* \) near \( r_* = \infty \). We set \( x = 1/r_* \) for the moment,

\[
(\mu_{b_0} \partial_r)^2 \Psi^+ - V_+ \Psi^+ = \partial^2_{r^2} \Psi^+ - V_+(r_*) \Psi = x^4 \partial_x \Psi + 2x^3 \partial_x \Psi - V_+(1/x) = 0,
\]

which implies \( x = 0(\text{i.e. } r_* = \infty) \) is a regular singular point and its indicial equation is \( \lambda(\lambda - 1) + 2\lambda - k^2 = 0 \). The roots to the indicial equation are \( \lambda_{\pm} = (-1 \pm \sqrt{1 + 4k^2})/2 \). Since \( k^2 \geq 6 \), we see that \( \lambda_+ \geq 2 \) corresponds to one solution \( \Psi_+ \) with decay \( \sim r_*^{-\lambda_+} \) near \( r_* = \infty \), while \( \lambda_- \leq -3 \) implies another linearly independent solution \( \Psi_+ \) with growth \( \sim r_*^{-\lambda_-} \) near \( r_* = \infty \). Since we have \( \Psi_+ \in \mathcal{A}^{-2+} \) a priori, this excludes the second solution with growth. Namely, \( \Psi_+ \sim r_*^{-\lambda_+} \)

which means that \( \Psi_+ \sim r_*^{-2} \) near \( r_* = \infty \). With this decay rate near \( r_* = \infty \), we can justify the \( L^2(\mathbb{R}_{r_*};dr_*) \) pairing between \( ((\mu_{b_0} \partial_r)^2 - V_+)\Psi_+ \) and \( \overline{\Psi}_+ \) and also find that the boundary term at \( r_* = \infty \) vanishes when integrating by parts. Therefore we proceed in the same way as in the proof of the case \( \text{Im} \sigma > 0 \) (use the \( L^2(\mathbb{R}_{r_*};dr_*) \) pairing and then integrate by parts) and conclude that \( \Psi_\pm = 0 \) on \( (r_{b_0}, \infty) \). Therefore, \( (\dot{g}, \dot{A}) \) is a pure gauge solution.

### 7.1.2 Modes with \( l = 1 \)

We now let \( k^2 = l(l + 1) = 2 \). Our goal is again to prove that an outgoing mode solution \( (\dot{g}, \dot{A}) \) is a pure gauge solution, with the gauge potential an outgoing mode as well. The scalar perturbations with \( l = 1 \) take the form

\[
\dot{g} = \left( \frac{-f}{2r^2} \bigotimes dS \right), \quad \dot{A} = \left( \frac{-K}{2r^2} KdS \right) \quad \text{with} \quad S \in S_l \quad (l = 1). \quad (7.1.39)
\]

where the term \( H_T \) is absent because \( H_1 S = 0 \). Now we follow the notations and expressions in the case \( l \geq 2 \) with \( H_T \) set to be 0. First, the pure gauge solutions take the form

\[
\delta \dot{g} = 2\delta g \omega = \left( \frac{2\delta^* T}{2r^2 (r^{-1} \xi dr + \frac{k}{2T} L)} \right) dS, \quad \delta \dot{A} = L \omega A + d\phi = \left( \frac{(\tilde{d}A + \tilde{d}A + \tilde{d}P)}{2r^2 (r^{-1} \xi dr + \frac{k}{2T} L)} dS \right) \quad (7.1.40)
\]

with

\[
\omega = \left( \frac{T S}{2r^2 L} \right), \quad \phi = PS \quad (7.1.41)
\]
where \( T \in C^\infty(\tilde{X}; T^* \tilde{X}) \), \( L, P \in C^\infty(\tilde{X}) \). When adding \((\delta \dot{g}, \delta \dot{A})\) to \((\dot{g}, \dot{A})\), the quantities \( \tilde{f}, f, H_L, \tilde{K}, K \) change by

\[
\delta \tilde{f} = 2\delta^* T, \quad \delta f = -\frac{k}{r} T + r \dot{d}(r^{-1} L), \quad \delta H_L = r^{-1} \iota_{dr} T + \frac{k}{2r} L, \tag{7.1.42}
\]

\[
\delta \tilde{K} = \dot{d}_A T + i_A \dot{d} A + \dot{d} P, \quad \delta K = -\frac{k}{r} (\iota_A T + P).
\]

We define \( X := \frac{r}{k} f \), then \( \delta X = \frac{r}{k} \delta f = -T + \frac{r^2}{k} \dot{d}(r^{-1} L) \). We observe that for any given \( L \), one can choose

\[
T = X + \frac{r^2}{k} \dot{d}(r^{-1} L), \quad P = -\iota_A T + \frac{r}{k} K \tag{7.1.43}
\]

which implies \( X + \delta X = 0, K + \delta K = 0 \). If \((\dot{g}, \dot{A})\) are outgoing mode solutions and \( L \) is a mode, then \( T, P \) are modes of the same type which grows at most by the factor \( r \) relative to \( \dot{g}, \dot{A} \) and \( L \).

We again define

\[
\tilde{F} := \tilde{f} + 2\delta^* X \in C^\infty(\tilde{X}; S^2 T^* \tilde{X}),
\]

\[
J := H_L + r^{-1} \iota_{dr} X \in C^\infty(\tilde{X}; T^* \tilde{X}),
\tag{7.1.44}
\]

\[
N := \tilde{K} + \dot{d} \left( \frac{r}{k} K \right) + i_A \dot{d} A \in C^\infty(\tilde{X}; T^* \tilde{X}).
\]

However, \( \tilde{F}, J, N \) are not gauge-invariant in this case. In fact

\[
\delta \tilde{F} = \frac{2}{k} \delta^* \left( r^2 \dot{d}(r^{-1} L) \right), \quad \delta J = \frac{k}{2r} L + \frac{r}{k} \iota_{dr} \dot{d}(r^{-1} L), \quad \delta N = \frac{r^2}{k} \iota_{dr(r^{-1} L)} \dot{d} A. \tag{7.1.45}
\]

For any fixed \( L \), we pick \( T, P \) as explained above and then can work in the gauge \( X = 0, K = 0 \), which implies

\[
(\tilde{f}, f, H_L, \tilde{K}, K) = (\tilde{F}, 0, J, N, 0),
\]

and thus the linearized Einstein-Maxwell system \( 2\mathcal{L}_1(\dot{g}, \dot{A}) = 0, \mathcal{L}_2(\dot{g}, \dot{A}) = 0 \) is again given by (7.1.7a)–(7.1.7f) with the equation (7.1.7d) for \( H \) absent. Conversely, in the gauge \( X = 0, K = 0 \), if \((\tilde{F}, J, N) = 0\), we have \((\dot{g}, \dot{A}) = 0\), which implies the original perturbations \((\dot{g}, \dot{A})\) take the form

\[
(\dot{g}, \dot{A}) = (2\delta \omega, \mathcal{L}_\omega A + d \phi) \quad \text{with} \quad \omega = -\left( \frac{X + \frac{r^2}{k} \dot{d}(r^{-1} L)}{-\frac{k}{L} d S} \right), \quad \phi = \iota_A (X + \frac{r^2}{k} \dot{d}(r^{-1} L)) - \frac{r}{k} K. \tag{7.1.46}
\]

If \((\dot{g}, \dot{A})\) are outgoing mode solutions and \( L \) is a mode , then \( \omega \) and \( \phi \) are modes of the same type which grow at most by a factor \( r \) more than \((\dot{g}, \dot{A})\) and \( L \).
Now we exploit this extra gauge freedom resulting from \( L \) to simplify the structure of the linearized Einstein-Maxwell system. Concretely, we define \( H_E^L := - \frac{k^2}{2r} \text{tr} F \) and we shall arrange \( H_E^L + \delta H_E^L = 0 \) by choosing \( L \) properly and thus the absent equation (7.1.7d) still holds in the case \( l = 1 \). In order to achieve this, we should choose \( L \) such that
\[
\delta H_E^L = - \frac{k}{r^2} \text{tr} \delta' \left( \frac{1}{r} \text{d} (r^{-1} L) \right) = - \frac{k}{r^2} \delta \left( \frac{1}{r} \text{d} (r^{-1} L) \right) = -k \Delta g (r^{-1} L) - 2k r^{-1} \partial^i (r^{-1} L) = -H_E^L.
\]

(7.1.47)

We first consider the non-stationary mode solutions with \( \text{Im} \sigma \geq 0, \sigma \neq 0 \). We again define \( N \) as \( \delta N = \hat{d} N \) and \( X, Y, Z \) as in (7.1.14). As explained in the case \( l \geq 2 \), \( N, X, Y, Z \) are modes with the same frequency \( \sigma \). We shall find a mode \( L \) satisfying the above equation (7.1.47). Writing \( H_E^L = e^{-i \sigma t} H_{E,0}^L (r) \), then the equation (7.1.47) for \( L = e^{-i \sigma t} \hat{L} (r) \) becomes
\[
\hat{\Delta} g (\sigma) (r^{-1} \hat{L}) = \frac{H_{E,0}^L}{k}
\]

(7.1.48)

which has a spherically symmetric solution since by Theorem 8.0.1 \( \hat{\Delta} g (\sigma) : \mathcal{H}_b^{\infty, \ell} (\hat{X}) \to \mathcal{H}_b^{\infty, \ell+1} (\hat{X}) \) is invertible for any \( \ell < -1/2 \). Therefore, as discussed around (7.1.43), we add a pure gauge solution using this \( L \) and the corresponding \( T, P \) as in (7.1.43), the linearized Einstein-Maxwell system is again given by (7.1.7a)--(7.1.7c). This allows us to repeat the proof of the case of non-stationary mode solutions with \( l \geq 2 \) to conclude that in the case \( l = 1 \), \((\hat{g}, \hat{A})\) is a gauge solution as well. More precisely, \((\hat{g}, \hat{A})\) take the form as in (7.1.46).

Next we discuss the stationary case \( \sigma = 0 \). Suppose \((\hat{g}, \hat{A}) \in \mathcal{H}_b^{\infty, \ell} (\hat{X}; S^{2c T^* \hat{X}} \oplus S^c \overline{T^* \hat{X}}) \) where we now assume \(-5/2 < \ell < -1/2 \), then \( X = rf/k \in \mathcal{H}_b^{\infty, \ell-1} (\hat{X}; S^{2c T^* \hat{X}}) \) and thus \( \hat{\delta}^* X \in \mathcal{H}_b^{\infty, \ell+2} (\hat{X}; S^{2c T^* \hat{X}}) \) (because \( \hat{\delta}^* \) acts as \( \rho \text{Diff}_b \)). Therefore, the right-handed side of (7.1.47) is in \( \mathcal{H}_b^{\infty, \ell+2} (\hat{X}) \). According to Theorem 8.0.1 \( \hat{\Delta} g (0) : \mathcal{H}_b^{\infty, \ell} (\hat{X}) \to \mathcal{H}_b^{\infty, \ell+2} (\hat{X}) \) is surjective for \(-5/2 < \ell < -1/2 \), and then we can solve (7.1.47) for \( r^{-1} L \in \mathcal{H}_b^{\infty, \ell} (\hat{X}) \) and thus \( L \in \mathcal{H}_b^{\infty, \ell-1} (\hat{X}) \).

Again, according to (7.1.43), by adding a pure gauge solution \((2 \hat{\delta}^* \omega, \hat{L}_\omega, A + d \phi) \) with \((\omega, \phi) \in \mathcal{H}_b^{\infty, \ell-1} (\hat{X}; S^c T^* \hat{X} \oplus \mathbb{R}) \), the linearized Einstein-Maxwell system is again given by (7.1.7a)--(7.1.7c).

Next, we need to modify the argument in the case \( l \geq 2, \sigma = 0 \) a little bit. We again write
\[
\Psi_\pm (\sigma) = C_{X,\pm} (\sigma) X + C_{Y,\pm} (\sigma) Y + C_{N,\pm} (\sigma) N + C_{N',\pm} (\sigma) N'
\]

(7.1.49)
where $C_{\pm}(\sigma)$ are rational functions of $r$ depending on $\sigma \in \mathbb{C}$ (obtained by letting $k^2 = 2, m = 0$ in (7.1.36))

$$
C_{X\pm} = a_\pm \frac{P_X}{3H}, \quad C_{Y\pm} = a_\pm \frac{P_Y}{3H}, \\
C_{N\pm} = 1 + \frac{2\mu b_0 P_N}{crH}, \quad C_{N\mp} = b_\mp \left(1 + \frac{12a_\mp \mu b_0 x}{rH}\right) \\
C_{N'/\pm} = \frac{2\mu b_0^2 P_N}{c^2H}, \quad C_{N'/\mp} = \frac{4b_\pm \mu b_0^2 (\tilde{c} - 4r\tilde{z})}{rH}
$$

(7.1.50)

where $\tilde{H}(\sigma) = H(2\mu'_{b_0} - 4r\sigma^2)$ with $H(r) = 6mr^{-1} - 4Q^2r^{-2}$, $(a_+, b_+) = (\frac{Q}{2r}, 1), (a_-, b_-) = (1 - \frac{2Q^2}{3mr}, -\frac{4Q}{3m})$, $\tilde{c} = 6m$ and $P_X, P_Y, P_N$ are smooth on $\tilde{X}$ (we again let $k^2 = 2, m = 0$ in (7.1.37))

$$
P_X = (9x - 36z - 18)x + 6(4z + 8)z, \\
P_Y = -3(9x - 16z - 6)x - 24z^2, \\
P_N = -8\tilde{c}z,
$$

(7.1.51)

Since $H(r) = 2r^{-1}(3m - 2Q^2r^{-1}) > 0$ and $\mu b_0' = 2r^{-2}(m - r^{-1}Q^2) > 0$ in the region $r \geq r_{b_0} > m > 0$, we have $\tilde{H}(0) = 2H\mu'_b > 0$ there as well. We again define $\Psi_{\pm} := \Psi_{\pm}(0)$. Conversely, using the the first two equations in (7.1.23) with $\sigma = 0$ and $m = 0$, one can recover $X, Y$ in terms of $\Phi, N, N'$ and thus $\Psi_{\pm}, N, N'$ as well. Again, $\Psi_{\pm}(0)$ satisfy

$$
(\mu b_0 \partial_r)^2 \Psi_{\pm} - V_{\pm} \Psi_{\pm} = 0
$$

(7.1.52)

with $V_{\pm}$ defined as before in (7.1.31) (7.1.29), (7.1.27) and (7.1.22) with $m = 0, k^2 = 2$.

Since $(\tilde{g}, \tilde{A}) \in \tilde{H}^{\infty, \ell}(\tilde{X}; S^{2\epsilon_0} T^* \tilde{X} \oplus \kappa T^* \tilde{X}) \subset A^{\ell + 3/2}(\tilde{X})$, we have $X, Y, N' \in A^{\ell + 3/2}(\tilde{X})$ and $N \in A^{\ell + 1/2}(\tilde{X})$. Let $\rho = 1/r$, we notice that $H = 6m\rho - 4Q^2\rho^2$ and $k^2\mu'_b = 4m\rho^2 - 4Q^2\rho^3$, so $\tilde{H}(0) = 24m^2\rho^3 + \rho^4C^{\infty}(\tilde{X})$. In view of the expression in (7.1.51), we find $P_X, P_Y \in \rho C^{\infty}(\tilde{X})$ and $P_N \in \rho^3C^{\infty}(\tilde{X})$, and then $C_{X\mp}, C_{Y\mp}, C_{N'/\mp} \in \rho^{-1}C^{\infty}(\tilde{X})$ and $C_{N'/\pm} \in C^{\infty}(\tilde{X})$. As a consequence, we have

$$
\Psi_{\mp} \in A^{\ell + 1/2}(\tilde{X}) \subset A^{-2+}(\tilde{X}) \text{ a priori if } -5/2 < \ell < -1/2.
$$

Now we are ready to describe the asymptotic behavior of $\Psi_{\mp}$ near $r = r_{b_0}$ and $r = \infty$. Since $F_{\Phi}, V_{N'}, a_{\pm}, b_{\pm}$ are smooth across the event horizon, we have $\mu_{b_0}(\partial_r \Psi_{\mp})_{r=r_{b_0}} = 0$. This implies that boundary term at $r = r_{b_0}$ arising in the integration by parts we will do later on vanishes.

Near $r = \infty$, owing to (7.1.22), (7.1.27) (7.1.29) and (7.1.31) with $m = 0$, we conclude $F_{\Phi} \in$
The equation (7.1.17) implies as a function of \( r_* \) near \( r_* = \infty \). We set \( x = 1/r_* \) for the moment,

\[
(\mu_{b_0}\partial_r)^2\Psi_+ - V_+ \Psi_+ = \partial^2_{r_*} \Psi_+ - V_+(r_*)\Psi = x^4 \partial_x \Psi + 2x^3 \partial_x \Psi - V_+(1/x) = 0,
\]

which implies \( x = 0 \) (i.e. \( r_* = \infty \)) is a regular singular point and its indicial equation is \( \lambda(\lambda - 1) + 2\lambda - 2 = 0 \). The roots to the indicial equation are \( \lambda_+ = 1, \lambda_- = -2 \). Again we see that \( \lambda_+ = 1 \) corresponds to one solution \( \Psi_+ \) with decay \( \sim r_*^{-1} \) near \( r_* = \infty \), while \( \lambda_- \leq -2 \) implies another linearly independent solution \( \Psi_+ \) with growth \( \sim r_*^2 \) near \( r_* = \infty \). Since we have \( \Psi_+ \in A^{-2} \) a priori, this excludes the second solution with growth. Namely, \( \Psi_+ \sim r_*^{-1} \) near \( r_* = \infty \). With this decay rate near \( r_* = \infty \), we can justify the \( L^2(\mathbb{R}_{r_*}; dr_*) \) pairing between \( (\mu_{b_0}\partial_r)^2 - V_+ )\Psi_+ \) and \( \overline{\Psi}_+ \) and also find that the boundary term at \( r_* = \infty \) vanishes when integrating by parts. Therefore we proceed in the same way as in the proof of the case \( \text{Im} \sigma > 0 \) (use the \( L^2(\mathbb{R}_{r_*}; dr_*) \) pairing and then integrate by parts) and conclude that \( \Psi_+ = 0 \) on \( (r_{b_0}, \infty) \) and thus on \( \bar{X} \).

As for \( \Psi_- \), recall the \textit{S-deformation} we discussed around (7.1.33) and we can rewrite the equation

\[
((\mu_{b_0}\partial_r)^2 - V_-)\Psi_- = 0
\]

as

\[
\bar{D}^* \bar{D} \Psi_- = -H_- \partial_r \left( H_-^2 \mu_{b_0} \partial_r (H_- \Psi_-) \right) = 0 \quad \text{with} \quad H_- (r) = \frac{\hat{c}}{r} = \frac{6m}{r} > 0 \; \text{on} \; r \in [r_{b_0}, \infty)
\]

because \( \bar{V}_- = \frac{k^2(k^2-2)\mu_{b_0}}{r^2 H_-} \) if \( l = 1 \). Solving the above equation for \( \Psi_- \) yields

\[
\Psi_- = \frac{c_1}{H_-} \int \frac{H_-^2}{\mu_{b_0}} dr + \frac{c_2}{H_-} = d_1 \ln \left| \frac{r - r_H}{r - (m - \sqrt{m^2 - Q^2})} \right| + d_2 r.
\]

(7.1.53)

where \( c_1, c_2, d_1, d_2 \in \mathbb{R} \). Since \( \Psi_- \) is smooth across the event horizon \( r = r_{b_0} \), we conclude \( d_1 = 0 \) and thus \( \Psi_- = d_2 r \). Using \( (\Psi_+, \Psi_-) = (0, d_2 r) \), (7.1.28) and (7.1.29), we have \( (\Psi, \mathcal{N}) = (d_2 r, -d_2 Q/2) \). Exploiting the first two equations in (7.1.23) we obtain \( (X, Y) = (-d_2, -d_2) \). As discussed previously, the equation (7.1.17) implies \( Z = 0 \) in the stationary perturbation. Finally using (7.1.15) and \( \ddot{N} = \dot{d}\mathcal{N} \) we see

\[
\ddot{F} = 0, \quad J = -\frac{d_2}{2}, \quad N = 0
\]

Since \( J \in \hat{H}^{\infty} (\bar{X}) \) and \( 0 \neq d_2 \in \hat{H}^{\infty, -\frac{3}{2}}(\bar{X}) \), we have \( d_2 = 0 \) if \( \ell \geq -3/2 \) and thus we are done.
If $-5/2 < \ell < -3/2$, $d_2$ may be non-zero and then in the gauge $X = 0$

$$\dot{g} = \begin{pmatrix} 0 \\ 0 \\ -2r^2 \partial \dot{S} \end{pmatrix}, \quad \dot{A} = 0.$$ 

This implies in the gauge $X = 0$, $(\dot{g}, \dot{A})$ is a gauge solution with $T = 0, L = -d_2 r / k, P = 0$. Therefore, according to the discussion around (7.1.46), the original perturbations $(\dot{g}, \dot{A}) = (2\delta_0^\ast \omega, \mathcal{L}_\omega A + d\phi)$ with $(\omega, \phi) \in \overline{H}_0^{\infty, -1}(\overline{X}; \pi^\ast T^r \overline{X} \otimes \mathbb{R})$ for $-5/2 < \ell < -1/2$.

### 7.1.3 Modes with $l = 0$

As stated in [57, 60], the linearization of the simple proof of the Birkhoff’ theorem [103] can be extended to the spherically symmetric Einstein-Maxwell system. Following the argument in [103], we work in the incoming Eddington-Finkelstein coordinates $(t_0 = t + r^+, r)$ where the Reissner-Nordström metric and the electromagnetic 4-potential take the form

$$g = -\mu_0 dt_0^2 + 2dt_0dr + r^2 \dot{g}, \quad A = \frac{Q}{r} dt_0$$ 

(7.1.54)

**Remark 7.1.3.** The electromagnetic 4-potential defined above differs from (A.5.1) by an exact 1-form $f(r)dr$. We note that adding an exact 1-form to $A$ changes neither the electromagnetic field nor the linearized Einstein-Maxwell system because the linearized system only involves $dA$.

Representing the Reissner-Nordström metric and the electromagnetic 4-potential in the way (7.1.54), we can linearize $(g_b, A_b)$ with respect to the parameters $(\mathbf{m}, 0, Q)$ in the direction $(\dot{\mathbf{m}}, 0, \dot{Q})$ to obtain the following linearized metric and electromagnetic 4-potential

$$g' = \left(\frac{2\dot{\mathbf{m}}}{r} - \frac{2Q\dot{Q}}{r^2}\right)dt_0^2, \quad A' = \frac{\dot{Q}}{r} dt_0.$$ 

(7.1.55)

We note that $(g', A')$ differs from $(\dot{g}_{(\mathbf{m}, 0, Q)}(\dot{\mathbf{m}}, 0, \dot{Q}), \dot{A}_{(\mathbf{m}, 0, Q)}(\dot{\mathbf{m}}, 0, \dot{Q}))$ by a pure gauge term.

With this we now turn to the analysis of the spherically symmetric modes. Since there is no spherical component in 1-forms and no aspherical-spherical mixed component in symmetric 2-tensors for spherically symmetric perturbations, we use the following splitting of 1-forms and symmetric 2-tensors respectively: $\langle dt_0 \rangle \oplus \langle dr \rangle$ and $\langle dt_0^2 \rangle \oplus \langle 2dt_0dr \rangle \oplus \langle dr^2 \rangle \oplus \langle \dot{g} \rangle$. Under this splitting, we write
the scalar perturbations of modes $l = 0$ (spherically symmetric modes) in the following form

\[
g = \begin{pmatrix} X \\ Y \\ Z \\ 2r^2 H_L \end{pmatrix}, \quad \dot{A} = \begin{pmatrix} \dot{A}_0 \\ A_1 \end{pmatrix}
\]

where $X, Y, Z, H_L$ are smooth function on $\mathbb{R}_{t_0} \times [r_-, \infty)$. To describe the pure gauge perturbations, we use the following lemma

**Lemma 7.1.4.** Let $(g, A)$ be as defined in (7.1.54), under the splitting $\langle \partial_{t_0} \rangle \oplus \langle \partial_r \rangle$ of $TM$ and $(dv^2) \oplus (2dt_0 dr) \oplus \langle dr^2 \rangle$ of $S^2 T^* M$, the map $L (_, \cdot) g : TM \rightarrow S^2 T^* M$ takes the form

\[
L (_, \cdot) g = \begin{pmatrix} -2\mu_0 t_0 \partial_{t_0} & 2\partial_{t_0} - \mu_0' \partial_r \\ \partial_0 - \mu_0 \partial_r & 0 \\ 2\partial_r & 0 \\ 0 & 2r \end{pmatrix};
\]

(7.1.56)

the map $L (_, \cdot) A$ between sections of $\langle \partial_{t_0} \rangle \oplus \langle \partial_r \rangle$ and $\langle dt_0 \rangle \oplus \langle dr \rangle$ is given by

\[
L (_, \cdot) A = \begin{pmatrix} Q_r^{-1} \partial_{t_0} & -Q_r^{-2} \\ Q_r^{-1} \partial_r & 0 \end{pmatrix},
\]

(7.1.57)

and as a mapping between the sections of the trivial line bundle $\mathbb{R}$ and $\langle dt_0 \rangle \oplus \langle dr \rangle$, $d = \left( \partial_{t_0} \partial_r \right)$.

**Proof.** It follows from the formula $(L W g)_{\alpha \beta} = W^\gamma \partial_\gamma g_{\alpha \beta} + (\partial_\alpha W^\gamma) g_{\gamma \beta} + (\partial_\beta W^\gamma) g_{\alpha \gamma}$, $(L W A)_{\alpha} = W^\gamma \partial_\gamma A_\alpha + (\partial_\alpha W^\gamma) A_\gamma$. \hfill \Box

Therefore, adding a pure gauge solution $(L W g, L W A)$ to $(g, \dot{A})$ with $W := Z_1 \partial_{t_0} - r H_L \partial_r$ and $Z_1 := (- \int_{3m}^{r} \dot{Z}(t_0, s) ds)/2$, the $dr^2$ and spherical components of $\dot{g}$ vanish. Next, by adding another pure gauge solution $(0, d\phi)$ with $\phi = - \int_{3m}^{r} (A_1 + Q_s^{-1} \partial_r Z_1)(t_0, s) ds$, the $dr$-component of $\dot{A}$ can be eliminated.

Suppose the original perturbations $(\dot{g}, \dot{A}) \in e^{-i\sigma t, \cdot} H^\infty, t(\bar{X}; S^2 \Sigma T^* \bar{X} \oplus \Sigma T^* \bar{X})$ are outgoing modes, then so are $\bar{X}, \bar{Y}, \bar{Z}, H_L$. If $\sigma = 0$, it is obvious that $(\omega = W^\gamma, \phi) \in H^\infty, t-1(\bar{M}, \Sigma T^* \bar{X} \oplus \mathbb{R})$ are still stationary modes. If $\sigma \neq 0$, since $t_+ = t_0 + f(r)$ where $f$ is smooth on $[r_-, \infty)$ and $\sim -2r^2$ near infinity, we find that $(\omega = W^\gamma, \phi) \in e^{-i\sigma t, \cdot} H^\infty, t'(\bar{X}; \Sigma T^* \bar{X} \oplus \mathbb{R})$ for some $t' < t$ is also outgoing modes. Further, if $(\dot{g}, \dot{A}) \in \text{Poly}(t_*)^k \dot{H}^\infty, t'(\bar{X}; S^2 \Sigma T^* \bar{X} \oplus \Sigma T^* \bar{X})$ are the generalized stationary modes, the integration in the definition of $W$ and $\phi$ implies $(\omega = W^\gamma, \phi) \in \text{Poly}(t_*)^k \dot{H}^\infty, t'(\bar{X}; \Sigma T^* \bar{X} \oplus \mathbb{R})$ for
some $\ell' < \ell$. To summarize, by adding pure gauge solutions which are outgoing modes (or generalized stationary modes), the perturbations are reduced to the following form

$$
\dot{g} = \dot{X} dt_0^2 + 2\dot{Y} dt_0 dr,
\dot{A} = \dot{A}_0 dt_0.
$$

Next, we analyze the linearized Einstein-Maxwell system for spherically symmetric modes. Concretely, for $(\dot{g}, \dot{A})$ of the general form $\dot{g} = X dt_0^2 + 2Y dt_0 dr + r^2 \dot{g}$ and $\dot{A} = A_0 dt_0$ where $X, Y, A_0$ are functions of $(t_0, r)$, the $dr^2$-component of $\text{Ric}(\dot{g}) - 2T(\dot{g}, d\dot{A}) = 0$ implies $2\partial_r Y/(r Y) = 0$. Linearizing it around $(g, A)$ in (7.1.54), we obtain the corresponding equation for $(\dot{g}, \dot{A})$: $\partial_r \dot{Y} = 0$, so $\dot{Y} = \dot{Y}(t_0)$. If $\dot{Y}$ is an outgoing mode with $\sigma \neq 0$, we must have $\dot{Y} = \dot{Y}(t_0) = ce^{-\sigma t_0}$ which contradicts the definition of outgoing modes unless $\dot{Y} = 0$. If $\dot{Y}$ is a stationary mode, then $\dot{Y} = c$. However the assumption $\dot{Y} \in \dot{R}_0^{0,\ell}(\hat{X}) \subset \mathcal{A}^{0,0}(\hat{X})$ for $-3/2 < \ell < -1/2$ require $\dot{Y} = 0$. Lastly, if $\dot{Y}$ is a generalized zero mode, we then have $\dot{Y} = \dot{Y}(t_0) = \text{Poly}(t_0)^k$. Letting $W_1 = f \partial_{t_0}$ with $f(t_0) \in \text{Poly}(t_0)^{k+1}$ satisfying $\partial_{t_0} f(t_0) = -\dot{Y}(t_0)$, and adding the pure gauge solution $(\mathcal{L}_{W_1} g, \mathcal{L}_{W_1} A = 0)$ to $(\dot{g}, \dot{A})$, $dvd$-component of $\dot{g}$ again vanishes. Therefore, we now have

$$
\dot{g} = \dot{X} dt_0^2,
\dot{A} = \dot{A}_0 dt_0.
$$

Again, for $(\dot{g}, \dot{A})$ the Maxwell equation becomes

$$
\delta \dot{g} d\dot{A} = \left( -\frac{1}{Y} \partial_{t_0} \partial_r A_0 + \frac{X}{Y^2} \partial_r^2 A_0 + \frac{2X}{r Y^2} \partial_r A_0 - \frac{X}{Y^3} \partial_r Y \partial_r A_0 + \frac{1}{Y^2} \partial_r A_0 \partial_{t_0} Y \right) dv
\quad + \left( \frac{1}{Y^2} \partial_r^2 A_0 + \frac{2Y}{r} \partial_r A_0 - \frac{1}{Y^2} \partial_r Y \partial_r A_0 \right) dr.
$$

Linearizing around $(g, A)$ (i.e. $X = -\mu_{t_0}, Y = 1, A_0 = r^{-1} Q$) and using the previously obtained fact $\dot{Y} = 0$, the $dr$ component tells $\partial_r^2 A_0 + 2r^{-1} \partial_r A_0 = 0$, so $A_0 = c_1(t_0) r^{-1} + c_2(t_0)$. Since $c_2(t_0) dt_0$ is an exact 1-form and thus a pure gauge solution, we may assume $\dot{A}_0 = c_1(t_0) r^{-1}$. Then the equation for $dt_0$-component gives $-\partial_{t_0} \partial_r A_0 - \mu_{t_0} \partial_r^2 A_0 - 2\mu_{t_0} r^{-1} \partial_r A_0 = r^{-2} \partial_{t_0} c_1(t_0) = 0$ and thus $c_1(t_0)$ is a constant that we denote by $\dot{Q}$. That is, $\dot{A}_0 = r^{-1} \dot{Q}$.

Next, the spherical component of $\text{Ric}(\dot{g}) - 2T(\dot{g}, d\dot{A}) = 0$ is given by

$$
1 + \frac{X}{Y^2} + \frac{r}{Y^2} \partial_r X - \frac{r X}{Y^3} \partial_r Y - \frac{r^2}{Y^2} (\partial_r A_0)^2 = 0.
$$

Linearizing around $(g, A)$ (i.e. $X = -\mu_{t_0}, Y = 1, A_0 = r^{-1} Q$) and using the previously obtained
facts \( \dot{Y} = 0, \dot{A}_0 = r^{-1}Q \), we find \( \dot{X} + r \partial_r \dot{X} - 2r^{-2}Q \dot{Q} = 0 \) and thus
\[
\dot{X} = -\frac{2Q \dot{Q}}{r^2} + \frac{c(t_0)}{r}.
\]

Lastly, the \( dt_0^2 \)-component of \( \text{Ric}(\dot{g}) - 2T(\dot{g}, d\dot{A}) = 0 \) is
\[
-\frac{X}{Y^2} \partial_{t_0} \partial_r Y + \frac{X}{2Y^2} \partial^2_r X + \frac{X}{Y^2} \partial_{t_0} Y \partial_r Y - \frac{X}{2Y^2} \partial_r X \partial_r Y - \frac{2X}{rY^2} \partial_{t_0} Y + \frac{X}{rY^2} \partial_r X + \frac{X}{Y^2} (\partial_r A_0)^2 = 0.
\]

Again linearizing around \( (g, A) \) (i.e. \( X = -\mu_0, Y = 1, A_0 = r^{-1}Q \)) and using the previously obtained facts \( \dot{Y} = 0, \dot{A}_0 = r^{-1}Q, \dot{X} = -\frac{2Q \dot{Q}}{r^2} + \frac{c(t_0)}{r} \), we obtain \( r^{-2} \partial_r c(v) = 0 \) and thus \( c(v) \) is a constant which we denote by \( 2m \). Therefore, we conclude that up to pure gauge solutions
\[
\dot{g} = \left( \frac{2m}{r} - \frac{2Q \dot{Q}}{r^2} \right) dt_0^2 = g', \quad \dot{A}_0 = \frac{Q}{r} dt_0 = A'.
\]

### 7.2 Vector type perturbations

We shall consider the vector type perturbations of modes \( l \geq 2 \) and \( l = 1 \) separately. Recall that we can write the perturbations under the splitting (6.0.9) and (6.0.10) as in (6.0.12). We denote by \( V \in V_l \) the spherical harmonic 1-form with eigenvalues \( k^2 = l(l+1) - 1 \).

#### 7.2.1 Modes with \( l \geq 2 \)

Suppose \( (\dot{g}, \dot{A}) \) is the vector perturbations of the following form
\[
\dot{g} = \begin{pmatrix} 0 \\ r f \otimes V \\ -\frac{2}{k} r^2 H \delta^* V \end{pmatrix}, \quad \dot{A} = \begin{pmatrix} 0 \\ r K V \end{pmatrix} \quad \text{with} \quad V \in V_l \quad (l \geq 2).
\]

We notice that the pure gauge solutions take the form
\[
\delta \dot{g} = 2 \delta^* \omega = \begin{pmatrix} 0 \\ r^2 \delta(r^{-1}L) dS \\ -\frac{2}{k} r^2 (-kr^{-1}L) \delta^* V \end{pmatrix}, \quad \delta \dot{A} = \mathcal{L}_\omega A = 0
\]
with
\[
\omega = \begin{pmatrix} 0 \\ r L V \end{pmatrix}
\]
where \( L \in C^\infty(X) \). When adding \( (\delta \dot{g}, \delta \dot{A}) \) to \( (\dot{g}, \dot{A}) \), the quantities \( f, H, K \) change by
\[
\delta f = r \delta(r^{-1}L), \quad \delta H = -kr^{-1}L, \quad \delta K = 0.
\]
Then we have the following gauge-invariant quantities
\[ J := f + \frac{r}{k} dH_T \in C^\infty (\tilde{X}; T^* \tilde{X}), \quad K \in C^\infty (\tilde{X}) \tag{7.2.5} \]

We also note that if \( J = 0, K = 0 \), \((\dot{g}, \dot{A})\) is a pure gauge solution
\[ (\dot{g}, \dot{A}) = (2\delta^* \omega, L_\omega^* A) \quad \text{with} \quad \omega = \begin{pmatrix} 0 \\ -\frac{r^2}{k} H_T V \end{pmatrix} \tag{7.2.6} \]

If \((\dot{g}, \dot{A})\) are outgoing mode solutions, then \( \omega \) is a mode of the same type, which grows by a factor \( r \) more than \((\dot{g}, \dot{A})\).

Again we can express the linearized Einstein-Maxwell system in terms of the gauge-invariant quantities \( J, K \) defined above. More specifically, we adds \((\delta \dot{g}, \delta \dot{A})\) built from \( L = \frac{r}{k} H_T \), then \( H_T + \delta H_T = 0 \), and thus \((f, H_T, K) = (J, 0, K)\). Therefore, using the detailed calculation in §6 and §A.1 we can write the linearized Einstein-Maxwell system, acting on the new \((\dot{g}, \dot{A})\)
\[ \dot{g} = \begin{pmatrix} 0 \\ r J \otimes V \\ 0 \end{pmatrix}, \quad \dot{A} = \begin{pmatrix} 0 \\ r K V \end{pmatrix} \]
in terms of the gauge-invariant quantities \( J, K \).

Now we express \( 2\mathcal{L}_1(\dot{g}, \dot{A}) = 0 \) and \( \mathcal{L}_2(\dot{g}, \dot{A}) = 0 \) in the form of (7.1.1) in terms of \( f^E, H_T^E \) and \( K^E \) respectively. Then the linearized Einstein-Maxwell system reads
\[ rf^E = r^{-2} \delta (r^4 \ddot{d}(r^{-1} J)) + \frac{k^2 - 1}{r} J - 4Q r^{-2} \ddot{d}(rK) = 0, \tag{7.2.7a} \]
\[ -\frac{2r^2}{k} H_T^E = -2\delta(rJ) = 0, \tag{7.2.7b} \]
\[ rK^E = -\Box (rK) + \frac{k^2 + 1}{r} K + Q \ddot{d}(r^{-1} J) = 0. \tag{7.2.7c} \]

By (7.2.7b), one adds the zero term \( \ddot{d}(rJ) \) to (7.2.7a) and then can obtain a wave equation for \( J \) (coupled to \( K \) via subprincipal terms) as \((\ddot{d} \dot{J} + \ddot{d} \dot{J})J = (-\Box - \frac{1}{2} 2 l_\mu_{0}^\mu) J \). In conclusion, we can rewrite equation (7.2.7a) and (7.2.7c) as a principally scalar system of wave equations for \((J, K)\)
\[ -\Box B - \mathcal{Q} B = 0 \quad \text{where} \quad B = \begin{pmatrix} J \\ N \end{pmatrix} \tag{7.2.8} \]
where \( \mathcal{Q} \) is a first order stationary differential operator acting on \( C^\infty (\tilde{X}; T^* \tilde{X} \otimes T^* \tilde{X}) \). As discussed in the scalar perturbations, it suffices to prove \( B = 0 \) in the static region \( r > r_{b_0} \). To achieve this, we again work in the static coordinates \((t, r)\).
First, by (7.2.7b) we have \( \hat{a}^\dagger(rJ) = 0 \) (because \( \hat{\delta} = \hat{*} \hat{d} \)), and then \( \hat{r} J = \hat{d}(r \Phi) \) for some function \( \Phi \) on \( \hat{X} \). Applying \( \hat{*} r^2 \) on both sides of equation (7.2.7a) yields

\[
\hat{d} \left( r^4 \hat{\delta}(r^{-2} \hat{d}(r \Phi)) + (k^2 - 1)r \Phi - 4QrK \right) = 0
\]

which implies \( r^4 \hat{\delta}(r^{-2} \hat{d}(r \Phi)) + (k^2 - 1)r \Phi - 4QrK = c \) for some constant \( c \). Replacing \( \Phi \) by \( \Phi - \frac{c}{(k^2 - 1)r^2} \), we obtain

\[
r^2 \hat{\delta}(r^{-2} \hat{d}(r \Phi)) + \frac{(k^2 - 1)}{r^2}r \Phi - \frac{4Q}{r^2} = 0. \tag{7.2.9}
\]

We can also rewrite it as

\[
-\Box \Phi + \frac{1}{r^2} \left( k^2 + 1 - \frac{6m}{r} + \frac{4Q^2}{r^2} \right) \Phi - \frac{4Q}{r^2}K = 0. \tag{7.2.10}
\]

Next, equation (7.2.7c) can be rewritten as (where we use equation (7.2.9))

\[
-\Box(rK) + \frac{1}{r^2} \left( k^2 + 1 + \frac{4Q^2}{r^2} \right)(rK) - (k^2 - 1)\frac{Q}{r^2} \Phi = 0 \tag{7.2.11}
\]

We note that (7.2.10) and (7.2.11) recover [80, equations (4.28) and (4.30)] with \( \Omega = r \Phi, A = -rK, m_V = k^2 - 1, \kappa^2 = 2, q = Q, n = 2, K = 1, \tau = 0, J = 0 \) there. Following [80, equations (4.34) and (4.35)], we introduce the following combinations

\[
\Psi_\pm = a_\pm \Phi + b_\pm rK \tag{7.2.12}
\]

with

\[
(a_+, b_+) = \left( \frac{Q(k^2 - 1)}{3m + \sqrt{9m^2 + 4(k^2 - 1)Q^2}}, -1 \right), \quad (a_-, b_-) = \left( 1, \frac{4Q}{3m + \sqrt{9m^2 + 4(k^2 - 1)Q^2}} \right). \tag{7.2.13}
\]

When expressed in terms of \( \Psi_\pm \), equations (7.2.10) and (7.2.11) are transformed into two decoupled wave equations (see [80, equations (4.37)–(4.39)])

\[
\Box \Psi_\pm - \frac{V_\pm}{\mu_{b_0}} \Psi_\pm = 0 \tag{7.2.14}
\]

where

\[
V_\pm = \frac{\mu_{b_0}}{r^2} \left( k^2 + 1 + \frac{4Q^2}{r^2} - \frac{3m}{r} \pm \sqrt{9m^2 + 4(k^2 - 1)Q^2} \right). \tag{7.2.15}
\]
Suppose \( (\dot{g}, \dot{A}) \in e^{-i\sigma t} \mathcal{H}_b^\infty(\mathcal{X}; S^2\mathcal{T}^*\mathcal{X} \oplus \mathcal{C}^\infty T^*\mathcal{X}) \) are modes, then \( (J, K) \in e^{-i\sigma t} \mathcal{H}_b^\infty,\ell^{-1}(\mathcal{X}; \mathcal{C}^\infty T^*\mathcal{X} \oplus \mathbb{R}) \) for \( \sigma \neq 0 \), while \( (J, K) \in \mathcal{H}_b^\infty,\ell(\mathcal{X}; \mathcal{C}^\infty T^*\mathcal{X} \oplus \mathbb{R}) \) for \( \sigma = 0 \). As discussed around (7.1.10) and (7.1.34) and using (7.2.11) in the \( \sigma = 0 \) case, we conclude \( \Phi, rK \in e^{-i\sigma t} \mathcal{H}_b^\infty,\ell^{-1}(\mathcal{X}) \) for \( \text{Im} \sigma \geq 0 \), and so are \( \Psi_\pm \). Therefore in the static coordinates \( (t, r) \), equations (7.2.14) take the form

\[
(\mu_b \partial_r)^2 \Psi_\pm - (V_\pm - \sigma^2) \Psi_\pm = 0.
\]

We observe that when \( r > r_b = m + \sqrt{m^2 - Q^2}, V_+ > 0 \) and

\[
r^2 \mu_b^{-1} V_+ > (r^2 \mu_b^{-1} V_+)(r_b) = k^2 - 1 + (m - 9m^2 + 4(k^2 - 1)Q^2)/r_b^2 = r_b^{-1} \left( k^2 m + (k^2 - 1)\sqrt{m^2 - Q^2} - \sqrt{(4k^2 + 5)Q^2 + 9(m^2 - Q^2)} \right) > r_b^{-1} \left( k^2 m - \sqrt{4k^2 + 5}Q + (k^2 - 4)\sqrt{m^2 - Q^2} \right) > 0
\]

where we use \( k^2 \geq 5, m > Q \) in the last inequality, so \( V_+ > 0 \) in the static region as well. We also notice the asymptotic behavior of \( V_\pm \) is \( V_\pm = (k^2 + 1)\rho^2 + \rho^3C^\infty(\mathcal{X}) \) where \( \rho = 1/r \). Then we can proceed as in the scalar perturbations \( l \geq 2 \) case to conclude that \( \Psi_\pm = 0 \) and thus \( (J, K) = 0 \). More specifically, when \( \text{Im} \sigma > 0 \), we pair \((\mu_b \partial_r)^2 \Psi_\pm - (V_\pm - \sigma^2) \Psi_\pm\) with \( \overline{\Psi}_\pm \) with respect to \( L^2(\mathbb{R}_r; dr_r) \) and integrate by parts, then the positivity of \( V_\pm \) allows us to obtain \( \Psi_\pm = 0 \). When \( \sigma \in \mathbb{R} \setminus \{0\} \), we use the boundary paring argument. Lastly, when \( \sigma = 0 \), we first obtain the a priori decay rate \( \Psi_\pm \in \mathcal{H}_b^\infty,\ell^{-1}(\mathcal{X}) \subset \mathcal{A}^{\ell+1/2}(\mathcal{X}) \subset \mathcal{A}^{-1+}(\mathcal{X}) \) because \( -3/2 < \ell < -1/2 \). Next we use the Frobenius method (i.e. analyze the indicial equation) and the decay rate of \( V_\pm = (k^2 + 1)\rho^2 + \rho^3C^\infty(\mathcal{X}) \) to conclude that \( \Psi_\pm \sim r^{-2} \) near \( r = \infty \). So the conclusion \( \Psi_\pm = 0 \) again follows from the \( L^2 \) pairing and integration by parts.

### 7.2.2 Modes with \( l = 1 \)

We now let \( k^2 = l(l + 1) - 1 = 1 \). Suppose \((\dot{g}, \dot{A})\) is the vector perturbations of the following form

\[
\dot{g} = \begin{pmatrix} 0 \\ r f \otimes V \end{pmatrix}, \quad \dot{A} = \begin{pmatrix} 0 \\ rKV \end{pmatrix} \quad \text{with} \quad V \in \mathcal{V}_l \ (l = 1).
\]

We notice that the pure gauge solutions take the form

\[
\delta \dot{g} = 2\delta g^\omega = \begin{pmatrix} 0 \\ r^2 \delta(d(r^{-1}L)dS) \end{pmatrix}, \quad \delta \dot{A} = \mathcal{L}_{\omega^\Lambda} A = 0
\]
with
\[ \omega = \begin{pmatrix} 0 \\ rLV \end{pmatrix} \] (7.2.18)

where \( L \in C^\infty(\tilde{X}) \). When adding \((\delta \dot{g}, \delta \dot{A})\) to \((\dot{g}, \dot{A})\), the quantities \( f, H_T, K \) change by
\[
\delta f = rd(r^{-1}L), \quad \delta K = 0.
\] (7.2.19)

Then we define the following gauge-invariant quantities
\[
\hat{d}(r^{-1}f) \in C^\infty(\tilde{X}; \Lambda^2 T^* \tilde{X}), \quad K \in C^\infty(\tilde{X})
\] (7.2.20)

If \( \hat{d}(r^{-1}f) = 0, K = 0 \), since \( \tilde{X} \) is contractible, we can find \( L \in C^\infty(\tilde{X}) \) such that \( r^{-1}f = \hat{d}(r^{-1}L) \), which implies
\[
(\dot{g}, \dot{A}) = (2\hat{d}^* \omega, L^* A) \quad \text{with} \quad \omega = \begin{pmatrix} 0 \\ rLV \end{pmatrix}
\] (7.2.21)
is a pure gauge solution. As explained around (7.1.10) and (7.1.34) again, we have \( L \in e^{-\imath \sigma t} \tilde{H}_0^{\infty, l}(\tilde{X}) \) for \( \sigma \neq 0 \), while \( L \in \tilde{H}_0^{\infty, l-1}(\tilde{X}) \) for \( \sigma = 0 \).

Again we can express the linearized Einstein-Maxwell system in terms of the gauge-invariant quantities \( \hat{d}(r^{-1}f), K \) as follows
\[
rf^E = r^{-2}\hat{d}(r^4 \hat{d}(r^{-1}f)) - 4Qr^{-2}\hat{d}(rK) = 0,
\] (7.2.22a)
\[
rK^E = -\Box(rK) + 2rK + Q\hat{d}(r^{-1}f) = 0.
\] (7.2.22b)

Before solving the above system, we first describe the linearized Kerr-Newman solution in which we linearize the Kerr-Newman solution family \((g_b, A_b)\) around Reissner-Nordström solution \((g_{b_0}, A_{b_0})\) with respect to the angular momentum parameter \( a \) in the direction \( \hat{a} \), which is parallel to the rotation axis of \( V \). We see that in the static coordinates
\[
g'_{(m,0,Q)}(0, \hat{a}, 0) = 2(\mu_{b_0} - 1) \sin^2 \theta dtd\varphi, \quad A'_{(m,0,Q)}(0, \hat{a}, 0) = -\frac{Q}{r} \sin^2 \theta d\varphi
\] (7.2.23)

where \(|\hat{a}| = 1 \) and \((\theta, \varphi)\) are the spherical coordinates adapted to \( \hat{a} \), i.e., \( \hat{a} \) is defined by \( \theta = 0 \). We note that (7.2.23) is of the form (7.2.16) with \( f = (-2m r^{-2} + Q^2 r^{-3}) dt, K = -Q r^{-2} \) and \( V = \sin^2 \theta d\varphi \). Then the associated gauge-invariant quantities are \( \hat{d}(r^{-1}f) = 6mr^{-4} - 4Q^2 r^{-5}, K = -Q r^{-2} \).
Now we turn to solving the equations (7.2.22a) and (7.2.22b). First (7.2.22a) implies
\( r^4 \ddot{d}(r^{-1}f) - 4QrK = 0 \) and thus
\[
(\ddot{\cdot} d)(r^{-1}f) - 4QrK = c 
\] (7.2.24)
for some constant \( c \). Plugging this into the equation (7.2.22b) yields
\[ (\Box - V)(rK) = \frac{cQ}{r^4} \quad \text{where} \quad V = \frac{2}{r^2} + \frac{4Q^2}{r^4}. \]

Since \( V > 0 \) and the right-handed side is stationary, as discussed previously, \( rK = 0, c = 0 \) is the
only mode solution with frequency \( \sigma \neq 0 \) to the above equation, and thus \( \ddot{d}(r^{-1}f) = 0 \) as well. As
for the case \( \sigma = 0 \), since \( V = 2\rho^2 + 4Q^2\rho^4 \) where \( \rho = 1/r \), using the Frobenius method and analyzing
the indicial equation, it follows that for each \( c \in \mathbb{R} \), there is at most one solution \( K \in \bar{H}_{b,\ell}^\infty(\bar{X}) \) for
\(-3/2 < \ell < -1/2 \). On the other hand, one can verify
\[
K = -\frac{cQ}{6m\ell^2} \in \bar{H}_{b,\ell}^\infty(\bar{X})
\]
is indeed a solution. Returning to (7.2.24) we find
\[
\ddot{\cdot} d(r^{-1}f) = \frac{c}{6m} \left( \frac{6m}{r^4} - \frac{4Q^2}{r^5} \right).
\]
Therefore, replacing \( (\dot{g}, \dot{A}) \) by \( (\dot{g}, \dot{A}) - \frac{c}{6m}(g', A') \), we may assume \( c = 0 \) and thus \( K = 0, \ddot{d}(r^{-1}f) = 0 \),
which implies \( (\dot{g}, \dot{A}) \) is a pure gauge solution.

This finishes the proof of Theorem 7.0.1.
Chapter 8

Mode analysis of the scalar wave operator

In this section we shall discuss the modes of the scalar wave operator on slowly rotating KN space- times with subextremal charge. It not only occurs as the gauge propagation operator acting on the gauge function $D_{(g_0, A_0)} \tilde{Y}_M (g, A; g_0, A_0) = -\delta_{g_0} \tilde{A}$, but an operator on a scalar function which generate the pure gauge solutions to the Maxwell equation. We define the Fourier-transformed scalar wave operator on slowly rotating Kerr-Newman spacetime $g_b$ with parameters $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$ as

$$\hat{\Box}_{g_b} (\sigma) := e^{i\sigma t_b, \ast} \Box_{g_b} e^{-i\sigma t_b, \ast}$$

where $t_b, \ast = \chi_0 (t + r_{b_0, \ast}) + (1 - \chi_0 (t - r_{(m_0, Q), \ast}))$ is defined as in (4.2.17).

For ease of notation, we drop $C$ in the notations of the functions space $\hat{H}_s T \X, C), \hat{H}_s T \X, C), A(\X; \C)$ and $C^\infty (\X; C)$ if it is clear from the context.

**Theorem 8.0.1.** Let $b_0 = (m_0, 0, Q_0)$ and $g = g_{b_0}$ be the RN metric with subextremal charge. There exists $\epsilon > 0$ such that for $b = (m, a, Q)$ with $|b - b_0| < \epsilon$, the following holds

1. If $\text{Im} \sigma \geq 0$ and $\sigma \neq 0$,

   $$\hat{\Box}_{g_b} (\sigma) : \{ u \in \hat{H}_s^{s, \ell} (\X; C) : \Box_g (\sigma) u \in \hat{H}_b^{s, \ell+1} (\X; C) \} \rightarrow \hat{H}_b^{s, \ell+1} (\X; C)$$

   is invertible for $s > \frac{1}{2}, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}$. 
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2. If \( s > \frac{1}{2} \) and \(-\frac{3}{2} < \ell < -\frac{1}{2}\), then stationary operator

\[
\square_{g_b}(0) : \{ u \in \dot{H}^{s,\ell}_b(\tilde{X}; \mathbb{C}) : \square_g(0)u \in \dot{H}^{s-1,\ell+2}_b(\tilde{X}; \mathbb{C}) \} \rightarrow \dot{H}^{s-1,\ell+2}_b(\tilde{X}; \mathbb{C})
\]  

(8.0.2)

is invertible.

Proof. The proof closely follows [57, Theorem 6.1]. We first prove (8.0.1) and (8.0.2) for the RN metric \( g \) and then use a perturbation argument to extend them to the slowly rotating KN metric \( g_b \) with \( b \) near \( b_0 \).

- Injectivity of \( \square_g(0) \). Suppose \( u \in \dot{H}^{s,\ell}_b(\tilde{X}) \) with \( s > \frac{1}{2}, \ell \in (-\frac{3}{2}, -\frac{1}{2}) \) and

\[
\square_g(0)u = \square u = \frac{1}{r^2} \partial_r \mu_b r^2 \partial_r u + \frac{1}{r^2} \Delta u = 0, \quad \mu_b = 1 - \frac{2m_0}{r} + \frac{Q^2_0}{r^2}.
\]

Then by Proposition 5.3.1, \( u \in \rho C^{\infty}(\tilde{X}) + \mathcal{A}^2(\tilde{X}) \) where \( \rho = r^{-1} \), which implies \( |u|, |r \partial_r u|, |\nabla u| \lesssim r^{-1} \). As a consequence, the boundary term at \( r = \infty \) in the following integration by parts

\[
0 = -\int_{S^2} \int_{r_0}^\infty \square_g u \cdot \nabla r^2 drd\phi = \int_{S^2} \int_{r_0}^\infty (\mu_b(r)|r \partial_r u|^2 + |\nabla u|^2) drd\phi
\]  

(8.0.3)

vanishes, and the boundary term at \( r = r_{b_0} \) vanishes since \( u \) is smooth there and \( \mu_b(r_{b_0}) = 0 \).

Then \( u \) is a constant in \( r \geq r_{b_0} \) and thus vanishes there since \( \lim_{r \rightarrow \infty} u = 0 \). Since \( u \) vanishes to infinite order at \( r = r_{b_0} \) and smooth in \( r \leq r_{b_0} \), we shall prove that \( u = 0 \) in \( r \leq r_{b_0} \), as well by following the arguments in [123, Lemma 1]. Concretely, we first compute the following energy identity in \( r_- \leq r < r_{b_0} \)

\[
\partial_r \left( |r-r_{b_0}|^{-N} (-\mu_b(r)|\partial_r u|^2 + \frac{1}{r^2} |\nabla u|^2 + |u|^2) \right) + 2|r-r_{b_0}|^{-N-1} \frac{1}{r^2} \delta (\Re(\bar{\partial}_r u \partial_r u))
\]

\[
= N|r-r_{b_0}|^{-N-1} (-\mu_b(r)|\partial_r u|^2 + \frac{1}{r^2} |\nabla u|^2 + |u|^2)
\]

\[
- |r-r_{b_0}|^{-N} (2\Re(\bar{\partial}_r u \cdot \square_g(0)u) - R(u, du))
\]  

(8.0.4)

where

\[
R(u, du) = (4r^{-1}\mu_b(r) - \mu_b'(r))|\partial_r u|^2 + 2\Re(\bar{\partial}_r u) - 2r^{-3} |\nabla u|^2
\]

is a quadratic form in \( u \) and \( du \) independent of \( N \). As a result, \( R(u, du) \) can be controlled by the first term on the right-hand side of the above energy identity (8.0.4) when \( N \) is sufficiently
large. Then for any fixed \( r_0 \in [r_-, r_{b_0}) \) we apply Stokes' Theorem in \([r_0, r_{b_0} - \epsilon] \times S^2\). For \( N \) large enough we have

\[
\int_{S^2} (-\mu_{b_0}(r) |\partial_r u|^2 + |\partial u|^2 + |u|^2)|_{r=r_0} \, d\mathbf{g} \\
\leq (r_{b_0} - r_0)^N e^{-N} \int_{S^2} (-\mu_{b_0}(r) |\partial_r u|^2 + |\partial u|^2 + |u|^2)|_{r=r_{b_0} - \epsilon} \, d\mathbf{g} \leq C_K e^{-N+K}
\]

for any \( K \) as \( \epsilon \to 0^+ \) since \( u \) is smooth and vanishes to infinite order at \( r = r_{b_0} \). By choosing \( K > N \) and letting \( \epsilon \to 0^+ \) we conclude that \( u = 0 \) at \( r = r_0 \).

- **Surjectivity of \( \widehat{\square}_g(0) \).** The index 0 property of \( \widehat{\square}_g(0) \) established in Lemma 5.5.2 directly gives the surjectivity. But here we present an alternative proof of the surjectivity. To prove the surjectivity of \( \widehat{\square}_g(0) \), we note that it is equivalent to proving the injectivity of the adjoint \( \widehat{\square}_g(0)^* \). Suppose \( v \in \dot{H}^{s+1, -\ell-2}_b(\bar{X}) \) with \( s > \frac{1}{2}, \ell \in (-\frac{3}{2}, -\frac{1}{2}) \) satisfies \( \widehat{\square}_g(0)^* v = \widehat{\square}_g(0) v = 0 \).

By Proposition 5.3.1, \( v \) is smooth in \( r_- \leq r < r_{b_0} \) and \( r > r_{b_0} \), and \( v \in pC^\infty(\bar{X}) + A^2(\bar{X}) \) near \( r = \infty \). First we have \( v = 0 \) in \( r < r_{b_0} \) since \( \widehat{\square}_g(0)^* \) is a hyperbolic operator there with \( r \) being the timelike function, see [40, Theorem E.56]. Next, according to [56, Theorem 6.3], \( v \) is conormal at \( r = r_{b_0} \). Since the normal operator of \( \mu_{b_0} \widehat{\square}_g(0)^* \) is \( (\mu_{b_0} \partial_r)^2 \) whose boundary spectrum consists of \( \{(0,0), (0,1)\} \), it follows that \( v = H(r-r_{b_0})(v_0 + v_1 \log \mu_{b_0} + \tilde{v}) \) where \( v_0, v_1 \in C^\infty(S^2) \) and \( \tilde{v} \in A^{1-}([r_{b_0}, \infty)) \) which means that \( \tilde{v} \) is conormal at \( r = r_{b_0} \) and \( \tilde{v} \sim (r-r_{b_0})^{1-} \) as \( r \to r_{b_0}^+ \). Since \( \widehat{\square}_g(0) H(r-r_{b_0}) = r^{-2} \partial_r (r^2 \mu_{b_0}(r) \delta(r-r_{b_0})) = 0 \) and \( \widehat{\square}_g(0) (H(r-r_{b_0}) \log \mu_{b_0}) = \mu_{b_0}'(r) \delta(r-r_{b_0}) + 2 Q_0^2 r^{-4} H(r-r_{b_0}), \) we have

\[
0 = \widehat{\square}_g(0) v = \mu_{b_0}'(r) \delta(r-r_{b_0}) v_1 + R
\]

where

\[
R = \frac{H(r-r_{b_0})}{r^2} (\Delta v_0 + \log(r-r_{b_0}) \Delta v_1 + \frac{2 Q_0^2}{r^2} v_1) + H(r-r_{b_0}) \widehat{\square}_g(0) \tilde{v} \in A^{0-}.
\]

However, \( \delta(r-r_{b_0}) \notin A^{0-} \), and this implies \( v_1 = 0 \). Since \( v_1 = 0 \) implies \( \mu_{b_0} \partial_r v \to 0 \) as \( r \to r_{b_0}^+ \), we find that the integration by parts (8.0.3) still works here and thus gives \( v = 0 \) in \( r > r_{b_0} \).

Then we can conclude that \( v \) is supported at \( r = r_{b_0} \), and consequently \( v \notin L^2 \) [66, Theorem 7.1.27] unless \( v = 0 \). However, the radial point estimates at the event horizon imply that \( v \in H^{1/2-} \) near \( r = r_{b_0} \). Therefore, \( v \) must be 0.
Invertibility of $\hat{g}(\sigma)$ for $\sigma \in \mathbb{R} \setminus \{0\}$. According to Lemma 5.5.2, it suffices to prove the injectivity of $\hat{g}(\sigma)$ for non-zero real $\sigma$. We first illustrate the relationship between $\hat{g}(\sigma)$ and $\hat{g}(\sigma) = e^{i\sigma t} \hat{g} e^{-i\sigma t}$, that is, $u \in \ker \hat{g}(\sigma)$ gives rise to an outgoing solution

$$\hat{g} \tilde{u} = 0 \quad \text{where} \quad \tilde{u} = e^{i\sigma(t-t_{ho})} u. \quad (8.0.6)$$

We next prove that $\tilde{u} = 0$ and thus $u = 0$ in $r \geq r_{ho}$ by a boundary pairing argument (see [95, §2.3] [62, §3.2] [57, §7]), and a unique continuation theorem at infinity. Concretely, let $f(r) \in C^{\infty}([r_{ho}, \infty))$ be a nonnegative function with $f(r) = r - r_{ho}$ for $r_{ho} \leq r < 3m_{ho}$ and $f(r) = r^{-1}$ for $r > 4m_{ho}$. Fix a cutoff $\chi \in C^{\infty}((0, \infty))$ which is 0 on $[0, 1/2]$ and 1 on $[1, \infty)$. For small $\epsilon > 0$, we define

$$\chi_\epsilon(r) := \chi\left(\frac{f}{\epsilon}\right) \in C^{\infty}_c((r_{ho}, \infty)). \quad (8.0.7)$$

We see that $\chi_\epsilon = 1$ when $r - r_{ho} \geq \epsilon, r \leq \epsilon^{-1}$, and $r - r_{ho} \geq \epsilon/2, r \leq 2\epsilon^{-1}$ on $\text{supp} \chi_\epsilon$. We then calculate

$$0 = \lim_{\epsilon \to 0} \left( \int_{S^2} \int_{r_{ho}}^{\infty} \chi_\epsilon \tilde{u} \cdot \hat{g}(\sigma) \tilde{u} r^2 \, d\rho d\theta - \int_{S^2} \int_{r_{ho}}^{\infty} \chi_\epsilon \tilde{u} \cdot \tilde{u} r^2 \, d\rho d\theta \right)$$

$$= \lim_{\epsilon \to 0} \int_{S^2} \int_{r_{ho}}^{\infty} \chi_\epsilon \tilde{u} \cdot \tilde{u} r^2 \, d\rho d\theta$$

$$= \lim_{\epsilon \to 0} \left( \int_{S^2} \int_{r_{ho}}^{\infty} 2\mu_{ho} \partial_r \chi_\epsilon \cdot \partial_r \tilde{u} \cdot \tilde{u} r^2 \, d\rho d\theta - \int_{S^2} \int_{r_{ho}}^{\infty} \mu_{ho} \partial_r \chi_\epsilon \cdot \partial_r \tilde{u} \cdot \tilde{u} r^2 \, d\rho d\theta \right) \quad (8.0.8)$$

where $\partial_r \chi_\epsilon$ may be nonzero only near the event horizon $r = r_{ho}$ and near infinity $r = \infty$.

Near $r = r_{ho}$, we have $\tilde{u} = e^{-i\sigma r} u$ where we write $r_* = r_{ho}$ for brevity of notation, $\partial_r \chi_\epsilon = \epsilon^{-1} \chi'(\frac{r_{ho}}{\epsilon}) \to \delta(r-r_{ho})$ as $\epsilon \to 0$, and thus

$$\lim_{\epsilon \to 0} \left( \int_{S^2} \int_{r_{ho}}^{\infty} 2\mu_{ho} \partial_r \chi_\epsilon \cdot \partial_r \tilde{u} \cdot \tilde{u} r^2 \, d\rho d\theta - \int_{S^2} \int_{r_{ho}}^{\infty} \mu_{ho} \partial_r \chi_\epsilon \cdot \partial_r \tilde{u} \cdot \tilde{u} r^2 \, d\rho d\theta \right)$$

$$= \int_{S^2} \left( -2i\sigma r^2 |u|^2 + 2\mu_{ho} r^2 \partial_r u \cdot \tilde{u} - r^2 \mu_{ho} \partial_r |u|^2 \right) |r=r_{ho}| \, d\rho \, d\theta$$

$$= \int_{S^2} \left( -2i\sigma r^2 |u|^2 \right) |r=r_{ho}| \, d\rho \, d\theta \quad (8.0.9)$$

where we use the smoothness of $u$ at $r = r_{ho}$ in the last step. While near $r = \infty$, we have $r^2 \partial_r \chi_\epsilon = -\epsilon^{-1} \chi'(\frac{r}{\epsilon}) \to -\delta(\rho)$ with $\rho = r^{-1}$ as $\epsilon \to 0$, $\tilde{u} = e^{i\sigma r} u$ where $u = \rho u_+ (\omega) + c(\rho, \omega)$
with $u_+ (\omega) \in C^\infty (\S^2)$ and $e(\rho, \omega) \in \mathcal{A}^2 (\hat{X})$ (see Proposition 5.3.1), and thus

$$\lim_{\epsilon \to 0} \left( \int_{S^2} \int_{r_0}^{\infty} 2 \mu_{b_0} \partial_r \chi_{e} \cdot \partial_r \bar{u} \cdot \overline{\nabla} r^2 \, dr \, d \hat{\sigma} - \int_{S^2} \int_{r_0}^{\infty} \mu_{b_0} \partial_r \chi_{e} \cdot \partial_r |\bar{u}|^2 r^2 \, dr \, d \hat{\sigma} \right)$$

$$= \int_{S^2} \left( - 2 i \sigma r^2 |u|^2 - 2 \mu_{b_0} r^2 \partial_r u \cdot \overline{\nabla} + r^2 \mu_{b_0} \partial_r |u|^2 \right) |_{r=\infty} \, d \hat{\sigma}$$

$$= \int_{S^2} \left( - 2 i \sigma r^2 |u|^2 \right) |_{r=\infty} \, d \hat{\sigma} = \int_{S^2} - 2 i \sigma |u_+|^2 \, d \hat{\sigma} \quad (8.0.10)$$

Putting (8.0.9) and (8.0.10) together yields

$$0 = - 2 i \sigma \left( \int_{S^2} r^2 |u|^2 |_{r=r_0} \, d \hat{\sigma} + \int_{S^2} |u_+|^2 \, d \hat{\sigma} \right), \quad (8.0.11)$$

and this implies $u|_{r=r_0} = 0$ and $u_+ (\omega) = 0$. This proves that the leading order term of $u$ at infinity vanishes and thus $u \in \mathcal{A}^2 (\hat{X})$. For the next step, we rewrite $\widehat{\mathcal{D}}_g (\sigma) u = 0$ near infinity as follows

$$2 i \sigma \partial_r (ru) = - \frac{1}{r} \partial_r r^2 \mu_{b_0} \partial_r u - \frac{1}{r} \Delta u = \rho \text{Diff}^2 u.$$  

Then integrating both sides from infinity to $r$ and using $ru|_{r=\infty} = 0$ yield $u \in \mathcal{A}^2 (\hat{X})$

Proceeding iteratively, we find that $u \in \mathcal{A}^\infty$, which means that $u$ vanishes to infinite order at $r = \infty$. Then using the unique continuation theorem at infinity [67, Theorem 17.2.8] for $\widehat{\mathcal{D}}_g (\sigma) \bar{u} = 0$ gives $\bar{u} = 0$ and thus $u = 0$ in $r > r_{b_0}$. By Proposition 5.3.1 again, $u$ is smooth and vanishes to infinite order at $r = r_{b_0}$. Therefore, we follow the arguments in [123, Lemma 1] again to prove $u = 0$ in $r < r_{b_0}$. Since we are working in the region near the $r = r_{b_0}$ where $t_{b_0, \epsilon} = t_0$, it would be more convenient to use the coordinates $(t_{b_0}, r, \omega)$ with $\omega \in \S^2$, and then we write

$$\widehat{\mathcal{D}}_g (\sigma) u = \frac{1}{r^2} \partial_r r^2 \mu_{b_0} \partial_r u + \frac{1}{r^2} \Delta u - \frac{2 i \sigma}{r} \partial_r ru. \quad (8.0.12)$$

We can again obtain the energy identity as in (8.0.4) with $R(u, du)$ replaced by

$$R(u, du) - 2 \Re \left( 2 i \sigma r^{-1} \overline{\partial_r u} \cdot \partial_r (ru) \right)$$

which can still be controlled when $N$ is sufficiently large. Proceeding in the same way as in (8.0.5), it follows that $u = 0$ in $r < r_{b_0}$ as well.

- **Invertibility of $\widehat{\mathcal{D}}_g (\sigma)$ for $\Im \sigma > 0$.** Again according to Lemma 5.5.2, it suffices to prove the injectivity of $\widehat{\mathcal{D}}_g (\sigma)$ for $\sigma \in \C, \Im \sigma > 0$. We again use relationship between $\widehat{\mathcal{D}}_g (\sigma)$ and $\widehat{\mathcal{D}}_g (\sigma)$
as illustrated in (8.0.6). Now \( \hat{u} \) decays exponentially when \( r_{b_0, s} \to \pm \infty \). So we can apply integration by parts to conclude

\[
0 = -\int_{S^2} \int_{r_{b_0}}^{\infty} \hat{\Box}_f (\sigma) \hat{u} \cdot \nabla \hat{u} r^2 dr d\sigma = \int_{S^2} \int_{r_{b_0}}^{\infty} \left( \mu_{b_0}(r) |r \partial_r \hat{u}|^2 + |
abla \hat{u}|^2 - \sigma^2 \mu_{b_0}^{-1}(r) |\hat{u}|^2 \right) dr d\sigma.
\]

Then by taking imaginary part for \( \Re \sigma \neq 0 \), while using \(-\sigma^2 > 0 \) for \( \Re \sigma = 0 \), it follows that \( \hat{u} = 0 \) and thus \( u = 0 \) in \( r > r_{b_0} \). The proof of \( u = 0 \) in \( r < r_{b_0} \) is the same as that in the non-zero real \( \sigma \) case.

- **Proof for \( \Box_{g_b}(\sigma) \)**. Finally, we consider the slowly rotating KN metric \( g_b \), with \( b \) near \( b_0 \). By Theorem 5.6.3 and high energy estimate 5.5.1, \( \Box_{g_b}(\sigma) \) is invertible for \( |\sigma| \) large, say \( |\sigma| \geq C \), when \( |b - b_0| < \epsilon_1 \), so we only need to consider the bounded region \( |\sigma| \leq C \). Near \( \sigma = 0 \), the invertibility of \( \Box_{g_b}(\sigma) \) for \( b \) close to \( b_0 \) follows from the perturbation argument as above and the fact that \( \Box_{g}(0) \) is invertible. For \( \sigma \in \mathbb{C}, \Im \sigma \geq 0 \), bounded away from 0 and infinity, we prove the theorem by perturbation arguments (starting with the invertibility of \( \Box_{g}(\sigma) \)) in a compact set of \( \Im \sigma \geq 0 \). Concretely, suppose there exist sequences \( \delta_j \to 0, b_j \to b_0 \) such that \( \ker \Box_{g_{b_j}}(\sigma_j) \) is non-trivial. Then we can find \( u_j \in \tilde{H}^{s, \ell}_{b_j}(\tilde{\mathcal{X}}) \cap \ker \Box_{g_{b_j}}(\sigma_j) \) with \( \|u_j\|_{\tilde{H}^{s, \ell}_{b_j}(\tilde{\mathcal{X}})} = 1 \).

By the uniform Fredholm estimate 5.2.1, we have \( 1 \leq C'\|u_j\|_{\tilde{H}^{s, \ell}_{b_0, b_0}(\tilde{\mathcal{X}})} \). Therefore, there exists a subsequence \( u_{j_0} \to u \) weakly in \( \tilde{H}^{s, \ell}_{b, \ell}(\tilde{\mathcal{X}}) \) which is norm convergent in \( \tilde{H}^{s, \ell}_{b_0, b_0}(\tilde{\mathcal{X}}) \) with the limit \( u \) being non-zero and satisfying \( \Box_{g}(0)u = 0 \). But this contradicts the invertibility of \( \Box_{g}(0) \). So this proves the injectivity. The surjectivity which is equivalent to the injectivity of the adjoint \( \Box_{g_b}(\sigma)^* \) can be proved in a similar manner. This proves that for \( s > \frac{1}{2}, \ell \in (-\frac{3}{2}, \frac{1}{2}) \) and \( \Im \sigma \geq 0, |\sigma| < c, |b - b_0| < \epsilon_2 \) for some \( c, \epsilon_2 > 0 \),

\[
\Box_{g_b}(\sigma) : \{ u \in \tilde{H}^{s, \ell}_{b, \ell}(\tilde{\mathcal{X}}) : \Box_{g_b}(\sigma)u \in \tilde{H}^{s-1, \ell+2}_{b, \ell}(\tilde{\mathcal{X}}) \} \to \tilde{H}^{s-1, \ell+2}_{b, \ell}(\tilde{\mathcal{X}})
\]

is invertible. By Proposition 5.3.1, this implies that \( \Box_{g_b}(\sigma) \) acting on the function spaces in (8.0.1) is injective for \( \Im \sigma \geq 0, 0 < |\sigma| < c \), and the invertibility follows from the fact that \( \Box_{g_b}(\sigma) \) has index 0. This proves the theorem for \( \Im \sigma \geq 0, 0 \leq |\sigma| < c \) and \( |b - b_0| < \epsilon_2 \). For \( \Im \sigma \geq 0, c \leq |\sigma| \leq C \), the fact that \( \Box_{g}(\sigma) \) is invertible and a perturbation argument as above imply the invertibility of \( \Box_{g_b}(\sigma) \) for \( (b, \sigma) \) in an open neighborhood of \( (b_0, \sigma) \). Then the
compactness of the region \( c \leq |\sigma| \leq C \) implies that there exists an \( \epsilon_3 > 0 \) (depending on \( c, C \)) such that \( \widehat{\Box}_{y_b}(\sigma) \) in (8.0.1) is invertible for \( \text{Im} \sigma \geq 0, c \leq |\sigma| \leq C \) and \( |b - b_0| < \epsilon_3 \). Therefore, the theorem holds for \( |b - b_0| < \epsilon \) where \( \epsilon = \min \{ \epsilon_1, \epsilon_2, \epsilon_3 \} \).

8.1 Growing zero modes

For later use, we now discuss the explicit form of the scalar functions in \( \ker \widehat{\Box}_{y_b}(0) \) which are allowed to have more growth at infinity.

**Proposition 8.1.1.** For \( b = (m, a, Q) \) near \( b_0 = (m_0, 0, Q_0) \), we have

\[
\ker \widehat{\Box}_{y_b}(0) \cap \dot{H}^{-3/2}_{b_0}(\bar{X}) = (u_{b,s_0}), \quad u_{b,s_0} = 1.
\]

\[
\ker \widehat{\Box}_{y_b}(0)^* \cap \dot{H}^{-3/2}_{b_0}(\bar{X}) = (u_{b,s_0}^*), \quad u_{b,s_0}^* = H(r - r_b).
\]

The following spaces

\[
\ker \widehat{\Box}_{y_b}(0) \cap \dot{H}^{-5/2}_{b_0}(\bar{X}) = (u_{b,s_0}) \oplus \{ u_{b,s_1}(S) : S \in S_1 \},
\]

\[
\ker \widehat{\Box}_{y_b}(0)^* \cap \dot{H}^{-5/2}_{b_0}(\bar{X}) = (u_{b,s_0}^*) \oplus \{ u_{b,s_1}^*(S) : S \in S_1 \},
\]

are 4-dimensional. Moreover, the maps \( b \mapsto u_{b,s_1}(S) \) and \( b \mapsto u_{b,s_1}^*(S) \) can be chosen to be continuous in \( b \) with values in the respective spaces. More explicitly, we have

\[
u_{b=(m,0,Q),s_1}(S) = (r - m)S, \quad u_{b=(m,0,Q),s_1}(S) = (r - m)H(r - r_b)S.
\]

**Remark 8.1.2.** We use the notation \( u_{b,s_0}, u_{b,s_1} \) because they are of scalar type \( l = 0 \) and \( l = 1 \) respectively when \( b = (m, 0, Q) \) is a parameter of RN metric.

**Proof of Proposition 8.1.1.** We first prove (8.1.1). Let \( u \in \ker \widehat{\Box}_{y_b}(0) \cap \dot{H}^{-3/2}_{b_0}(\bar{X}) \). By the normal operator argument as in Proposition 5.3.1, \( u \) must have the form \( u = u_0 + \tilde{u} \) where \( u_0 \in \mathbb{C} \) and \( \tilde{u} \in \mathcal{A}^1(\bar{X}) \subset \dot{H}^{-1/2}_{b_0}(\bar{X}) \). Then we have

\[
0 = \widehat{\Box}_{y_b}(0)u = \widehat{\Box}_{y_b}(0)u_0 + \widehat{\Box}_{y_b}(0)\tilde{u} = \widehat{\Box}_{y_b}(0)\tilde{u}.
\]
In view of Theorem 8.0.1, \( \hat{u} \) must be 0, and thus \( u = u_0 \) is a constant. Conversely, we certainly have 
\[ \square_{g_b}(0)1 = 0. \]
This proves (8.1.1).

The proof of (8.1.2) is analogous. Let \( u \in \ker \square_{g_b}(0) \cap \dot{H}^{-\infty,-3/2}_{b}(\hat{X}) \). By the normal operator argument again, we conclude that \( u = \chi u_0 + \hat{u} \) where \( \chi \) is a smooth cutoff with \( \chi = 0 \) for \( r \leq 3m_0 \), \( \chi = 1 \) with \( r > 4m_0 \), and \( u_0 \in \mathbb{C}, \hat{u} \in \dot{H}^{-\infty,-1/2}_{b}(\hat{X}) \). We calculate
\[ -\square_{g_b}(0)^* \chi u_0 \in \dot{H}^{-\infty,\infty}_{b}(\hat{X}) \subset \dot{H}^{-\infty,3/2}_{b}(\hat{X}). \]
Owing to Theorem 8.0.1, there exists a unique \( \hat{u} \in \dot{H}^{-\infty,-1/2}_{b}(\hat{X}) \) satisfying \( \square_{g_b}(0)^* \hat{u} = -\square_{g_b}(0)^* \chi u_0 \).
This proves that the space in (8.1.2) is at most 1-dimensional. Conversely, a direct calculation implies
\[ \square_{g_b}(0)H(r - r_b) = \rho_b^{-2} \partial_r (\Delta_b \delta(r - r_b)) = 0 \]
since \( \Delta_b|_{r=r_b} = 0 \). This proves (8.1.2).

As for (8.1.3), since \( \dot{H}^{\infty,-5/2}_{b}(\hat{X}) \subset A^{-1}_{b}(\hat{X}) \), in the normal operator argument as in Proposition 5.3.1, we shift the contour of integration through the pole \( i \) with the space of resonant states given by \( rS \) with \( S \in S_1 \). That is to say, \( u \) must take the form \( u = \chi rS + \hat{u} \) where \( \chi \) is the smooth cutoff as defined above and \( S \in S_1, \hat{u} \in \dot{H}^{\infty,-3/2}_{b}(\hat{X}) \). Since \( S_1 \) is 3-dimensional, we find that the space in (8.1.3) is at most 4-dimensional. Now we prove that it is indeed 4-dimensional. We compute
\[ -\square_{g_b}(0)\chi rS = -\chi \square_{g_{b}}(0) rS + [\chi, \square_{g_{b}}(0)] rS + (\square_{g_{b}}(0) - \square_{g_b}(0)) \chi rS = 0 + \dot{H}^{\infty,\infty}_{b}(\hat{X}) + \dot{H}^{\infty,1/2}_{b}(\hat{X})(8.1.6) \]
where we use \( \square_{g_{b}}(0) - \square_{g_b}(0) \in \rho^3\text{Diff}^3_b \) for the third summand. Since \( \ker \square_{g_b}(0) \cap \dot{H}^{-\infty,-1/2}_{b}(\hat{X}) = 0 \), there exists \( \hat{u} \in \dot{H}^{\infty,-3/2}_{b}(\hat{X}) \), which is unique modulo a multiple of \( u_{b, s_0} \), satisfying the above equation (8.1.6). Concretely, let \( v \in C^\infty_c(\mathbb{R}^5) \) such that \( \langle u_{b, s_0}, v \rangle = 1 \). Then there exists a unique \( \hat{u} \in \text{ann}(v) \) satisfying the equation (8.1.6). Therefore, \( \chi rS + \hat{u} \), where \( \hat{u} \) is uniquely determined by \( S \) and \( b \), indeed gives rise to an element in the space (8.1.3) with leading order term \( rS \) at infinity. This proves (8.1.3). The proof of (8.1.4) is completely analogous.

Now we turn to discussing the continuous dependence of \( u_{b, s_1}(S), u^*_{b, s_1}(S) \) on \( b \). Suppose \( b_j \to b \) and \( u_{b_j}(S) = \chi rS + \hat{u}_{b_j}(S) \in \ker \square_{g_{b_j}} \cap \dot{H}^{\infty,-5/2}_{b}(\hat{X}) \) where \( \hat{u}_{b_j}(S) \) is in the annihilator of \( v \in \mathbb{C} \).
$C^\infty_c(X^o)$ which satisfies $\langle u_{b,s}, v \rangle \neq 0$. Let $u = \chi r S + \tilde{u}(S) \in \ker \hat{\Box}_{g_b}(0)$ and $e_j(S) = u_{b_j}(S) - u(S) = \tilde{u}_{b_j}(S) - \tilde{u}(S)$, and we find

$$\hat{\Box}_{g_b}(0)e_j(S) = (\hat{\Box}_{g_b}(0) - \hat{\Box}_{g_{b_j}}(0))(\tilde{u}_{b_j}(S) + \chi r S).$$

Since $\{\tilde{u}_{b_j}(S)\}$ is uniformly bounded in $\text{ann}(v)$ and $\hat{\Box}_{g_b}(0) - \hat{\Box}_{g_{b_j}}(0) \in (b - b_j)^3\text{Diff}_b^2$, we see that $
abla\hat{\Box}_{g_b}(0)e_j(S) \in (b - b_j)\tilde{H}_b^{\infty,1/2-}(\tilde{X})$. As $\hat{\Box}_{g_b}(0)|_{\text{ann}(v)} : \text{ann}v \to \tilde{H}_b^{\infty,1/2-}(\tilde{X})$ is invertible, it follows that $e_j(S)$ is of size $O_{\tilde{H}_b^{\infty,-3/2-}(\tilde{X})}(b - b_j)$. This completes the proof of the continuity.

It remains to derive the explicit expressions in (8.1.5). We first consider the case $b = b_0$, i.e. $g_b = g$. Using $\Delta S = -2S$, it follow that

$$\hat{\Box}_g(0)((r - m_0)S) = \frac{1}{r^2} \left(\partial_r (r^2 - 2m_0 r + Q_0^2)S - 2(r - m_0)S\right) = 0.$$

$$\hat{\Box}_g(0)^*(r - m_0)H(r - b_0)S = H(r - r_{b_0})\hat{\Box}_g(0)((r - m_0)S) + 2m_0 \delta(r - r_{b_0})S$$

$$+ r^{-2} \partial_r (r^2 \mu_{b_0} \delta(r - r_{b_0}))(r - m_0)S = 0$$

(8.1.7)

For the general RN metric $g_b$ with parameter $b = (m, 0, Q)$, we notice that the expression of $g_b$ is the same as that of $g$ with $(m_0, 0, Q_0)$ replaced by $(m, 0, Q)$. Therefore, the above calculation still follows and gives the explicit form of $u_{(m, 0, Q), s_1}(S)$ and $u^*_{(m, 0, Q), s_1}(S)$. \qed
Chapter 9

Mode analysis of the 1-form wave-type operator

In this section we shall analyze the modes of the gauge propagation operator

\[ P_{b,\gamma} = \delta_{g_{b}} G_{g_{b}} \tilde{\delta}_{g_{b},\gamma} \]

and the gauge potential wave operator

\[ W_{b,\gamma} = \tilde{\delta}_{g_{b},\gamma} G_{g_{b}} \delta_{g_{b}} \],

both of which are wave-type operators acting on 1-form. The former one occurs as the (Einstein part) of gauge propagation operator acting on the gauge 1-form

\[ \tilde{\delta}_{g_{b},\gamma} \Upsilon_{E}(\dot{g};\gamma) = \tilde{\delta}_{g_{b},\gamma} G_{g_{b}} \dot{g}, \]

while the latter one acts on the gauge potentials (which generate the pure gauge solutions). We also note that from this section on, the smallness of the charge \( Q \) is required, i.e., we are restricted in the weakly charged RN and KN (slowly rotating) metric. Throughout this section, the bundle we mostly deal with is scattering 1-form, so we shall drop \( \tilde{\text{sc}}T^{*}\bar{X} \) in \( \bar{H}^{s,\ell}_{b} (\bar{X}; \tilde{\text{sc}}T^{*}\bar{X}) \) and \( \bar{A}(\bar{X}, \tilde{\text{sc}}T^{*}\bar{X}) \) when it is clear from the context.

We first recall the linearized gauge-fixed Einstein-Maxwell system

\[ L_{b,\gamma} = (2L_{b,\gamma}^{E}(\dot{g}, \dot{A}), L_{b,\gamma}^{M}(\dot{g}, \dot{A})) = 0 \]

where

\[ L_{b,\gamma}^{E}(\dot{g}, \dot{A}) = D_{g_{b}} \text{Ric}(\dot{g}) - 2D_{(g_{b}, dA_{b})} T(\dot{g}, d\dot{A}) + \delta_{g_{b},\gamma} \tilde{\delta}_{g_{b},\gamma} G_{g_{b}} \dot{g} = 0, \quad (9.0.1) \]

\[ L_{b,\gamma}^{M}(\dot{g}, \dot{A}) = D_{(g_{b}, A_{b})}(\delta_{g_{b}} dA)(\dot{g}, \dot{A}) + d\delta_{g_{b}} \dot{A} = 0. \quad (9.0.2) \]

We note that for \((g_{b}, A_{b})\) satisfying the Einstein-Maxwell system, \((2\delta_{g_{b}}^{*} \omega, \mathcal{L}_{\omega^{*}} A_{b} + d\phi)\) solves the linearized gauge-fixed Einstein-Maxwell system \((9.0.1)\) and \((9.0.2)\) provided that the 1-form \( \omega \) and
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the scalar function $\phi$ satisfy

$$\tilde{\delta}_{g_\gamma} G_{g_\mu} \delta_{g_\nu} \omega = 0, \quad \delta_{g_\mu} d\phi = -\delta_{g_\mu} (L_{\omega^* A_b}). \quad (9.0.3)$$

Therefore, zero mode solutions to the above wave-type system of equations $(9.0.3)$ give rise to pure gauge zero mode solutions to $L_{(g_\mu, A_b), \gamma}$.

Dually, using $(A.1.1)$, $(A.1.2)$, $(A.1.4)$ and the following calculation for $(D_{g_\mu} \text{Ric})^* : S^2 \hat{T^* X} \to S^2 \hat{T^* X}$, $(D_{(g_\mu, dA_b)} T)^* : S^2 \hat{T^* X} \to \hat{T^* X} \otimes S^2 \hat{T^* X}$ and $(D_{(g_\mu, A_b)} (\delta_\gamma dA))^* : \hat{T^* X} \to \hat{T^* X} \otimes S^2 \hat{T^* X} \times$

$$(D_{g_\mu} \text{Ric})^*(\dot{g}) = G_{g_\mu} D_{g_\mu} \text{Ric}(G_{g_\mu} \dot{g})$$

$$(D_{(g_\mu, dA_b)} T)^*(\dot{\gamma}) = (-D_{(g_\mu, A_b)} (\delta_\gamma dA)(\dot{\gamma}, 0), D_{(g_\mu, dA_b)} T(\dot{\gamma}, 0) - \frac{1}{2} (g_{\mu \nu}) \hat{g} \alpha \beta \hat{F}_{\alpha \beta} \hat{F}_{\gamma} + \frac{1}{2} (4tr_{g_\mu} \hat{g} \hat{F}_{\mu \alpha} \hat{F}_{\nu} \nu),$$

$$(D_{(g_\mu, A_b)} (\delta_\gamma dA))^*(\dot{A}) = (\delta_{g_\mu} dA, -D_{(g_\mu, dA_b)} T(0, d\dot{A}) = (d\delta_{g_\mu} \dot{A}, -G_{g_\mu} D_{(g_\mu, dA_b)} T(0, d\dot{A})).$$

we conclude

$$L^*_{(g_\mu, A_b), \gamma}(\dot{g}, \dot{A}) = (2L^*_E_{(g_\mu, A_b), \gamma}(\dot{g}, \dot{A}), 4L^*_M_{(g_\mu, A_b), \gamma}(\dot{g}, \dot{A}))$$

with

$$L^*_E_{(g_\mu, A_b), \gamma}(\dot{g}, \dot{A}) = G_{g_\mu} \left( D_{g_\mu} \text{Ric} - 2D_{(g_\mu, dA_b)} T + \tilde{\delta}_{g_\gamma, \gamma} G_{g_\mu} \right)(G_{g_\mu}, \frac{1}{4} d\dot{A}), \quad (9.0.4)$$

$$L^*_M_{(g_\mu, A_b), \gamma}(\dot{g}, \dot{A}) = \left( D_{(g_\mu, A_b)} (\delta_\gamma dA) + d\delta_{g_\mu} \right)(G_{g_\mu}, \frac{1}{4} d\dot{A}). \quad (9.0.5)$$

Therefore, we have $L^*_{(g_\mu, A_b), \gamma}(2G_{g_\mu} \delta_{g_\mu} \omega^*, 4L_{\omega^* A_b} + d\phi^*) = 0$ provided that

$$\tilde{\delta}_{g_\gamma, \gamma} G_{g_\mu} \delta_{g_\mu} \omega^* = 0, \quad \delta_{g_\mu} d\phi^* = -4\delta_{g_\mu} (L_{\omega^* A_b}). \quad (9.0.6)$$

Such dual pure gauge zero modes $(2G_{g_\mu} \delta_{g_\mu} \omega^*, 4L_{\omega^* A_b} + d\phi^*)$ give rise to zero mode solutions to

$$L^*_{(g_\mu, A_b), \gamma}(\dot{g}, \dot{A}) = 0.$$

**Remark 9.0.1.** The reason we introduce the constraint damping, i.e., replace $\delta_{g_\mu}$ by $\delta_{g_\mu, \gamma}$ in this manuscript, is that we need to use the invertibility of the corresponding gauge propagation operator $\delta_{g_\mu} G_{g_\mu} \delta_{g_\mu}$ to exclude the generalized modes, which grows linearly in $t_{b, \nu}$ and whose leading term
is given by linearized (in $\dot{m}, 0, \dot{Q}$) KN solutions, to the linearized gauge-fixed Einstein-Maxwell
equations. We also note that we use a perturbation argument to prove the invertibility of the gauge
propagation operator $\delta g_{\nu\nu} G_{\nu\nu} \delta g_{\nu\nu}$ on the weakly charged and slowly rotating KN metrics $g_b$. Moreover,
we use the generalized linearized gauge condition for the Einstein part $\tilde{\delta}_{g_{\nu\nu}} G_{\nu\nu} \dot{g}_{\nu\nu} = 0$ in this paper
to exclude the zero mode of no geometric significance, see [57, Remark 10.13].

Let $\tilde{\chi}(r) \in C^\infty_c((r_-, 3m_0))$ such that $\tilde{\chi} = 1$ near $r = 2m_0$ (and thus near the event horizon of $g_b$
with $b$ near $(m_0, 0, Q_0)$ where $|Q_0| \ll m_0$). We use the following
caption{\(c = \tilde{\chi}(r)(dt_0 - b_0 dr), \quad t_0 = t + r_{(m_0, 0, Q_0)},^*\)}
with $b$ to be determined later, to define $\tilde{\delta}_{g_{\nu\nu}}$, $\tilde{\delta}_{g_{\nu\nu}}, L_{(g_{\nu\nu}, A_{b\nu})}, L_{(g_{\nu\nu}, A_{b\nu})}^*$. As discussed in (9.0.3), we
then define gauge propagation operator

caption{\[P_{b,\gamma} := \delta g_{\nu\nu} G_{\nu\nu} \tilde{\delta}_{g_{\nu\nu}}\]}
and gauge potential wave operator

caption{\[W_{b,\gamma} := \tilde{\delta}_{g_{\nu\nu}} G_{\nu\nu} \delta g_{\nu\nu}^*.\]}

\textit{Remark 9.0.2.} We notice that $P_{b,\gamma}$ and $W_{b,\gamma}$ are formally dual to each other. However, on the level of
function spaces, they are not because we need to work with the extendible $b$-Sobolev spaces for both
when analyzing the modes of $L_{(g_{\nu\nu}, A_{b\nu})}, \gamma$. We also note that the dual pure gauge zero mode solutions
to $L_{(g_{\nu\nu}, A_{b\nu})}^*(\dot{g}, \dot{A}) = 0$ (as discussed in (9.0.6)) are closely related to the zero mode solutions to
$W_{b,\gamma} \omega^* = 0$.

In order to study the modes of $P_{b,\gamma}$ and $W_{b,\gamma}$ for $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$, we define

caption{\[\overline{P}_{b,\gamma}(\sigma) := e^{i\sigma t_b^*} P_{b,\gamma} e^{-i\sigma t_b^*}, \quad \overline{W}_{b,\gamma}(\sigma) := e^{i\sigma t_b^*} W_{b,\gamma} e^{-i\sigma t_b^*}\]}
where $t_{b^*} = (t + r_{b^*})\chi_0(r) + (t - r_{(m_0, 0, Q_0)})(1 - \chi_0(r))$ is defined as in (4.2.17).

We first record the following result about Schwarzschild metric which we rely on in the analysis
of $\overline{P}_{b,\gamma}(\sigma)$ and $\overline{W}_{b,\gamma}(\sigma)$ on weakly charged and slowly rotating KN metrics.
Proposition 9.0.3 ([57, Theorem 7.1]). Let \((g, M_{(m_0, 0, 0)})\) be a Schwarzschild spacetime with mass \(m_0\) and \(\mathcal{P}_0 = \delta_g G_g^b\delta_g^s\) be the wave operator acting on 1-form. Define \(\hat{\mathcal{P}}_0(\sigma) := e^{i\sigma t_0\cdot} \mathcal{P}_0 e^{-i\sigma t_0\cdot}\) with \(t_{0, *} = (t + r_0, \ast)\chi_0(r) + (t - r_0, \ast)(1 - \chi_0(r))\) and \(r_{0, \ast} = r + 2m_0 \log(r - 2m_0)\). Then we have

1. If \(\text{Im} \sigma \geq 0\) and \(\sigma \neq 0\), then

\[
\hat{\mathcal{P}}_0(\sigma) : \{\omega \in \tilde{H}_b^{-s, l}(X; \tilde{\omega}^{\ast} T^s X) : \hat{\mathcal{P}}_0(\sigma)\omega \in \tilde{H}_b^{s, l+1}(X; \tilde{\omega}^{\ast} T^s X)\} \rightarrow \tilde{H}_b^{s, l+1}(X; \tilde{\omega}^{\ast} T^s X)
\]  
(9.0.11)

is invertible for \(s > \frac{3}{2}, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}\).

2. If \(s > \frac{1}{2}\) and \(-\frac{3}{2} < \ell < -\frac{1}{2}\), then stationary operator

\[
\hat{\mathcal{P}}_0(0) : \{\omega \in \tilde{H}_b^{s, l}(X; \tilde{\omega}^{\ast} T^s X) : \hat{\mathcal{P}}_0(0)\omega \in \tilde{H}_b^{s, l+2}(X; \tilde{\omega}^{\ast} T^s X)\} \rightarrow \tilde{H}_b^{s, l+2}(X; \tilde{\omega}^{\ast} T^s X)
\]  
(9.0.12)

has 1-dimensional kernel and cokernel.

More explicitly, with \(v = t + r_0, \ast = t + r + 2m_0 \log(r - 2m_0)\) we have

\[
\ker \hat{\mathcal{P}}_0(0) \cap \tilde{H}_b^{\infty, -1/2}(X; \tilde{\omega}^{\ast} T^s X) = \langle \omega_{s_0} \rangle, \quad \omega_{s_0} = r^{-1}(dv - dr)
\]
(9.0.13)

\[
\ker \hat{\mathcal{P}}_0(0)^\ast \cap \tilde{H}_b^{\infty, -1/2}(X; \tilde{\omega}^{\ast} T^s X) = \langle \omega_{s_0}^\ast \rangle, \quad \omega_{s_0}^\ast = \delta(r - 2m_0)dr
\]

Remark 9.0.4. According to (9.0.13), \(\hat{\mathcal{P}}_0(0)\) restricted to 1-forms of scalar type \(l = 1\) (and vector type \(l = 1\) respectively) is invertible. Since \(\hat{\mathcal{W}}_{b_0, \gamma}(0)\) also maps 1-forms of scalar type \(l = 1\) (and vector type \(l = 1\) respectively) to the same type and is a small perturbation of \(\hat{\mathcal{P}}_0(0)\) for \(b_0 = (m_0, 0, Q_0)\) with \(|Q_0| \ll m_0\) and \(\gamma \ll 1\), it follows that \(\hat{\mathcal{W}}_{b_0, \gamma}(0)^{-1}\) restricted to 1-forms of scalar type \(l = 1\) (and 1-forms of vector type \(l = 1\) respectively) exists with norm \(O(1)\).

### 9.1 Mode stability of the gauge propagation operator

We first record the following two propositions about Schwarzschild metric which are needed in the course of the proof of mode stability of the gauge propagation operator \(\mathcal{P}_{b, \gamma}\) for the weakly charged RN metric and also slowly rotating and weakly charged KN metric.
Proposition 9.1.1 ([57, Proposition 10.3]). Let \((g, M_{(m_0, 0, 0)})\) be the Schwarzschild spacetime with mass \(m_0\) and \(P_{0, \gamma} = \delta_y G_y \delta^*_y\) where \(\delta^*_y\) is defined as in (4.3.28) and (4.3.26) with \(\psi = \tilde{\chi}(r)(dv - bdr), v = t + r_0, x = t + r + 2m_0 \log(r - 2m_0)\) and \(b \neq 1\). Then there exists \(\gamma_0 > 0\) such that for fixed \(\gamma\) with \(0 < |\gamma| < \gamma_0\), the following holds for \(\tilde{P}_{0, \gamma}(\sigma) := e^{i\sigma t_0, \gamma} e^{-i\sigma t, \gamma}\) with \(t_0, \gamma = (t + r_0, \gamma)(1 - \chi_0(r))\).

\[
\tilde{P}_{0, \gamma}(0) : \{\omega \in \tilde{H}^{s, \ell}_b(\tilde{X}; sc\bar{T}^*\tilde{X}) : \tilde{P}_{0, \gamma}(0)\omega \in \tilde{H}^{s-1, \ell+2}_b(\tilde{X}; sc\bar{T}^*\tilde{X})\} \rightarrow \tilde{H}^{s-1, \ell+2}_b(\tilde{X}; sc\bar{T}^*\tilde{X}) \quad (9.1.1)
\]

with \(s > 2, -\frac{3}{2} < \ell < -\frac{1}{2}\) is invertible.

Proposition 9.1.2 ([57, Proposition 10.12]). Let \(\tilde{P}_{0, \gamma}(\sigma)\) be defined as in Proposition 9.1.1 with \(b > 1\), then we have for \(\text{Im} \sigma \geq 0, \sigma \neq 0\) and \(s > 2, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}\)

\[
\tilde{P}_{0, \gamma}(\sigma) : \{\omega \in \tilde{H}^{s, \ell}_b(\tilde{X}; sc\bar{T}^*\tilde{X}) : \tilde{P}_{0, \gamma}(\sigma)\omega \in \tilde{H}^{s, \ell+1}_b(\tilde{X}; sc\bar{T}^*\tilde{X})\} \rightarrow \tilde{H}^{s, \ell+1}_b(\tilde{X}; sc\bar{T}^*\tilde{X}) \quad (9.1.2)
\]

is invertible.

Remark 9.1.3. We note that \(\delta^*_y\) defined in [57, §10] is slightly different from that in this manuscript ((4.3.28) and (4.3.26)) in the way that the coefficient of the second term in \(E\) in [57] (which is denoted by \(E\) there) is \(-1\) instead of \(-1/2\). However, this difference has no influence on the conclusions stated in the above two propositions. In particular, it does not affect the calculation in [57, equation (10.5)].

Next we shall prove the analogues of the above two propositions for RN and slowly rotating KN metric with small charge by a perturbation argument.

We define \(\psi\) as in (9.0.7) with \(b > 1\). With \(\gamma_0\) as in Propositions 9.1.1 and 9.1.2, we fix \(\gamma \in (0, \gamma_0)\).

Theorem 9.1.4. Let \(b_0 = (m_0, 0, Q_0)\) and \(b > 1\). Fix \(\gamma \in (0, \gamma_0)\), there exists a small constant \(C(\gamma) > 0\) such that for the weakly charged RN metric \(g_{b_0}\) with \(|Q_0| < C(\gamma)\), the following holds.

1. If \(\text{Im} \sigma \geq 0\) and \(\sigma \neq 0\),

\[
\tilde{P}_{b_0, \gamma}(\sigma) : \{\omega \in \tilde{H}^{s, \ell}_b(\tilde{X}; sc\bar{T}^*\tilde{X}) : \tilde{P}_{b_0, \gamma}(\sigma)\omega \in \tilde{H}^{s, \ell+1}_b(\tilde{X}; sc\bar{T}^*\tilde{X})\} \rightarrow \tilde{H}^{s, \ell+1}_b(\tilde{X}; sc\bar{T}^*\tilde{X}) \quad (9.1.3)
\]

is invertible when \(s > 2, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}\).
2. If \( s > 2 \) and \(-\frac{3}{2} < \ell < -\frac{1}{2}\), then stationary operator

\[
\widetilde{P}_{b_0, \gamma}(0) : \{ \omega \in H^{s, \ell}_b(\bar{X}; \mathcal{S}^{T} \bar{X}) : \widetilde{P}_{b_0, \gamma}(0)\omega \in H^{s-1, \ell+2}_b(\bar{X}; \mathcal{S}^{T} \bar{X}) \} \to H^{s-1, \ell+2}_b(\bar{X}; \mathcal{S}^{T} \bar{X})
\]

is invertible.

Both statements also hold for the weakly charged and slowly rotating KN metric \( g_b \) with \( b = (m, a, Q) \) near \( b_0 = (m_0, 0, Q_0) \).

**Proof.** We note that a perturbation argument as in the final step in the proof of Theorem 8.0.1 allows us to extend Propositions 9.1.1 and 9.1.2 to weakly charged RN metrics, which however is a smooth family of Lorentzian metric on the fixed manifold \( M_{(m_0, 0, 0)} \) and is a pull back of the RN metric \( g_{b_0} \) defined in (4.1.7). We need to prove that Propositions 9.1.1 and 9.1.2 in fact hold for \( g_{b_0} \) with sufficiently small charge as well. Specifically, let \((g, M_{(m_0, 0, 0)})\) be the Schwarzschild spacetime

\[
g = -(1 - \frac{2m_0}{r})dv^2 + 2dvd dr + r^2 \varrho,
M_{(m_0, 0, 0)} = \mathbb{R}_+ \times [r_-, \infty) \times S^2,
\]

where \( r_- \in (0, 2m_0) \) is a fixed number and \( v = t + r_0 = t + r + 2m_0 \log(r - 2m_0) \). We introduce another coordinates for \((g, M_{(m_0, 0, 0)})\): \((\tilde{t}_\chi, r, \theta, \phi)\) where \( \tilde{t}_\chi = t + \int_{4m_0}^{s} s^{-2}(s^2 - 2m_0 s)\chi_0(s) ds \). Let \( g_{b_0} \) be the RN metric as defined in (4.1.7). We then define \( \tilde{g}_{b_0} = (\Psi_{b_0})^* g_{b_0} \) as the pull back of \( g_{b_0} \) under a diffeomorphism \( \Psi_{b_0} \)

\[
\Psi_{b_0} : M_{(m_0, 0, 0)} \to M, \quad (t_\chi, r, \theta, \phi)(\Psi_{b_0}(p)) = (\tilde{t}_\chi, r, \theta, \phi)(p).
\]

Then we have

\[
g_{b_0} = -\mu_{b_0} dt_\chi^2 + 2\chi_0 dt_\chi dr + \frac{1 - \chi_0^2}{\mu_{b_0}} dr^2 + r^2 \varrho,
\]

(9.1.5)

\[
\tilde{g}_{b_0} = -\mu_{b_0} dt_\chi^2 + 2\chi_0 d\tilde{t}_\chi dr + \frac{1 - \chi_0^2}{\mu_{b_0}} dr^2 + r^2 \varrho.
\]

(9.1.6)

We now define

\[
\tilde{P}_{b_0, \gamma} := \delta_{\tilde{g}_{b_0}} G_{\tilde{g}_{b_0}} \delta_{\tilde{g}_{b_0}, \gamma}
\]

with \( \tilde{\chi}(r)(dv - bdr) \) and \( v = t + r_\ast \) in the definition of \( \delta_{\tilde{g}_{b_0}, \gamma} \). In view of (9.1.5) and (9.1.6), we
find that \( P_{b_0, \gamma} \) can be obtained by replacing \( \partial_t \) in \( P_{g_0, \gamma} \) by \( \partial_t \). Since

\[
\widehat{P}_{b_0, \gamma}(\sigma) = e^{i \sigma t_{b_0}} P_{b_0, \gamma} e^{-i \sigma t_{b_0}}, \quad t_{b_0, *} = (t + r_{b_0, *}) \chi_0(r) + (t - r_{b_0, *})(1 - \chi_0(r)),
\]

\[
\widehat{P}_{g_0, \gamma}(\sigma) = e^{i \sigma t_{b_0}} P_{g_0, \gamma} e^{-i \sigma t_{b_0}}, \quad t_{b_0, *} = (t + r_{b_0, *}) \chi_0(r) + (t - r_{b_0, *})(1 - \chi_0(r)),
\]

we rewrite

\[
\widehat{P}_{b_0, \gamma}(\sigma) = e^{i \sigma (t_{b} + F_1(r))} P_{b_0, \gamma} e^{-i \sigma (t_{b} + F_1(r))},
\]

\[
\widehat{P}_{g_0, \gamma}(\sigma) = e^{i \sigma (t_{b} + F_2(r))} P_{g_0, \gamma} e^{-i \sigma (t_{b} + F_2(r))}.
\]

Therefore

\[
\widehat{P}_{b_0, \gamma}(\sigma) = e^{i \sigma (F_1(r) - F_2(r))} P_{g_0, \gamma} e^{-i \sigma (F_1(r) - F_2(r))}
\]

where \( F_1(r) - F_2(r) \in C^\infty_0((2m_0, \infty)) \). As discussed at the beginning, Propositions 9.1.1 and 9.1.2 hold for \( \widehat{P}_{g_0, \gamma}(\sigma) \), and thus for \( \widehat{P}_{b_0, \gamma}(\sigma) \) as well with \( |Q_0| < C(\gamma) \) where \( C(\gamma) \) is a sufficiently small constant.

Finally it remains to analyze the weakly charged and slowly rotating \( KN \) case. It follows from a perturbation argument as in the final step in the proof of Theorem 8.0.1.

\[\square\]

### 9.2 Mode stability of the gauge potential wave operator

Now we turn to the analysis of the gauge potential wave operator \( W_{b, \gamma} = \delta_{g, \gamma} G_{g_0} \delta_{g_0}^* \). We will first prove the analogues of Propositions 9.1.1 and 9.1.2 for \( W_{0, \gamma} \). We note that the proofs closely follow [57, Proposition 10.3, 10.12]. However, we present the proofs in detail for completeness here.

Then proceeding as in Theorem 9.1.4, we can obtain its counterpart for \( W_{b, \gamma} \).

**Proposition 9.2.1.** Let \((g, M_{(m_0, 0, 0)})\) be the Schwarzschild spacetime with mass \( m_0 \) and \( W_{0, \gamma} = \delta_{g, \gamma} G_{g_0} \delta_{g_0}^* \) where \( \delta_{g, \gamma} \) is defined as in (4.3.28) and (4.3.27) with \( c = \tilde{\chi}(r)(dv - bdr), v = t + r_{0, *}, t + r + 2m_0 \log(r - 2m_0) \) and \( b \neq 1 \). Then there exists \( \gamma_0 > 0 \) such that for fixed \( \gamma \) with \( 0 < |\gamma| < \gamma_0 \), the following holds for \( \widehat{W}_{0, \gamma}(\sigma) := e^{i \sigma t_0} W_{0, \gamma} e^{-i \sigma t_0} \) with \( t_{0, *} = (t + r_{0, *}) \chi_0(r) + (t - r_{0, *}) (1 - \chi_0(r)) \).

\[
\widehat{W}_{0, \gamma}(0) : \{ \omega \in \tilde{H}^{s, \ell}_b(\tilde{X}; e^S \tilde{X}) : \tilde{W}_{0, \gamma}(0) \omega \in \tilde{H}^{s-1, \ell+2}_b(\tilde{X}) \} \rightarrow \tilde{H}^{s-1, \ell+2}_b(\tilde{X}) \quad (9.2.1)
\]
with \( s > 2, \frac{3}{2} < \ell < -\frac{1}{2} \) is invertible.

**Proof.** Fix \(-\frac{3}{2} < \ell < -\frac{1}{2}\), \( s > 2 \) and let

\[
\lambda^{s, \ell} := \{ u \in H^{s, \ell}_b(\bar{X}) : \mathcal{W}_{0, \gamma}(0)u \in H^{s-1, \ell+2}_b(\bar{X}) \}.
\]

In view of Lemma 5.5.4, we know that \( \mathcal{W}_{0, \gamma}(0) : \lambda^{s, \ell} \to H^{s-1, \ell+2}_b(\bar{X}) \) is Fredholm of index 0 when \( \gamma \) is sufficiently small. As \( \mathcal{W}_{0, \gamma_{01}}(0) - \mathcal{W}_{0, \gamma_{10}}(0) \) is a first-order differential operator with compactly supported coefficients, the space \( \lambda^{s, \ell} \) does not depend on \( \gamma \).

We split the domain \( \lambda^{s, \ell} \) and the target space \( H^{s, \ell}_b(\bar{X}) \) as follows

\[
\lambda^{s, \ell} = \mathcal{K}^{\perp} \oplus \mathcal{K}, \quad \mathcal{K} = \ker \mathcal{P}_0(0) \cap \lambda^{s, \ell} = \langle \omega_0 \rangle
\]

\[
\mathcal{H}^{s, \ell}_b(\bar{X}) = \mathcal{R} \oplus \mathcal{R}^{\perp}, \quad \mathcal{R} = \text{ran}_{\lambda^{s, \ell}} \mathcal{P}_0(0) = \text{ann} \omega_0^*\]

where \( \text{ann} \) means annihilator, \( \mathcal{K}^{\perp} \) is a complementary subspace to \( \mathcal{K} \) inside \( \lambda^{s, \ell} \) while \( \mathcal{R}^{\perp} = \langle \eta \rangle \) is complementary to \( \mathcal{R} \) inside \( H^{s-1, \ell+2}_b \) (in other word, \( \mathcal{R}^{\perp} \) is the cokernel of \( \mathcal{P}_0(0) \)), and \( \omega_0, \omega_0^* \) are defined as in (9.0.13). We may choose \( \eta \in C_c^{\infty}(X, \mathcal{F}^{s, \ell} \bar{X}) \) satisfying \( \langle \eta, \omega_0^* \rangle = 1 \). Then the operator \( \mathcal{W}_0(0) \) can be rewritten as

\[
\mathcal{W}_{0, \gamma}(0) = \begin{pmatrix}
W_{00} + \gamma W_{01}^0 & \gamma W_{01}^1 \\
\gamma W_{10}^0 & \gamma W_{11}^1
\end{pmatrix}.
\]

We notice that \( W_{00} = \mathcal{P}_0(0)|_{\mathcal{K}^{\perp}} : \mathcal{K}^{\perp} \to \mathcal{R} \) is invertible, and so is \( W_{00} + \gamma W_{01}^0 \) provided that \( \gamma \) is small enough. Moreover, if we identify \( \mathcal{K} \cong \mathbb{C} \) via \( c\omega_0 \mapsto c \) and \( \mathcal{R}^{\perp} \cong \mathbb{C} \) via \( c\eta \mapsto \langle c\eta, \omega_0^* \rangle = c \), correspondingly, \( W_{11}^0 \) can be identified as an endomorphism of \( \mathbb{C} \), and thus is simply a number which can be computed as follows.

\[
W_{11}^0 = \gamma^{-1}(\mathcal{W}_{0, \gamma}(0) - \mathcal{P}_0(0))\omega_0, \omega_0^*
\]

\[
= \gamma^{-1}\left((F_g G_g \delta_g^*)\omega_0, \omega_0^*\right) = \gamma^{-1}\left(\delta_g^*\omega_0, G_g B_g \omega_0^*\right)
\]

\[
= \left(\delta_g^*\omega_0, \left(2c \otimes \omega_0^* - \frac{1}{2} g^{-1}(c, \omega_0^*)g\right)\right)
\]

\[
= 4\pi(b - 1)
\]

where we use \( g = -(1 - \frac{2m}{r})dv^2 + 2dvdr + r^2g \), \( 2c \otimes \omega_0^* = \delta(r - 2m)\chi(r)(2dvdr - 2bdv^2) \),

\[
g^{-1}(c, \omega_0^*) = \delta(r - 2m)\chi(r)(1 - b(1 - \frac{2m}{r})) \) and \( \delta_g^*\omega_0 = -\frac{2m^2}{r^3}dv^2 - 2(\frac{1}{r^3} + \frac{m}{r^2})dvdr + \frac{1}{r} dv^2 - (1 - \frac{2m}{r})g \) in the last step.
Now suppose \((\omega_0, \omega_1) \in (\mathcal{K} \oplus \mathcal{K}) \cap \ker \hat{\mathcal{W}}_{0,\gamma}(0)\), then we have
\[
\omega_0 = -\gamma (\mathcal{W}_{00} + \gamma \mathcal{W}_{00}^\dagger)^{-1} \mathcal{W}_{01}^\dagger \omega_1
\]
and thus
\[
\left( \mathcal{W}_{11}^\dagger - \gamma \mathcal{W}_{10}^\dagger (\mathcal{W}_{00} + \gamma \mathcal{W}_{00}^\dagger)^{-1} \mathcal{W}_{01}^\dagger \right) \omega_1 = 0.
\]
if \(\gamma\) is nonzero. When \(b \neq 1\), \(W_{11}^\dagger\) is invertible, and thus so is \(W_{11}^\dagger - \gamma W_{10}^\dagger (W_{00} + \gamma W_{00}^\dagger)^{-1} W_{01}^\dagger\) if \(\gamma\) is sufficiently small. So we must have \(\omega_1 = 0\) and thus \(\omega_0 = 0\). This proves the injectivity of \(\hat{\mathcal{W}}_{0,\gamma}(0)\).

The surjectivity follows from the fact that \(\hat{\mathcal{W}}_{0,\gamma}(0)\) is Fredholm of index 0.

As explained in (9.0.3) and (9.0.6), \(W_{b,\gamma}\) acts as the gauge potential wave operator. In order to obtain the mode stability of \(L_{g_b,\gamma}(\dot{g}, \dot{A}) = 0\) for \(\text{Im } \sigma \geq 0, \sigma \neq 0\), we need to prove that for the operator \(\mathcal{W}_{b,\gamma}\). In other words, we need to show that for suitable choices of \(b\) and small \(\gamma\), \(W_{b,\gamma}\) has no modes with \(\sigma \neq 0\) in the closed upper half plane. We first prove this for Schwarzschild metric, and then the RN and slowly rotating KN metric with small charge follows from a perturbation argument as in Theorem 9.1.4.

**Proposition 9.2.2.** Let \(\hat{\mathcal{W}}_{0,\gamma}(\sigma)\) be defined as in Proposition 9.2.1 with \(b > 1\), then there exists \(\tilde{\gamma}_0 > 0\) such that for \(0 < \gamma < \tilde{\gamma}_0\), \(\text{Im } \sigma \geq 0, \sigma \neq 0\) and \(s > 2, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}\)
\[
\hat{\mathcal{W}}_{0,\gamma}(\sigma) : \{\omega \in \bar{H}^{s,\ell}_{b}(\bar{X}; \sigma^* T^* \bar{X}) : \hat{\mathcal{W}}_{0,\gamma}(\sigma) \omega \in \bar{H}^{s,\ell+1}_{b}(\bar{X}; \sigma^* T^* \bar{X})\} \rightarrow \bar{H}^{s,\ell+1}_{b}(\bar{X}; \sigma^* T^* \bar{X}) \quad (9.2.4)
\]
is invertible.

In the course of the proof of Proposition 9.2.2, we closely follow the arguments in [57, §10.2]. As explained there, the proof consists of two steps:

1. We show in Lemma 9.2.4 that for \(b > 1\) and for all sufficiently small \(\gamma\), \(\hat{\mathcal{W}}_{0,\gamma}(\sigma)\) has no modes in a fixed neighborhood of \(\sigma = 0\) in the closed upper half plane.

2. In the proof of Proposition 9.2.2, we proceed as in the final step in the proof of Theorem 8.0.1 to prove the mode stability of \(\hat{\mathcal{W}}_{0,\gamma}(\sigma)\) in the closed upper half plane.
Fix $s > 2, -\frac{3}{2} < \ell < -\frac{1}{2}$, the domains

$$X^{s,\ell}(\sigma) := \{ \omega \in \tilde{H}_b^{s,\ell}(X) : \tilde{W}_{0,\gamma}(\sigma)\omega \in \tilde{H}_b^{s-1,\ell+2}(X) \}$$

(9.2.5)

of the operators $\tilde{W}_{0,\gamma}(\sigma) : X^{s,\ell}(\sigma) \rightarrow \tilde{H}_b^{s-1,\ell+2}$ now depend on $\sigma$ (but still independent of $\gamma$). As a consequence, we need the following technical lemma which allows us to pass to operators with fixed domain and target space.

**Lemma 9.2.3.** Let $s > 2, -\frac{3}{2} < \ell < -\frac{1}{2}$ and $b \neq 1$ and fix $\gamma_1$ satisfying $0 < |\gamma_1| < \gamma_0$ where $\gamma_0$ is as in Proposition 9.2.1. Then $\tilde{W}_{0,\gamma_1}(\sigma) : X^{s,\ell}(\sigma) \rightarrow \tilde{H}_b^{s-1,\ell+2}(X)$ is invertible for $\sigma \in \mathbb{C}$ with $\text{Im} \sigma \geq 0, |\sigma| < c$ where $c$ is some small constant. Moreover, $\tilde{W}_{0,\gamma_1}(\sigma)^{-1}$ is continuous in $\sigma$ with values in $\mathcal{L}_{\text{weak}}(\tilde{H}_b^{s-1,\ell+2}(X), \tilde{H}_b^{s,\ell}(X))$ (the space of linear bounded operators equipped with weak operator topology), while continuous in $\sigma$ with values in $\mathcal{L}_{\text{op}}(\tilde{H}_b^{s-1+\epsilon,\ell+2+\epsilon}(X), \tilde{H}_b^{s-\epsilon,\ell-\epsilon}(X))$ (norm topology) for any $\epsilon > 0$.

**Proof.** By Theorem 5.2.2, we have the uniform Fredholm estimates for $\omega \in X^{s,\ell}(\sigma)$

$$\| \omega \|_{H_b^{s,\ell}(X)} \leq C \left( \| \tilde{W}_{0,\gamma_1}(\sigma)\omega \|_{\tilde{H}_b^{s-1,\ell+2}(X)} + \| \omega \|_{\tilde{H}_b^{n_0,\ell_0}(X)} \right)$$

(9.2.6)

for $\text{Im} \sigma \geq 0$ with $|\sigma|$ being small and $s_0 < s, \ell_0 < \ell$. We now follow the arguments in [111, Propson 4.4] to show that the compact error term $\| \omega \|_{\tilde{H}_b^{n_0,\ell_0}(X)}$ can be dropped (while we may need to take larger constant $C$) if $|\sigma|$ is sufficiently small. Concretely, suppose for the sake of contradiction that there exists a sequence $\delta_j \rightarrow 0$ and a sequence $\omega_j$ with $\| \omega_j \|_{H_b^{s,\ell}(X)} = 1$ and $\tilde{W}_{0,\gamma_1}(\sigma_j)\omega_j \in \tilde{H}_b^{s-1,\ell+2}(X)$ such that $1 = \| \omega_j \|_{H_b^{s,\ell}(X)} \geq j \| \tilde{W}_{0,\gamma_1}(\sigma_j)\omega_j \|_{\tilde{H}_b^{s-1,\ell+2}(X)}$, then $\tilde{W}_{0,\gamma_1}(\sigma_j)\omega_j \rightarrow 0$ in $\tilde{H}_b^{s-1,\ell+2}(X)$ and $\liminf_{j \rightarrow \infty} \| \omega_j \|_{\tilde{H}_b^{n_0,\ell_0}(X)} \geq C^{-1} > 0$. As a consequence, there exists a subsequence $\omega_j \rightarrow \omega$ weakly in $\tilde{H}_b^{s,\ell}(X)$ and strongly in $\tilde{H}_b^{n_0,\ell_0}(X)$ with the limit $\omega$ being non-zero. Moreover, since $\tilde{W}_{0,\gamma_1}(\sigma_j)\omega_j \rightarrow \tilde{W}_{0,\gamma_1}(0)\omega$ as bounded operators in $\mathcal{L}(\tilde{H}_b^{n_0,\ell_0}(X), \tilde{H}_b^{n_0-2,\ell_0}(X))$ and $\omega_j \rightarrow \omega$ in $\tilde{H}_b^{n_0,\ell_0}(X)$. Therefore, $\tilde{W}_{0,\gamma_1}(0)\omega = 0$. But this contradicts Proposition 9.2.1, and thus proves the injectivity of $\tilde{W}_{0,\gamma_1}(\sigma)$ for $\sigma$ with small $|\sigma|$ in the closed upper half plane. Since $\tilde{W}_{0,\gamma_1}(\sigma)$ has index
0, it follows that $\tilde{W}_{0,\gamma_1}(\sigma)^{-1}$ exists with a uniform bound in a small neighborhood of $\sigma = 0$ in the closed upper half plane.

Next we prove the sequential continuity of $\tilde{W}_{0,\gamma_1}(\sigma)^{-1}$ in $\sigma$ (which is equivalent to continuity). Suppose $\delta_j \to \delta$, one need to show $\tilde{W}_{0,\gamma_1}(\sigma_j)^{-1} \to \tilde{W}_{0,\gamma_1}(\sigma)^{-1}$ in weak operator topology of $L(\tilde{H}^{s-1,\ell+2}_b(\bar{X}), \tilde{H}^{s,\ell}_b(\bar{X}))$. Suppose $\{f_j\}$ is a sequence in $\tilde{H}^{s-1,\ell+2}_b$ which is norm converging to $f$, let $\omega_j = \tilde{W}_{0,\gamma_1}(\sigma_j)^{-1}f_j$ and we shall show that $\omega_j$ converges weakly to $\tilde{W}_{0,\gamma_1}(\sigma)^{-1}f$ in $\tilde{H}^{s,\ell}_b(\bar{X})$.

In view of the uniform bound of $\tilde{W}_{0,\gamma_1}(\sigma_j)^{-1}$ proved in the first step above, we see that $\omega_j$ is uniformly bounded in $\tilde{H}^{s,\ell}_b(\bar{X})$. Therefore, there exists a subsequence $\omega_{j_k} \to \omega$ weakly in $\tilde{H}^{s,\ell}_b(\bar{X})$, then $f_{j_k} = \tilde{W}_{0,\gamma_1}(\sigma_{j_k})\omega_{j_k} \to \tilde{W}_{0,\gamma_1}(\sigma)\omega$ weakly in $\tilde{H}^{s-2,\ell}_b(\bar{X})$. Meanwhile by assumption $f_{j_k} \to f$ strongly in $\tilde{H}^{s-1,\ell+2}_b(\bar{X})$ and thus $\tilde{W}_{0,\gamma_1}(\sigma)\omega = f$. This implies that $\omega$ is uniquely determined by $f$ and independent of the subsequence. Namely, every subsequence of $\omega_j$ has a subsequence converging weakly to the same $\omega$. This means that the full sequence $\omega_j \to \omega = \tilde{W}_{0,\gamma_1}(\sigma)^{-1}f$ weakly in $\tilde{H}^{s,\ell}_b(\bar{X})$ and thus proves the continuity in the weak operator topology (Otherwise, one can find $g \in \tilde{H}^{-n,-\ell}_b(\bar{X}))$, $\delta > 0$ and a subsequence $\{\omega_{j_k}\} \subset \{w_j\}$ such that $|g(\omega_{j_k}) - g(\omega)| \geq \delta$. However, by assumption $\{\omega_{j_k}\}$ should have a subsequence converging weakly to $\omega$, which is impossible).

As for the continuity in the norm topology, we shall prove it by contradiction. Suppose there exists a $\delta > 0$ and a sequence $\sigma_j \to \sigma$ such that $\|\tilde{W}_{0,\gamma_1}(\sigma_j)^{-1} - \tilde{W}_{0,\gamma_1}(\sigma)^{-1}\|_{L(\tilde{H}^{s-1+\epsilon,\ell+2+\epsilon}_b(\bar{X}), \tilde{H}^{s-\epsilon,\ell-\epsilon}_b(\bar{X}))} \geq \delta$, then one can find a bounded sequence $f_j \in \tilde{H}^{s-1+\epsilon,\ell+2+\epsilon}_b$ such that

$$\|\tilde{W}_{0,\gamma_1}(\sigma_j)^{-1}f_j - \tilde{W}_{0,\gamma_1}(\sigma)^{-1}f_j\|_{\tilde{H}^{s-\epsilon,\ell-\epsilon}_b(\bar{X})} \geq \delta. \quad (9.2.7)$$

Passing to a subsequence, we may assume that $f_j \to f$ weakly in $\tilde{H}^{s-1+\epsilon,\ell+2+\epsilon}_b(\bar{X})$ and strongly in $\tilde{H}^{s-1,\ell+2}_b(\bar{X})$. Then it follows that $\tilde{W}_{0,\gamma_1}(\sigma)^{-1}f_j \to \tilde{W}_{0,\gamma_1}(\sigma)^{-1}f$ in $\tilde{H}^{s,\ell}_b(\bar{X})$. However, by the continuity in the weak operator topology, we see that $\tilde{W}_{0,\gamma_1}(\sigma_j)^{-1}f_j \to \tilde{W}_{0,\gamma_1}(\sigma)^{-1}f$ weakly in $\tilde{H}^{s,\ell}_b(\bar{X})$ and thus (passing to a subsequence) strongly in $\tilde{H}^{s-\epsilon,\ell-\epsilon}_b(\bar{X})$, which contradicts $(9.2.7)$. This finishes the proof of the continuity in the norm topology.

With the help of the invertibility of $\tilde{W}_{0,\gamma_1}(\sigma)$, the analysis of $\tilde{W}_{0,\gamma_1}(\sigma)$ can be converted to that of another operator $\tilde{W}_{0,\gamma_1}(\sigma)\tilde{W}_{0,\gamma_1}(\sigma)^{-1}: \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \to \tilde{H}^{s-1,\ell+2}_b(\bar{X})$ with fixed domain and target
space independent of $\sigma$. This will enable us to prove the invertibility of $\widehat{W}_{0,\gamma}(\sigma)$ for all sufficiently small $\gamma > 0$ in a fixed small neighborhood of $\sigma = 0$ in the closed upper half plane.

**Lemma 9.2.4.** Let $s > 2, -\frac{3}{2} < \ell < -\frac{1}{2}$ and $b > 1$. Then there exists $C_0 > 0$ such that for all $\gamma > 0$ and $\sigma \in \mathbb{C}, \text{Im}\sigma \geq 0$ with $\gamma + |\sigma| < C_0$, the operator $\widehat{W}_{0,\gamma_1}(\sigma) : \mathcal{X}^{s,\ell}(\sigma) \to \widetilde{H}_b^{s-1,\ell+2}(\tilde{X})$ is invertible.

**Proof.** Let

$$\hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1} : \hat{H}_b^{s-1,\ell+2}(\tilde{X}) \to \hat{H}_b^{s-1,\ell+2}(\tilde{X}),$$

then it suffices to prove the injectivity of $\hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1}$ provided that $b > 1$ and $\gamma > 0, \text{Im}\sigma \geq 0$ with $\gamma + |\sigma| < C_0$ where $C_0$ is a small constant. To this end, we split the domains and the target spaces as follows

- **domain:** $\hat{H}_b^{s-1,\ell+2}(\tilde{X}) = \mathcal{K}^\perp \oplus \mathcal{K}$, $\mathcal{K} = \ker \hat{P}_0(0)\hat{W}_{0,\gamma_1}(0)^{-1} \cap \hat{H}_b^{s-1,\ell+2}(\tilde{X}) = \langle \hat{\omega} \rangle$ with $\hat{\omega} = \hat{W}_{0,\gamma_1}(0)\omega_{s_0}$
- **target:** $\hat{H}_b^{s-1,\ell+2}(\tilde{X}) = \mathcal{R} \oplus \mathcal{R}^\perp$, $\mathcal{R} = \text{ran}(\mathcal{X}^{s,\ell}(\sigma) \hat{P}_0(0))$

where $\mathcal{K}^\perp$ and $\mathcal{R}^\perp = \langle \eta \rangle$ are the complementary subspaces to $\mathcal{K}$ and $\mathcal{R}$ respectively inside $\hat{H}_b^{s-1,\ell+2}(\tilde{X})$, and $\omega_{s_0}$ is defined as in (9.0.13). We notice that

$$\hat{\omega} = \hat{W}_{0,\gamma_1}(0)\omega_{s_0} = (\hat{W}_{0,\gamma_1}(0) - \hat{P}_0(0))\omega_{s_0} = F_dG_d\delta_d\omega_{s_0} \in C_c(\mathcal{X}^\sigma)$$

and we can identify $\mathcal{R}^\perp \cong \mathbb{C}$ via $\eta \mapsto \langle \eta, \omega_{s_0}^* \rangle$ where $\omega_{s_0}^*$ is defined as in (9.0.13). Under these splittings, $\hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1}$ takes the form

$$\hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1} = \begin{pmatrix} W_{00}(\gamma, \sigma) & W_{01}(\gamma, \sigma) \\ W_{10}(\gamma, \sigma) & W_{11}(\gamma, \sigma) \end{pmatrix}.$$ (9.2.8)

We first list several basic facts: $W_{01}(0, 0), W_{10}(0, 0), W_{11}(0, 0)$ are 0, and $W_{00}(0, 0)$ is invertible. Since $\hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1} \in \mathcal{L}(\hat{H}_b^{s-1,\ell+2}(\tilde{X}), \hat{H}_b^{s-1,\ell+2}(\tilde{X}))$ is Fredholm of index 0 (see Lemma 5.5.4) for $\gamma + |\sigma|$ small and the three components $(0, 1), (1, 0), (1, 1)$ are compact operators (because they all have finite rank), we can conclude that $W_{00}(\gamma, \sigma)$ is Fredholm of index 0 as well for $\gamma + |\sigma|$ small.

Suppose $\omega = (\omega_0, \omega_1) \in (\mathcal{K}^\perp \oplus \mathcal{K}) \cap \ker \hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1}$, we have $W_{00}(\gamma, \sigma)\omega_0 + W_{01}(\gamma, \sigma)\omega_1 = 0$. Assume for the moment that $W_{00}(\gamma, \sigma)$ is invertible for $\gamma + |\sigma|$ small, then

$$\omega_0 = -W_{00}(\gamma, \sigma)^{-1}W_{01}(\gamma, \sigma)\omega_1$$ (9.2.9)
and thus
\[ \left( \mathcal{W}_{11}(\gamma, \sigma) - \mathcal{W}_{10}(\gamma, \sigma)\mathcal{W}_{00}(\gamma, \sigma)^{-1}\mathcal{W}_{01}(\gamma, \sigma) \right)\omega_1 = 0. \] (9.2.10)

We want to show that \( \omega_1 = 0 \) and thus \( \omega_0 = 0 \) for \( \gamma + |\sigma| \) small. Formally speaking, since \( \mathcal{W}_{01}(0,0), \mathcal{W}_{10}(0,0) \) are 0, \( \mathcal{W}_{01}(\gamma, \sigma), \mathcal{W}_{10}(\gamma, \sigma) \) are of size \( \mathcal{O}(\gamma + |\sigma|) \). Therefore, it suffices to show that \( \mathcal{W}_{11}(\gamma, \sigma) \) is nonzero modulo \( \mathcal{O}(\gamma^2 + |\sigma|^2) \) for \( \gamma + |\sigma| \) small. To make these arguments rigorous, we need to prove the injectivity of \( \mathcal{W}_{00}(\gamma, \sigma) \) (and thus the invertibility in view of its 0 index property) for \( \gamma + |\sigma| \) small and the differentiability of \( \mathcal{W}_{01}, \mathcal{W}_{10} \) at \( (\gamma, \sigma) = (0,0) \), and calculate the Taylor expansion of \( \mathcal{W}_{11}(\gamma, \sigma) \) at \( (0,0) \) up to the first order.

- **Invertibility of \( \mathcal{W}_{00} \).** We shall prove that for \( \gamma + |\sigma| \) small, there exists a uniform constant \( C > 0 \) such that

\[ \|\mathcal{W}_{00}(\gamma, \sigma)^{-1}\|_{\mathcal{K} \to \mathcal{K}} \leq C. \] (9.2.11)

The proof is similar to that in the first step of the proof of Lemma 9.2.3. Specifically, we define \( \Pi : \dot{H}_b^{-s,-\ell+2}(\hat{X}) \to \mathcal{R} \) to be the projection onto \( \mathcal{R} \). Suppose (9.2.11) is not true, one can find a sequence \( (\gamma_j, \delta_j) \to (0,0) \) and a sequence \( \{f_j\} \subset \mathcal{K}^+ \) with \( \|f_j\|_{\dot{H}_b^{-s,-\ell+2}(\hat{X})} = 1 \) such that for \( \omega_j = \overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)^{-1}f_j} \)

\[ 1 = \|f_j\|_{\dot{H}_b^{-s,-\ell+2}(\hat{X})} \geq j\|\Pi\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)\omega_j}\|_{\dot{H}_b^{-s,-\ell+2}(\hat{X})} \]

which implies \( \Pi\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)\omega_j} \to 0 \) in \( \dot{H}_b^{-s,-\ell+2}(\hat{X}) \). In view of Theorem 5.2.2, we have the following uniform Fredholm estimates for \( \gamma + |\sigma| \) small

\[ \|\omega_j\|_{\dot{H}_b^{s,-\ell}(\hat{X})} \leq \tilde{C} \left( \|\Pi\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)\omega_j}\|_{\dot{H}_b^{s-1,-\ell+2}(\hat{X})} + \|(I - \Pi)\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)\omega_j}\|_{\dot{H}_b^{s-1,-\ell+2}(\hat{X})} \right. \]

\[ \left. + \|\omega_j\|_{\dot{H}_b^{s,-\ell}(\hat{X})} \right). \] (9.2.12)

Using the identification \( \mathcal{R}^\perp \cong \mathbb{C} \) introduced previously, we calculate

\[ \|(I - \Pi)\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)\omega_j}\|_{\dot{H}_b^{s-1,-\ell+2}(\hat{X})} \sim \|\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)\omega_j, \omega_{\sigma_0}^*}\| = \|\omega_j, \overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)^*\omega_{\omega_0}^*}\| \]

\[ = \|\omega_j, (\overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)^* - \mathcal{P}_{0,\gamma_j}(\sigma_j)^*})\omega_{\omega_0}^*\| \to 0 \] as \( (\gamma_j, \sigma_j) \to (0,0) \)

where we use \( \omega_{\omega_0}^* \in \dot{H}_b^{\frac{1}{2} - s, -\ell - 2}(\hat{X}) \) in the first equality and \( \mathcal{P}_{0,\gamma_j}(\sigma_j)^* - \mathcal{P}_{0,\gamma_j}(\sigma_j)^* \to 0 \) as bounded operators \( \mathcal{L}(\dot{H}_b^{1-s,-\ell-2}(\hat{X}), \dot{H}_b^{s,-\ell-1}(\hat{X})) \) in the last step. Since \( \omega_j = \overline{\mathcal{W}_{0,\gamma_j}(\sigma_j)^{-1}f_j} \), we have
We define \( \|\omega_j\|_{\mathcal{H}^{s,\ell}(\mathcal{X})} \sim 1 \) and thus \( \liminf_{j \to \infty} \|\omega_j\|_{\mathcal{H}^{s,\ell}(\mathcal{X})} \geq C^{-1} \liminf_{j \to \infty} \|\omega_j\|_{\mathcal{H}^{s,\ell}(\mathcal{X})} > 0 \). As a result, there exists a subsequence (not shown in the notation) \( \omega_j \to \omega \neq 0 \) weakly in \( \mathcal{H}^{s,\ell}(\mathcal{X}) \).

Then \( \mathcal{W}_{0,\gamma_1}(\sigma_j)\omega_j \to \mathcal{W}_0(0)\omega \) weakly in \( \mathcal{H}^{s-2,\ell}(\mathcal{X}) \). Since \( \mathcal{W}_{0,\gamma_1}(\sigma_j)\omega_j \to 0 \) strongly in \( \mathcal{H}^{s-1,\ell+2}(\mathcal{X}) \), we obtain \( \mathcal{P}_0(0)\omega = 0 \).

Meanwhile, since \( \|f_j\|_{\mathcal{H}^{s-1,\ell+2}(\mathcal{X})} = 1 \), passing to a subsequence, we see that \( f_j \to f \) weakly in \( \mathcal{H}^{s-1,\ell+2}(\mathcal{X}) \) and strongly in \( \mathcal{H}^{s-1-\epsilon,\ell+2-\epsilon}(\mathcal{X}) \). Owing to Lemma 9.2.3 (the continuity in weak operator topology), \( \omega_j = \mathcal{W}_{0,\gamma_1}(\sigma_j)^{-1}f_j \to \mathcal{W}_{0,\gamma_1}(0)^{-1}f \) weakly in \( \mathcal{H}^{s-\epsilon,\ell-\epsilon}(\mathcal{X}) \). Therefore, we obtain \( 0 \neq \omega = \mathcal{W}_{0,\gamma_1}(0)^{-1}f, \) i.e., \( 0 \neq f = \mathcal{W}_{0,\gamma_1}(0)\omega \in \mathcal{K} \). It is clear that one can find \( g \in \mathcal{H}^{1-s,\ell-2}(\mathcal{X}) \) such that \( g(\mathcal{K}^\perp) = 0 \) while \( g(\hat{\omega}) = 1 \) (\( \mathcal{K} = \langle \hat{\omega} \rangle \)), but this contradicts the fact that \( f_j \to f \) weakly, and thus proves (9.2.11). From (9.2.11), we conclude that for \( \gamma + |\sigma| \) small, \( \mathcal{W}_{00} \) is injective and then the invertibility follows from the fact that \( \mathcal{W}_{00} \) has index 0.

- **Differentiability of \( \mathcal{W}_{01}, \mathcal{W}_{10} \).** We define

\[
\mathcal{W}_1(\gamma,\sigma) := \mathcal{W}_{01}(\gamma,\sigma) \oplus \mathcal{W}_{11}(\gamma,\sigma) : \mathcal{K} = \langle \hat{\omega} \rangle \to \mathcal{H}^{s-1,\ell+2}(\mathcal{X}). \tag{9.2.14}
\]

We will show that \( \mathcal{W}_1(\gamma,\sigma) \) is continuous for \( \gamma + |\sigma| \) small and differentiable at \( (0,0) \).

We write

\[
\mathcal{W}_{0,\gamma}(\sigma)\mathcal{W}_{0,\gamma_1}(\sigma)^{-1} = \left( \mathcal{W}_{0,\gamma}(\sigma) - \mathcal{W}_{0,\gamma_1}(\sigma) + \mathcal{W}_{0,\gamma_1}(\sigma)^{-1} \mathcal{W}_{0,\gamma_1}(\sigma) \right) \mathcal{W}_{0,\gamma_1}(\sigma)^{-1} = \left( \mathcal{W}_{0,\gamma}(\sigma) - \mathcal{W}_{0,\gamma_1}(\sigma) \right) \mathcal{W}_{0,\gamma_1}(\sigma)^{-1} + I. \tag{9.2.15}
\]

Then it suffices to analyze the first term on the right hand side of (9.2.15). For the continuity, since \( \mathcal{W}_{0,\gamma_1}(\sigma)^{-1} \hat{\omega} \in \mathcal{H}^{s,\ell}(\mathcal{X}) \) depending on \( \sigma \) continuously for any \( s > 2, -\frac{3}{2} < \ell < -\frac{1}{2} \) (because \( \mathcal{W}_{0,\gamma_1}(\sigma)^{-1} \) is continuous in \( \sigma \) with value in \( \mathcal{L}_{op}(\mathcal{H}^{s-1+\epsilon,\ell+2+\epsilon}(\mathcal{X}), \mathcal{H}^{s-\epsilon,\ell-\epsilon}(\mathcal{X})) \) and \( \hat{\omega} \in C^\infty_c(\mathcal{X}^\circ) \) and \( \mathcal{W}_{0,\gamma_1}(\sigma) - \mathcal{W}_{0,\gamma_1}(\sigma) \in \text{Diff}^{1}_b \) with \( C^\infty_c(\mathcal{X}) \) coefficients and depends on \( \gamma, \sigma \) smoothly, the continuity of \( \mathcal{W}_{0,\gamma}(\sigma)\mathcal{W}_{0,\gamma_1}(\sigma)^{-1} \hat{\omega} \in C^\infty_c(\mathcal{X}) \) in \( (\gamma,\sigma) \) follows.

Now we turn to the analysis of the differentiability at \( (0,0) \). Since \( \mathcal{W}_{0,\gamma}(\sigma) - \mathcal{W}_{0,\gamma_1}(\sigma) \) are polynomials in \( \gamma,\sigma \) with coefficients being first order differential operators, it is certainly differentiable at \( (0,0) \). So it suffices to prove that \( \mathcal{W}_{0,\gamma_1}(\sigma)^{-1} \hat{\omega} \) is differentiable at \( \sigma = 0 \). Now we claim that if \( \mathcal{W}_{0,\gamma_1}(0)^{-1} \omega \in \rho C^\infty_c(\mathcal{X}) + \mathcal{H}^{\infty,1/2}_{b}(\mathcal{X}), \) then the following resolvent identity

\[
\rho C^\infty_c(\mathcal{X}) + \mathcal{H}^{\infty,1/2}_{b}(\mathcal{X}), \]
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holds
\[
(W_{0,\gamma_1}(\sigma)^{-1} - \hat{W}_{0,\gamma_1}(0)^{-1})\omega = \hat{W}_{0,\gamma_1}(\sigma)^{-1}\left(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\right)W_{0,\gamma_1}(0)^{-1}\omega. \tag{9.2.16}
\]

The proof of the above resolvent identity closely follows [113, §6] and uses a regularization argument. Concretely, let \(\chi_\varepsilon(\rho) = \chi(\varepsilon^{-1}\rho)\) where \(\chi\) is a nonnegative smooth cutoff such that \(\chi = 1\) on \([1, \infty)\) and \(\chi = 0\) on \((-\infty, 1/2]\). With the limit being strong operator limits, we have
\[
W_{0,\gamma_1}(\sigma)^{-1} - \hat{W}_{0,\gamma_1}(0)^{-1}
= \lim_{\varepsilon \to 0} \left(W_{0,\gamma_1}(\sigma)^{-1} - \chi_\varepsilon(\rho)W_{0,\gamma_1}(0)W_{0,\gamma_1}(0)^{-1} - W_{0,\gamma_1}(\sigma)^{-1}W_{0,\gamma_1}(\sigma)\chi_\varepsilon(\rho)W_{0,\gamma_1}(0)^{-1}\right)
= \lim_{\varepsilon \to 0} \left(W_{0,\gamma_1}(\sigma)^{-1} - \left([\chi_\varepsilon(\rho), W_{0,\gamma_1}(0)] + W_{0,\gamma_1}(0)\chi_\varepsilon(\rho) - W_{0,\gamma_1}(\sigma)\chi_\varepsilon(\rho)\right)W_{0,\gamma_1}(0)^{-1}\right)
= \hat{W}_{0,\gamma_1}(\sigma)^{-1} \lim_{\varepsilon \to 0} \left(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\right)\chi_\varepsilon(\rho)W_{0,\gamma_1}(0)^{-1}
+ \hat{W}_{0,\gamma_1}(\sigma)^{-1} \lim_{\varepsilon \to 0} \left([\chi_\varepsilon(\rho), W_{0,\gamma_1}(0)]\right)W_{0,\gamma_1}(0)^{-1} := I + II.
\]

As for \(I\), since \(W_{0,\gamma_1}(0)^{-1}\omega \in \rho C^\infty(\mathcal{X}) + H_b^{\infty,1/2-}(\mathcal{X})\) which is annihilated modulo \(H_b^{\infty,3/2-}(\mathcal{X})\) by the normal operator \(-i\sigma\rho(\partial_\rho - 1)\) of \(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\), it follows that
\[
\left(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\right)\chi_\varepsilon(\rho)W_{0,\gamma_1}(0)^{-1}\omega
= \chi_\varepsilon(\rho)\left(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\right)W_{0,\gamma_1}(0)^{-1}\omega + \varepsilon^{-1}\chi'(\varepsilon^{-1}\rho)\left(\rho^3 C^\infty(\mathcal{X}) + H_b^{\infty,5/2-}(\mathcal{X})\right)
\in \chi_\varepsilon(\rho)\hat{H}_b^{\infty,1/2-}(\mathcal{X}) + \varepsilon^{-1}\chi'(\varepsilon^{-1}\rho)\left(\rho^3 C^\infty(\mathcal{X}) + H_b^{\infty,5/2-}(\mathcal{X})\right).
\]

Since the \(\hat{H}_b^{\infty,1/2-}(\mathcal{X})\) norm of the second term \(\varepsilon\chi'(\varepsilon^{-1}\rho)\left(\rho^3 C^\infty(\mathcal{X}) + H_b^{\infty,1/2-}(\mathcal{X})\right)\) goes to 0 as \(\varepsilon \to 0\), we arrive at
\[
I = \hat{W}_{0,\gamma_1}(\sigma)^{-1}\left(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\right)W_{0,\gamma_1}(0)^{-1}\omega.
\]

For \(II\), since \(W_{0,\gamma_1}(0) \in \rho^2\text{Diff}_b^1\), it follows that \([\chi_\varepsilon(\rho), \hat{W}_{0,\gamma_1}(0)]\) is uniform (in \(\varepsilon\)) in \(\rho^2\text{Diff}_b^1\) and \([\chi_\varepsilon(\rho), \hat{W}_{0,\gamma_1}(0)]\) goes to 0 in the strong operator topology \(\mathcal{L}(\hat{H}_b^{s,\ell}(\mathcal{X}), \hat{H}_b^{s-1,\ell+2}(\mathcal{X}))\), and thus \(II = 0\). This proves (9.2.16).

Since \(\hat{W}_{0,\gamma_1}(0)^{-1}\hat{\omega} = \omega_{s_0} = r^{-1}(dv - dr) \in \rho C^\infty(\mathcal{X}) + H_b^{\infty,1/2-}(\mathcal{X})\), applying (9.2.16) yields
\[
\left(W_{0,\gamma_1}(\sigma)^{-1} - \hat{W}_{0,\gamma_1}(0)^{-1}\right)\hat{\omega} = \hat{W}_{0,\gamma_1}(\sigma)^{-1}\left(W_{0,\gamma_1}(0) - \hat{W}_{0,\gamma_1}(\sigma)\right)\hat{W}_{0,\gamma_1}(0)^{-1}\hat{\omega}. \tag{9.2.17}
\]
Let
\[ \tilde{\omega}(\sigma) := \left( \tilde{W}_{0,\gamma_1}(0) - \tilde{W}_{0,\gamma_1}(\sigma) \right) \tilde{W}_{0,\gamma_1}(0)^{-1} \tilde{\omega} \in \dot{H}^{\infty,3/2-}(X), \]  
and write
\[ \tilde{\omega}(\sigma) = -\sigma (\partial_\sigma \tilde{W}_{0,\gamma_1}(0) \omega_{s_0}) + \mathcal{O}_{\dot{H}^{\infty,3/2-}(X)}(|\sigma|^2) \]  
where the notation \( \mathcal{O}_{\dot{H}^{\infty,3/2-}(X)}(|\sigma|^2) \) means that the term has norm in \( \dot{H}^{\infty,3/2-}(X) \) of size \( \mathcal{O}(|\sigma|^2) \). Since \( \tilde{W}_{0,\gamma_1}(\sigma)^{-1} \) is continuous in \( \sigma \) with value in \( \mathcal{L}_{op}(\dot{H}^{s-1,\ell+2}(X), \dot{H}^{-\ell-\epsilon}(X)) \), it follows that
\[ \left( \tilde{W}_{0,\gamma_1}(\sigma)^{-1} - \tilde{W}_{0,\gamma_1}(0)^{-1} \right) \tilde{\omega} = -\sigma \tilde{W}_{0,\gamma_1}(0)^{-1} \partial_\sigma \tilde{W}_{0,\gamma_1}(0) \omega_{s_0} + o_{\dot{H}^{1,\epsilon}(X)}(|\sigma|) \]
for any \( s > 2, -\frac{3}{2} < \ell < -\frac{1}{2} \). This proves the differentiability of \( \mathcal{W}_1 \) and thus \( \mathcal{W}_0 \) at \( (\gamma, \sigma) = (0, 0) \).

As for \( \mathcal{W}_2 \), we proceed in a similar manner. We define
\[ \mathcal{W}_2(\gamma, \sigma) := \mathcal{W}_{10}(\gamma, \sigma) \oplus \mathcal{W}_{11}(\gamma, \sigma) : \dot{H}^{s-1,\ell+2}(X) \to \mathbb{R}^\perp \cong \mathbb{C} \]
\[ \omega \mapsto \langle \tilde{W}_{0,\gamma}(\sigma) \tilde{W}_{0,\gamma_1}(\sigma)^{-1} \omega, \omega_{s_0}^* \rangle \]
We will show that \( \mathcal{W}_2(\gamma, \sigma) \) is continuous for \( \gamma + |\sigma| \) small and differentiable at \( (0, 0) \).

As \( \omega^*_{s_0} = \delta(r - 2m) dr \in \dot{H}^{-1/2-\infty}(X) \), we can rewrite
\[ \langle \tilde{W}_{0,\gamma}(\sigma) \tilde{W}_{0,\gamma_1}(\sigma)^{-1} \omega, \omega_{s_0}^* \rangle = \langle \tilde{W}_{0,\gamma}(\sigma)^{-1} \omega, \tilde{W}_{0,\gamma}(\sigma)^* \omega_{s_0}^* \rangle \]
\[ = \langle \tilde{W}_{0,\gamma}(\sigma)^{-1} \omega, (\tilde{W}_{0,\gamma}(\sigma)^* - \tilde{W}_0(0)^*) \omega_{s_0}^* \rangle. \]

Since \( \tilde{W}_{0,\gamma_1}(\sigma)^{-1} \) is continuous in \( \sigma \) with value in \( \mathcal{L}_{op}(\dot{H}^{s-1,\ell+2}(X), \dot{H}^{s-\ell-\epsilon}(X)) \), i.e.,
\[ \tilde{W}_{0,\gamma_1}(\sigma)^{-1} = \tilde{W}_{0,\gamma_1}(0)^{-1} + o_{\mathcal{L}(\dot{H}^{s-1,\ell+2}(X), \dot{H}^{s-\ell-\epsilon}(X))}(1), \]
and \( \tilde{W}_{0,\gamma}(\sigma)^* - \tilde{W}_0(0)^* \) is a polynomial in \( \gamma, \sigma \) with coefficients in \( \mathcal{L}(\dot{H}^{1-s,-\ell-2}(X), \dot{H}^{-s,-\ell-1}(X)) \)
\[ \tilde{W}_{0,\gamma}(\sigma)^* - \tilde{W}_0(0)^* = \gamma \left( \partial_\gamma (\tilde{W}_{0,\gamma}(\sigma)^*) \right)_{(0,0)} + o_{\mathcal{L}(\dot{H}^{1-s,-\ell-2}(X), \dot{H}^{-s,-\ell-1}(X))}((\gamma + |\sigma|)^2), \]
Taylor expansion of $\hat{W}_{0,\gamma}$.

It follows that
\[
\langle \hat{W}_{0,\gamma}(\sigma) \hat{W}_{0,\gamma_1}(\sigma)^{-1} \omega, \omega_{s_0}^* \rangle 
= \sigma\langle \hat{W}_{0,\gamma_1}(0)^{-1} \omega, \partial_\gamma(\hat{W}_{0,\gamma}(\sigma)^*)_{|0,0} \omega_{s_0}^* \rangle 
+ \gamma\langle \hat{W}_{0,\gamma_1}(0)^{-1} \omega, \partial_\gamma(\hat{W}_{0,\gamma}(\sigma)^*)_{|0,0} \omega_{s_0}^* \rangle 
+ o(\gamma + |\sigma|) \cdot \|\omega\|_{H_{\tilde{t}}^{k-1}L^{2}(\mathbb{X})}.
\] (9.2.23)

This proves the differentiability of $W_{10}$ at $(0, 0)$.

- **Taylor expansion of $W_{11}$.** Since $W_{11} : K = \langle \tilde{\omega} \rangle \rightarrow \mathbb{R}^+ \cong \mathbb{C}$ is given by $\langle \hat{W}_{0,\gamma}(\sigma) \hat{W}_{0,\gamma_1}(\sigma)^{-1} \tilde{\omega}, \omega_{s_0}^* \rangle$, by (9.2.23) we find

\[
W_{11}(\gamma, \sigma) = \sigma\langle \partial_\sigma \hat{W}_{0,\gamma}(\sigma)_{|0,0} \omega_{s_0}, \omega_{s_0}^* \rangle 
+ \gamma\langle \partial_\gamma \hat{W}_{0,\gamma}(\sigma)_{|0,0} \omega_{s_0}, \omega_{s_0}^* \rangle 
+ o(\gamma + |\sigma|). \tag{9.2.24}
\]

Since $\partial_\gamma \hat{W}_{0,\gamma}(\sigma)_{|0,0} = \gamma^{-1} (\hat{W}_{0,\gamma}(0) - \hat{F}_0(0))$, using the calculation of $W_{11}^* \hat{F}_1$ in (9.2.3) gives

\[
\langle \partial_\gamma \hat{W}_{0,\gamma}(\sigma)_{|0,0} \omega_{s_0}, \omega_{s_0}^* \rangle = 4\pi(b - 1). \tag{9.2.25}
\]

We notice that $\partial_\sigma \hat{W}_{0,\gamma}(\sigma)_{|0,0} = \partial_\sigma \hat{F}_0(\sigma)|_{\sigma = 0} = -i [P_0, t_0, \sigma]$, so we have

\[
\langle \partial_\sigma \hat{W}_{0,\gamma}(\sigma)_{|0,0} \omega_{s_0}, \omega_{s_0}^* \rangle = -i [P_0, t_0, \sigma_0, \omega_{s_0}, \omega_{s_0}^*] = -i [P_0, v, \omega_{s_0}, \omega_{s_0}^*] = -2\pi i \tag{9.2.26}
\]

where we use

\[
[P_0, v]_{\omega_{s_0}} = -(G^s_{\alpha \beta} \omega_{s_0})_{\alpha \beta} (\nabla^\alpha v) + G^s_f (\nabla_\alpha v \otimes_{s} \omega_{s_0})
= \left( -\frac{1}{2r^2} + \frac{m_0}{r^3} \right) dv - \frac{1}{r^2} dr 
+ \left( \frac{1}{2r^2} dv + \frac{1}{r^2} dr \right) = \frac{m_0}{r^3} dv.
\]

Therefore, we arrive at

\[
W_{11}(\gamma, \sigma) = -2\pi i \sigma + 4\pi(b - 1) \gamma + o(\gamma + |\sigma|). \tag{9.2.27}
\]

- **Final step.** Owing to the previous discussion starting at (9.2.9), in order to prove the injectivity of $\hat{W}_{0,\gamma}(\sigma) \hat{W}_{0,\gamma_1}(\sigma)^{-1}$, it suffices to prove the injectivity of the following operator

\[
W_{11}(\gamma, \sigma) - W_{10}(\gamma, \sigma) W_{00}(\gamma, \sigma)^{-1} W_{01}(\gamma, \sigma) : K \rightarrow \mathbb{R}^+. \tag{9.2.28}
\]

Combining the differentiability of $W_{01}, W_{10}$ at $(0, 0)$ and (9.2.27) together yields

\[
W_{11}(\gamma, \sigma) - W_{10}(\gamma, \sigma) W_{00}(\gamma, \sigma)^{-1} W_{01}(\gamma, \sigma) = -2\pi i \sigma + 4\pi(b - 1) \gamma + o(\gamma + |\sigma|).
\]
which is nonzero for $\gamma > 0, \text{Im} \sigma \geq 0$ with $\gamma + |\sigma|$ small if we set $b > 1$, and thus is injective.

Finally, the invertibility follows from the fact that $\hat{W}_{0,\gamma}(\sigma)\hat{W}_{0,\gamma_1}(\sigma)^{-1}$ has index 0 for $\gamma + |\sigma|$ small.

Now we are at the position to prove Proposition 9.2.2.

**Proof of Proposition 9.2.2.** The proof proceed in a similar fashion to that in the last step in the proof of Theorem 8.0.1. Specifically, by Lemma 9.2.4, there exists $\gamma'_0 > 0, C' > 0$ such that for $0 < \gamma < \gamma'_0$, $\text{Im} \sigma \geq 0, |\sigma| < C'$ and $s > 2, \ell \in (-\frac{3}{2}, \frac{1}{2})$,

$$\hat{W}_{0,\gamma}(\sigma) : \omega \in \dot{H}^{s,\ell}_{b}(\tilde{X}) : \hat{W}_{0,\gamma}(\sigma)u \in \dot{H}^{s-1,\ell+2}_{b}(\tilde{X}) \mapsto \dot{H}^{s-1,\ell+2}_{b}(\tilde{X})$$

is invertible. By Proposition 5.3.1, this implies for $0 < \gamma < \gamma'_0$, $\text{Im} \sigma \geq 0, \text{Im} \sigma < C'$ and $s > 2, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}$,

$$\hat{W}_{0,\gamma}(\sigma) : \omega \in \dot{H}^{s,\ell}_{b}(\tilde{X}) : \hat{W}_{0,\gamma}(\sigma)u \in \dot{H}^{s,\ell+1}_{b}(\tilde{X}) \mapsto \dot{H}^{s,\ell+1}_{b}(\tilde{X})$$

is injective as well, and the invertibility follows from the fact that $\hat{P}_{0,\gamma}(\sigma)$ has index 0 (see Lemma 5.5.4).

Next, according to the high energy estimates (Theorem 5.5.3) and energy estimate (Proposition 5.6.2 and Theorem 5.6.3), there exists $\gamma''_0 > 0, C'' > 0$ such that for $0 < \gamma < \gamma''_0$ and $\text{Im} \sigma \geq 0, |\sigma| > C''$, $\hat{W}_{0,\gamma}(\sigma)$ defined as in (9.2.4) is invertible.

For $\sigma$ with $\text{Im} \sigma \geq 0, C' \leq |\sigma| \leq C''$, the fact that $\hat{W}_{0,0}(\sigma) = \hat{P}_{0}(\sigma)$ (see Proposition 9.0.3) is invertible and a perturbation argument (as in the final step in the proof of Theorem 8.0.1) give the invertibility of $\hat{W}_{0,\gamma}(\sigma)$ for $(\gamma, \sigma)$ in an open neighborhood of $(0, \sigma)$. Then the compactness of the region $C' \leq |\sigma| \leq C''$ implies that there exists an $\gamma'''_0 > 0$ (depending on $C', C''$) such that $\hat{W}_{0,\gamma}(\sigma)$ in (9.2.4) is invertible for $\text{Im} \sigma \geq 0, C' \leq |\sigma| \leq C''$ and $0 < \gamma < \gamma'''_0$. Therefore, the proposition holds for $0 < \gamma < \tilde{\gamma}_0$ where $\tilde{\gamma}_0 = \min\{\gamma'_0, \gamma''_0, \gamma'''_0\}$. 

Finally, having Propositions 9.2.1 and 9.2.2 at our disposal, we are able to establish the following theorem for $\hat{W}_{b,\gamma}(\sigma)$. 
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Theorem 9.2.5. Let $b_0 = (m_0, 0, Q_0)$ and $b > 2$. Fix $\gamma \in (0, \tilde{\gamma}_0)$, there exists a small constant $C(\gamma) > 0$ such that for the weakly charged RN metric $g_{b_0}$ with $|Q_0| < C(\gamma)$, the following holds for

1. If $\text{Im} \sigma \geq 0$ and $\sigma \neq 0$,

$$\mathcal{W}_{b_0, \gamma}(\sigma) : \{ \omega \in \dot{H}^{s, \ell}_b(\bar{X}; \overline{\text{sc}^\ast \bar{X}}) : \mathcal{W}_{b_0, \gamma}(\sigma) \omega \in \dot{H}^{s, \ell+1}_b(\bar{X}; \overline{\text{sc}^\ast \bar{X}}) \} \rightarrow \dot{H}^{s, \ell+1}_b(\bar{X}; \overline{\text{sc}^\ast \bar{X}})$$

(9.2.29)

is invertible when $s > 2, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2}$.

2. If $s > 2$ and $-\frac{3}{2} < \ell < -\frac{1}{2}$, then stationary operator

$$\mathcal{W}_{b_0, \gamma}(0) : \{ \omega \in \dot{H}^{s, \ell}_b(\bar{X}; \overline{\text{sc}^\ast \bar{X}}) : \mathcal{W}_{b_0, \gamma}(0) \omega \in \dot{H}^{s-1, \ell+2}_b(\bar{X}; \overline{\text{sc}^\ast \bar{X}}) \} \rightarrow \dot{H}^{s-1, \ell+2}_b(\bar{X}; \overline{\text{sc}^\ast \bar{X}})$$

(9.2.30)

is invertible.

Both statements also hold for the weakly charged and slowly rotating Kerr Newman metric $g_b$ with $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$.

Proof. The proof is completely analogous to that of Theorem 9.1.4. \qed

9.3 Growing zero modes of the gauge potential wave operator

As discussed around (9.0.3) and (9.0.6), the zero mode solutions to $\mathcal{W}_{b, \gamma} \omega = 0$ on extendible and supported $b$-Sobolev spaces are related to the pure gauge zero mode solutions of $L_{g_b, \gamma}(\dot{g}, \dot{A}) = 0$ and dual pure gauge zero mode solutions of $L^*_{g_b, \gamma}(\dot{g}, \dot{A}) = 0$, respectively. In this section we will discuss the zero mode solutions to $\mathcal{W}_{b, \gamma} \omega = 0$ which are allowed to grow at infinity and are asymptotic to translations and rotations. We will see in the next section that these growing zero modes may generate (dual) pure gauge zero modes solutions to $L^{(s)}_{g_b, \gamma}(\dot{g}, \dot{A}) = 0$, which have the expected decay rate at infinity (more precisely, lie in the space $\bar{H}^{\infty, \ell}_b(\bar{X})$ or $\hat{H}^{\infty, \ell}_b(\bar{X})$ with $-\frac{3}{2} < \ell < -\frac{1}{2}$).

Throughout this subsection, we focus on the RN metric and slowly rotating metric with sufficiently small charge. Namely, for the parameter $b_0 = (m_0, 0, Q_0)$ of the RN metric, we assume that

$$Q_0 \ll m_0.$$
We first discuss the growing zero modes which are asymptotic to translations.

**Proposition 9.3.1.** For \( b = (m, a, Q) \) near \( b_0 = (m_0, 0, Q_0) \), we obtain

\[
\ker \overline{W_{b, \gamma}}(0) \cap \hat{H}^\infty_{b} \sim \mathbb{R}^{-3/2} - (X) = (\omega_{b, s_0}) \oplus \{ \omega_{b, s_1}(S) : S \in S_1 \}, \quad \omega_{b, s_0} = \partial_{t}, \tag{9.3.1}
\]

\[
\ker \overline{W_{b, \gamma}}(0) \cap \hat{H}^\infty_{b} \sim \mathbb{R}^{-3/2} - (X) = (\omega_{b, s_0}^*) \oplus \{ \omega_{b, s_1}^*(S) : S \in S_1 \}, \tag{9.3.2}
\]

where \( \hat{b} \) denotes the musical isomorphism \( V^\ast := g_{b}(V, \bullet) \) and \( \omega_{b, s_1}(S) \) and \( \omega_{b, s_1}^*(S) \) depend on \( S \in S_1 \) linearly. They satisfy

\[
\delta^s_{g_b} \omega_{b, s_1} \in \hat{H}^\infty_{b} \sim \mathbb{R}^{-1/2} - (X; S^2 T^\ast T X), \quad G_{g_b} \delta^s_{g_b} \omega_{b, s_1} \in \hat{H}^\infty_{b} \sim \mathbb{R}^{-1/2} - (X; S^2 T^\ast T X) \tag{9.3.3}
\]

Moreover, the maps \( b \mapsto \omega_{b, s_0}, \omega_{b, s_1}(S) \) and \( b \mapsto \omega_{b, s_0}^*, \omega_{b, s_1}^*(S) \) can be chosen to be continuous in \( b \) with values in the respective spaces.

For later use, we further determine the leading term of \( \omega_{b_0, s_1}(S) \) and \( \omega_{b_0, s_1}^*(S) \)

\[
\omega_{b_0, s_1}(S) = du_{b_0, s_1}(S) + O_{H^\infty_{b_0} \sim \mathbb{R}^{-1/2} - (X)(\gamma + |Q_0|^2)}, \quad \omega_{b_0, s_1}^*(S) = du_{b_0, s_1}^*(S) + O_{H^\infty_{b_0} \sim \mathbb{R}^{-1/2} - (X)(\gamma + |Q_0|^2)} \tag{9.3.4}
\]

where \( u_{b_0, s_1}(S) = (r - m_0)S \) and \( u_{b_0, s_1}^*(S) = (r - m_0)H(r - r_{b_0})S \) are defined as in (8.1.5).

**Proof.** The proof exploits a normal operator argument as in Propositions 5.3.1 and 8.1.1. In particular, the normal operator of \(-2\overline{W_{b, \gamma}}(0)\) is equal to \( \hat{\Delta}_{g_1}(0) \) which is the Euclidean Laplacian \( \Delta_{g_3} = \rho^2(\rho \partial_{\rho})(\rho \partial_{\rho} - 1) + \hat{\Delta} \) tensored with \( 4 \times 4 \) identity matrix when working in the standard coordinate trivialization of \( T^\ast X \) and annihilates the following 1-forms

\[
dt, \ dx^1, \ dx^2, \ dx^3. \tag{9.3.5}
\]

We note that \( dt \) is of scalar type \( l = 0 \) while \( dx^i = Sdr + rdS \) with \( S = x^i/r \ (i = 1, 2, 3) \) is of scalar type \( l = 1 \).

We first prove (9.3.1). Let \( u \in \ker \overline{W_{b, \gamma}}(0) \cap \hat{H}^\infty_{b} \sim \mathbb{R}^{-3/2} - (X) \). By the normal operator argument as in Proposition 5.3.1 (where we shift the contour of integration through the pole \( 0 \) with the space of resonant states given by \( S_0 \)), \( \omega \) must take the form \( \omega = \chi\omega_0 + \tilde{\omega} \) where \( \omega_0 \) is in the 4-dimensional space \( \text{span}\{dt, dx^i, dx^i, dx^i\} \), \( \tilde{\omega} \in \hat{H}^\infty_{b} \sim \mathbb{R}^{-1/2} - (X) \) and \( \chi \) is a smooth cutoff with \( \chi = 0 \) for \( r \leq 3m_0 \),
\(\chi = 1\) with \(r \geq 4\mathbf{m}_0\). This proves that the space in (9.3.1) is at most 4-dimensional. Now we prove that it is indeed 4-dimensional. We compute for \(\omega_0 \in \{dt, dx^1, dx^2, dx^3\}\)

\[-\mathcal{W}_{b,\gamma}(0)\chi\omega_0 = -(\mathcal{W}_{b,\gamma}(0) - \Box_{g_0})\chi\omega_0 - [\Box_{g_0}, \chi]\omega_0 \in H^\infty_{b,3/2}((X) + H^\infty_{b,\infty}(X) = H^\infty_{b,3/2}((X)).\]

In view of Theorem 9.2.5, there exists a unique \(\tilde{\omega} \in H^\infty_{b,-1/2}((X) satisfying \mathcal{W}_{b,\gamma}(0)\tilde{\omega} = -\mathcal{W}_{b,\gamma}(0)\chi\omega_0\).

Therefore, \(\chi\omega_0 + \tilde{\omega}\) gives rise to an element in the space (9.3.1) which we denote by \(\omega_{b,\gamma}(0)\) if \(\omega_0 = dt\) and \(\omega_{b,s}(S)\) if \(\omega_0 = d(rS) \in \{dx^1, dx^2, dx^3\}\). The explicit expression for \(\omega_{b,s}(S)\) follows from the direction calculation \(\mathcal{W}_{b,\gamma}\partial_t^2 = \delta_{g_0}G_g\delta_{g_0}^t = 0\) since \(\partial_t\) is killing (i.e. \(\delta_{g_0}^t = 0\)). As for the symmetric gradient, we calculate

\[\delta_{g_0}^*\omega_{b,s} = \delta_{g_0}\tilde{\omega} + (\delta_{g_0}^* - \beta_{g_0})\chi\omega_0 + [\beta_{g_0}, \chi]\omega_0 \in H^\infty_{b,3/2}((X) + H^\infty_{b,\infty}(X) = H^\infty_{b,3/2}((X))\]

where we use \(\delta_{g_0}^* - \beta_{g_0} \in \rho^2\text{Diff}_b^1, \delta_{g_0} \in \rho\text{Diff}_b^1\) and \(\delta_{g_0}^*\omega_0 = 0\).

Now let us turn to the continuous dependence of \(\omega_{b,s}(S)\) on \(b\). Suppose \(b_j \rightarrow b\) and \(\omega_{b_j,s}(S) = \chi\omega_0 + \tilde{\omega}_{b_j}(S)\) where \(\omega_0 = d(rS) \in \{dx^1, dx^2, dx^3\}\) and \(\tilde{\omega}_{b_j}(S)\) is uniquely determined by \(b_j\) and \(S\).

Let \(\omega_{b,s}(S) = \chi\omega_0 + \tilde{\omega}(S)\) and \(e_{j,s}(S) = \omega_{b_j,s}(S) - \omega_{b,s}(S) = \tilde{\omega}_{b_j,s}(S) - \tilde{\omega}_{b,s}(S),\) we find

\[\mathcal{W}_{b,\gamma}(0)e_{j,s}(S) = (\mathcal{W}_{b,\gamma}(0) - \mathcal{W}_{b_j,\gamma}(0))(\tilde{\omega}_{b_j,s}(S) + \chi\omega_0)\]

Since \(\{\tilde{\omega}_{b_j,s}(S)\}\) is uniformly bounded in \(H^\infty_{b,-1/2}((X))\) and \(\mathcal{W}_{b,\gamma}(0) - \mathcal{W}_{b_j,\gamma}(0) \in (b - b_j)^2\text{Diff}_b^2\), we see that \(\mathcal{W}_{b,\gamma}(0)e_{j,s}(S) \in (b - b_j)^{3/2}H^\infty_{b,3/2},\) and thus \(e_{j,s}(S) \in H^\infty_{b,-1/2}((X)\) is of size \(O(b - b_j)\).

This proves the continuous dependence of \(\omega_{b,s}(S)\) on \(b\).

The proof for the dual zero modes \(\omega_{b}^*\) and \(\omega_{b,s}^*(S)\) proceeds in an analogous manner (we use Theorem 9.1.4 because \(\mathcal{W}_{b,\gamma}(0)^*\) acting on supported \(b\)-Sobolev space is identical to \(P_{b,\gamma}(0)^*\)).

It remains to derive the expressions in (9.3.4). Since

\[\mathcal{W}_{b_0,\gamma}(0) = \delta_{g_0}G_{g_0}\delta^*_{g_0} + F_{g_0}G_{g_0}\delta^*_{g_0} = \frac{1}{2}(d\delta_{g_0} + \delta_{g_0}d) - \text{Ric}(g_0) + F_{g_0}G_{g_0}\delta^*_{g_0},\]

we have

\[\mathcal{W}_{b_0,\gamma}(0)(\omega_{b_0,s}(S) - du_{b_0,s}(S)) = \text{Ric}(g)_{\beta}(du_{b_0,s}(S))_{\beta} - F_{g_0}G_{g_0}\delta^*_{g_0}du_{b_0,s}(S) = O_{H^\infty_{b,5/2}}(|Q_0|) + O_{H^\infty_{b,\infty}}(X_j)\]

\[\text{(9.3.6)}\]
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Since $\mathcal{W}_{b, \gamma}(0)(\omega_{b,s_1}(S) - d\omega_{b,s_1}(S))$ is of scalar type $l = 1$ and $\mathcal{W}_{b, \gamma}(0)^{-1}$ restricted in scalar type $l = 1$ 1-form spaces exists with norm of size $O(1)$ (see Remark 9.0.4), it follows that $\omega_{b,s_1}(S) - d\omega_{b,s_1}(S) = O_{H^\infty} \gamma + |Q_0|^2$.

Next we turn to the growing zero modes asymptotic to rotations.

**Proposition 9.3.2.** For $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$, there exists continuous (in $b$) families

$$b \mapsto \omega_{b,v_1}(V) \in \ker \mathcal{W}_{b,\gamma}(0) \cap \dot{H}^{\infty,-5/2}(-\hat{X}), \quad (9.3.7)$$

$$b \mapsto \omega_{b,v_1}^*(V) \in \ker \mathcal{W}_{b,\gamma}(0) \cap \dot{H}^{\infty,-5/2}(-\hat{X}), \quad (9.3.8)$$

depending linearly on $V \in V_1$, such that

$$\delta_{g_0}^* \omega_{b,v_1}(V) \in \dot{H}^{\infty,1/2}(-\hat{X}; S^2 T^* \hat{X}), \quad G_{g_0} \delta_{g_0}^* \omega_{b,v_1}^*(V) \in \dot{H}^{\infty,1/2}(-\hat{X}; S^2 T^* \hat{X}). \quad (9.3.9)$$

More explicitly, we have

$$\omega_{b,v_1}(V) = r^2 V, \quad \omega_{b,v_1}^*(V) = r^2 H(r - r_0) V + O_{H^{\infty, -1/2}(-\hat{X})}(\gamma) \quad (9.3.10)$$

**Proof.** We first notice that, with respect to RN metric, $r^2 V \in \hat{H}^{\infty,-5/2}(-\hat{X})$ is dual to the rotation vector field (see the calculation in (6.0.3)), and thus killing. Namely, we have $\delta_{g_0}^* r^2 V = 0$ and thus

$$\mathcal{W}_{b,\gamma}(0) r^2 V = \delta_{g_0,\gamma} G_{g_0} \delta_{g_0}^* r^2 V = 0.$$ 

As for KN metric $g_b$ with $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$, a direct calculation implies

$$-\mathcal{W}_{b,\gamma}(0) \chi r^2 V = -\left(\mathcal{W}_{b,\gamma}(0) - \mathcal{W}_{b',\gamma}(0)\right) \chi r^2 V - [\mathcal{W}_{b',\gamma}(0), \chi] r^2 V \in \dot{H}^{\infty,3/2}(-\hat{X}) + \dot{H}^{\infty,\infty}(-\hat{X}) = H^{\infty,3/2}(-\hat{X}).$$

where $b' = (m, 0, Q)$ and we use $\mathcal{W}_{b,\gamma}(0) - \mathcal{W}_{b',\gamma}(0) \in \rho^4 \text{Diff}_b^2$. In view of Theorem 9.2.5, there exists a unique $\hat{\omega}_b(V) \in \hat{H}^{\infty,-1/2}(-\hat{X})$ satisfying $\mathcal{W}_{b,\gamma}(0) \hat{\omega}_b(V) = -\mathcal{W}_{b,\gamma}(0) \chi r^2 V$. We then define

$$\omega_{b,v_1}(V) := \chi r^2 V + \hat{\omega}_b(V).$$

For $b = (m, a, Q)$, the symmetric gradient $\delta_{g_0} \omega_{b,v_1}(V)$ is given by

$$\delta_{g_0}^* \omega_{b,v_1}(V) = \delta_{g_0}^* \hat{\omega}_b(V) + (\delta_{g_0}^* - \delta_{g_0}^* \delta_{g(m,0,Q)}) \chi r^2 V + [\delta_{g_0}^* \delta_{g(m,0,Q)}, \chi] r^2 V \in \dot{H}^{\infty,1/2}(-\hat{X}) + \dot{H}^{\infty,\infty}(-\hat{X}) = H^{\infty,1/2}(-\hat{X})$$

where we use $\delta_{g_0}^* - \delta_{g(m,0,Q)} \in \rho^3 \text{Diff}_b^2, \delta_{g_0}^* \in \rho \text{Diff}_b^1$ and $\delta_{g(m,0,Q)}^* r^2 V = 0$.

The proof of the continuous dependence of $\omega_{b,v_1}$ on $b$ proceeds as in Proposition 9.3.1. Suppose $b_j = (m_j, a_j, Q_j) \to b = (m, a, Q)$ and let $\omega_{b_j,v_1}(V) = \chi r^2 V + \hat{\omega}_{b_j}(V), \omega_{b,v_1}(V) = \chi r^2 V + \hat{\omega}_b(V)$ and
\[ e_j(V) = \omega_{b, v_1}(V) - \omega_{b, v_1}(V) = \tilde{\omega}_b(V) - \omega_b(V), \text{ we find} \]
\[ \tilde{W}_{b, \gamma}(0)e_j(V) = (\tilde{W}_{b, \gamma}(0) - \tilde{W}_{b, \gamma}(0))(\tilde{\omega}_b(V) + \chi r^2 V) \]
\[ = |b - b_j| \rho^3 \text{Diff}_b^{\tilde{\omega}_b}(V) + \left( (\tilde{W}_{b, \gamma}(0) - \tilde{W}_{b, \gamma}(0)) - \left( \tilde{W}_{b, \gamma}(0) - \tilde{W}_{b, \gamma}(0) \right) \right) \chi r^2 V \]
\[ + \left( \tilde{W}_{b, \gamma}(0) - \tilde{W}_{b, \gamma}(0), \chi r^2 V \right) \]
\[ = |b - b_j| \rho^3 \text{Diff}_b^{\tilde{\omega}_b}(V) + |b - b_j| \rho^3 \text{Diff}_b^{\tilde{\omega}_b}(V) + |b - b_j| \rho^3 \text{Diff}_b^{\tilde{\omega}_b}(V) \]
\[ \in |b - b_j| \left( \bar{H}_b^{\infty, 1/2} - \bar{X} \right) + \bar{H}_b^{\infty, 3/2} - \bar{X} + \bar{H}_b^{\infty, 5/2} - \bar{X} \subset |b - b_j| \bar{H}_b^{\infty, -1/2} - \bar{X} \]
where \( b_j = (m_j, 0, Q_j) \) and \( b' = (m, 0, Q) \). As a consequence, \( e_j(V) \in \bar{H}_b^{\infty, -1/2} - \bar{X} \) is of size \( O(b - b_j) \). This proves the continuous dependence of \( \omega_{b, v_1}(V) \) on \( b \).

The statements for dual zero modes \( \omega_{b, v_1}^*(V) \) can be proved in a similar way (we use Theorem 9.1.4 because \( \tilde{W}_{b, \gamma}(0) \) acting on supported \( b \)-Sobolev space is identical to \( \bar{P}_{b, \gamma}(0)^* \)). Here, we present the detail of the derivation of the expression for \( \omega_{b, v_1}^*(V) \) in (9.3.10). First, we calculate
\[ \delta_{g_{b_0}} G_{g_{b_0}} \delta_{g_{b_0}} r^2 H(r - r_{b_0})V = \delta_{g_{b_0}} \left( (r^2 \delta(r - r_{b_0})dr) \otimes s V \right) = -\frac{1}{2r^2} \partial_r (r^4 \delta(r - r_{b_0})\mu_{b_0})V = 0. \]
It follows that
\[ \tilde{W}_{b_0, \gamma}(0)(\omega_{b_0, v_1}(V) - r^2 H(r - r_{b_0})V) = -F_{g_{b_0}} \left( (r^2 \delta(r - r_{b_0})dr) \otimes s V \right) = O(1). \]
Since \( \tilde{W}_{b_0, \gamma}(0)(\omega_{b_0, v_1}(V) - r^2 H(r - r_{b_0})V) \) is of vector type \( l = 1 \) and \( \tilde{W}_{b_0, \gamma}(0)^{-1} \) restricted in vector type \( l = 1 \) 1-form spaces exists with norm of size \( O(1) \) (see Remark 9.0.4), we conclude that
\[ \tilde{W}_{b_0, \gamma}(0)(\omega_{b_0, v_1}(V) - r^2 H(r - r_{b_0})V) = O(1). \]

\[ \square \]

### 9.4 Generalized zero modes of the gauge potential wave operator

Apart from the growing modes, we also need to take the generalized zero modes into consideration (the zero modes which allow for polynomial growth in \( t_{b, s} \)). Before the discussion about the generalized zero modes, we establish the following technical lemma about another family of growing zero modes.
Lemma 9.4.1. For $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$, there exists continuous (in $b$) families

\[ b \mapsto \omega^{(1)}_{b, s_1}(S) \in \ker W_{b, \gamma}(0) \cap \dot{H}^\infty_b(X), \quad (9.4.1) \]

\[ b \mapsto \omega^{(1)\ast}_{b, s_1}(S) \in \ker W_{b, \gamma}(0) \cap \dot{H}^\infty_b(X), \quad (9.4.2) \]

depending linearly on $S \in S_1$, such that

\[ \delta^*_{g_b} \omega^{(1)}_{b, s_1}(S) = \chi dt \otimes_s d(rS) + \dot{H}^\infty_b(X, S^2scT^*X) \quad (9.4.3) \]

\[ \delta^*_{g_b} \omega^{(1)\ast}_{b, s_1}(S) = \chi dt \otimes_s d(rS) + \dot{H}^\infty_b(X, S^2scT^*X) \]

Moreover, the leading terms of $\omega^{(1)}_{b, s_1}(S), \omega^{(1)\ast}_{b, s_1}(S)$ are given by

\[ \omega^{(1)}_{b, s_1}(S) - \chi rSdt \in \dot{H}^\infty_b(X), \quad \omega^{(1)\ast}_{b, s_1}(S) - \chi rSdt \in \dot{H}^\infty_b(X) \quad (9.4.4) \]

where $\chi$ is a smooth cutoff satisfying $\chi = 1$ for $r \geq 4m_0$ and $\chi = 0$ for $r \leq 3m_0$.

For later use, we further determine the leading term of $\omega^{(1)}_{b_0, s_1}(S)$

\[ \omega^{(1)}_{b_0, s_1}(S) = rS(\mu_{b_0}dt_0 - dr) + O_H^\infty_b(X) (\gamma + |Q_0|^2). \quad (9.4.5) \]

**Proof.** The proof uses the fact that the normal operator of $-2W_{b, \gamma}(0)$ is equal to $\Box_{g_b, \gamma}(0)$, which is the Euclidean Laplacian $\Delta_{\mathbb{R}^3} = \rho^2(\rho \partial_\rho (\rho \partial_\rho - 1) + \Delta)$ tensored with $4 \times 4$ identity matrix when working in the standard coordinate trivialization of $scT^*X$ and annihilates the following 1-form $x^i dt = rSdt$ ($i = 1, 2, 3$) where $S = x^i / r \in S_1$. Concretely, we have

\[ -W_{b, \gamma}(0) \chi rSdt = - \left( W_{b, \gamma}(0) - \Box_{g_b, \gamma} \right) \chi rSdt \in \dot{H}^\infty_b(X) + H^\infty_b(X) = \dot{H}^\infty_b(X). \]

Since $\ker W_{b, \gamma}(0) * \cap \dot{H}^\infty_b(X) = \{0\}$ by Theorem 9.2.5, the above equation is solvable. More precisely, there exists a unique $\tilde{\omega}^{(1)}_b(S) \in \dot{H}^\infty_b(X)$ which is in $\text{ann}\{f_1, \ldots, f_4\}$, where $\{f_1, \ldots, f_4\} \subset C^\infty(X^\ast)$ is a set of linearly independent functionals on $W_{b, \gamma}(0) \cap \dot{H}^\infty_b(X)$, such that $W_{b, \gamma}(0) \tilde{\omega}^{(1)}_b(S) = -W_{b, \gamma}(0) \chi rSdt$. We then define $\omega^{(1)}_{b, s_1}(S) := \chi rSdt + \tilde{\omega}^{(1)}_b(S)$. As for the symmetric gradient $\delta^*_{g_b} \omega^{(1)}_{b, s_1}(S)$, we find

\[ \delta^*_{g_b} \omega^{(1)}_{b, s_1}(S) = \chi \delta^*_{g_b} \omega^{(1)}_{b, s_1}(S) + \delta^*_{g_b} \omega^{(1)}_{b, s_1}(S) \]

\[ = \chi dt \otimes_s d(rS) + \dot{H}^\infty_b(X) + \dot{H}^\infty_b(X) + \dot{H}^\infty_b(X) \]

\[ = \chi dt \otimes_s d(rS) + \dot{H}^\infty_b(X) \]
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where we use \( \delta^*_y - \frac{\omega}{2} \in \rho^2 \text{Diff}_b^1 \) and \( \delta^*_y \in \rho \text{Diff}_b^1 \).

As for the continuous dependence of \( \omega_{b,s}^{(1)}(S) \) on \( b \), suppose \( b_j \to b \) and let \( \omega_{b_j,s_j}^{(1)}(S) = \chi r S dt + \omega_{b_j}^{(1)}(S), \omega_{b_j,s_j}^{(1)}(S) = \chi r S dt + \omega_{b_j}^{(1)}(S) \) and \( e_j(S) = \omega_{b_j,s_j}^{(1)}(S) - \omega_{b_j,s_j}^{(1)}(S) = \omega_{b_j}^{(1)}(S) - \omega_{b_j}^{(1)}(S) \), we find

\[
\tilde{W}_{b_j,\gamma}(0)e_j(S) = (\tilde{W}_{b_j,\gamma}(0) - \tilde{W}_{b_j,\gamma}(0)) (\omega_{b_j}^{(1)}(S) + \chi r S dt) \in |b - b_j| H^{-1/2}_{b} X.
\]

As \( \tilde{W}_{b,\gamma}(0)|_{ann(f_1, \ldots, f_k)} : \text{ann}\{f_1, \ldots, f_k\} \to H^{-1/2}_{b} X \) is invertible, it follows that \( e_j(S) \) is of size \( O_{H^{-3/2}_{b}}(b - b_j) \). This completes the proof of the continuity.

The proofs for dual zero modes \( \bar{\omega}_{b,s}^{(1)}(S) \) are analogous where we use

\[
\ker \tilde{W}_{b,\gamma}(0) \cap H^{-1/2}_{b} X = \ker \tilde{f}_{b,\gamma}(0) \cap H^{-1/2}_{b} X = \{0\}.
\]

It remains to derive the expressions in (9.4.5). Since

\[
\delta_{g_0} G_{g_0} \delta_{g_0} (r S(\mu_{b_0} dt_0 - dr)) = \frac{Q_0^2}{\rho^3} S(\mu_{b_0} dt_0 - dr) \in Q_b^2 H^{-3/2}_{b} X,
\]

we have

\[
\tilde{W}_{b_0,\gamma}(0)(\omega_{b_0,s}^{(1)}(S) - r S(\mu_{b_0} dt_0 - dr)) = O_{H^{-3/2}_{b}} + O_{H^{-3/2}_{b}} X_{i}(\gamma) |Q_0|^2.
\]

Since the right-hand side of the above equation is of scalar type \( l = 1 \) and \( \tilde{W}_{b_0,\gamma}(0) - 1 \) restricted in scalar type \( l = 1 \) 1-form spaces exists with norm of size \( O(1) \) (see Remark 9.0.4), it follows that

\[
\omega_{b_0,s}^{(1)}(S) - r S(\mu_{b_0} dt_0 - dr) = O_{H^{-3/2}_{b}}(\gamma + |Q_0|^2).
\]

Now we are ready to discuss (dual) generalized zero modes which have less decay rate in \( r \) at infinity for fixed \( t_{b,*} \) and grow linearly in \( t_{b,*} \). In the course of the proof, we will find that they are asymptotic to Lorentz boosts.

**Proposition 9.4.2.** For \( b = (m, a, Q) \) near \( b_0 = (m_0, 0, Q_0) \), there exists continuous (in \( b \)) families

\[
b \mapsto \omega_{b,s}^{(1)}(S) \in \ker \tilde{W}_{b,\gamma} \cap Poly^1_0(t_{b,*}) H^{-3/2}_{b} X,
\]

\[
b \mapsto \bar{\omega}_{b,s}^{(1)}(S) \in \ker \tilde{W}_{b,\gamma} \cap Poly^1_0(t_{b,*}) H^{-5/2}_{b} X,
\]

depending linearly on \( S \in S_1 \), such that

\[
\delta^*_y \omega_{b,s}^{(1)}(S) \in Poly^1_0(t_{b,*}) H^{-3/2}_{b} X_{scT^* X},
\]

\[
G_{g_0} \delta^*_y \bar{\omega}_{b,s}^{(1)}(S) \in Poly^1_0(t_{b,*}) H^{-5/2}_{b} X_{scT^* X}.
\]
Moreover, the leading terms of $\hat{\omega}_{b,s_1}(S)$ are given by

$$\hat{\omega}_{b,s_1}^{(1)}(S) - (tdx^i - x^i dt) \in \text{Poly}^1(t_{b,*})\bar{H}_b^{\infty,-3/2-}(\bar{X}), \quad r \gg 1 \quad (9.4.10)$$

where $S = x^i/r$.

For later use, we further determine the leading term of $\hat{\omega}_{b,s_1}(S)$

$$\hat{\omega}_{b,s_1}(S) = (t_0 - r)\omega_{b,s_1}(S) - rS(\mu_b dt_0 - dr) + m_0 S(dt_0 + dr) + d \left( 2m_0 \left( 2m_0 + (m_0 - r) \log \left( \frac{r}{m_0} \right) \right) S \right) + O_{H_b^{\infty,-1/2-}}(\bar{X})(\gamma + |Q_0|^2). \quad (9.4.11)$$

Proof. We make the ansatz

$$\hat{\omega}_{b,s_1}(S) = t_{\chi_0} \omega_{b,s_1}(S) + \hat{\omega}_{b,s_1}(S) \quad (9.4.12)$$

with $\hat{\omega}_{b,s_1}(S) \in \bar{H}_b^{\infty,-5/2-}(\bar{X})$ to be determined. Our aim is to find

$$\hat{\omega}_{b,s_1} \in \ker W_{b,\gamma} \cap \text{Poly}^1(t_{b,*})\bar{H}_b^{\infty,5/2-}(\bar{X})$$

such that $\delta_{g_0}^* \hat{\omega}_{b,s_1}(S) \in \text{Poly}^1(t_{b,*})\bar{H}_b^{\infty,-1/2-}(\bar{X})$. To this end, since

$$t_{\chi_0} - t_{b,*} \in A^{-1}(\bar{X}) \quad \text{and} \quad \delta_{g_0}^* \omega_{b,s_1} \in \bar{H}_b^{\infty,1/2-}(\bar{X}),$$

it suffices to solve the following two equations for $\hat{\omega}_{b,s_1}(S) \in \bar{H}_b^{\infty,-5/2-}(\bar{X})$

$$[\delta_{g_0}^*, t_{\chi_0}]\omega_{b,s_1}(S) + \delta_{g_0}^* \hat{\omega}_{b,s_1}(S) \in \bar{H}_b^{\infty,-1/2-}(\bar{X}), \quad (9.4.13)$$

$$\bar{W}_{b,\gamma}(0) \hat{\omega}_{b,s_1}(S) = -[W_{b,\gamma}, t_{\chi_0}] \omega_{b,s_1}(S). \quad (9.4.14)$$

We first analyze (9.4.13). Since

$$[\delta_{g_0}^*, t_{\chi_0}]\omega_{b,s_1}(S) = dt_{\chi_0} \otimes_s \omega_{b,s_1}(S),$$

we further make the ansatz

$$\hat{\omega}_{b,s_1}(S) = -\omega_{b,s_1}^{(1)}(S) + \hat{\omega}_{b,s_1}(S) \in \bar{H}_b^{\infty,-5/2-}(\bar{X}). \quad (9.4.15)$$

with $\hat{\omega}_{b,s_1}(S) \in \bar{H}_b^{\infty,-3/2-}(\bar{X})$ to be determined. Therefore, using $\omega_{b,s_1}(S) = \chi d(rS) + \bar{H}_b^{\infty,-1/2-}(\bar{X})$ and (9.4.3), it follows that

$$[\delta_{g_0}^*, t_{\chi_0}] \omega_{b,s_1}(S) + \delta_{g_0}^* \hat{\omega}_{b,s_1} \in \bar{H}_b^{\infty,-1/2-}(\bar{X})$$
and the requirement (9.4.13) is satisfied with the choice of $\omega_{b,s}(S)$ defined as in (9.4.15).

Next we solve (9.4.14) to determine $\dot{\omega}_{b,s}(S)$ in (9.4.15). We rewrite (9.4.14) as

$$\dot{W}_{b,\gamma}(0)\dot{\omega}_{b,s}(S) = \bar{W}_{b,\gamma}(0)\omega_{b,s}(S) - [\dot{W}_{b,\gamma}, t_{\chi_0}]\dot{\omega}_{b,s}(S) = \tilde{\delta}_{g_b,\gamma}G_{g_b} \left( \delta^*_{g_b,\omega_{b,s}(S)} - \delta^*_{g_b, t_{\chi_0}} \omega_{b,s}(S) \right) - \bar{\delta}_{g_b,\gamma, t_{\chi_0}}G_{g_b}\delta^*_{g_b,\omega_{b,s}(S)}(S) \in \bar{H}^{1/2}_{b}(\bar{X})$$

(9.4.16)

where we use $\delta_{g_b,\gamma} \in \rho \text{Diff}_b^1, \delta^*_{g_b,\omega_{b,s}(S)} - \delta^*_{g_b, t_{|_{\chi_0}}\omega_{b,s}(S)} \in \bar{H}^{-1/2}_{b}(\bar{X})$ and

$$\delta^*_{g_b,\omega_{b,s}(S)} \in \bar{H}^{1/2}_{b}(\bar{X}), \quad \bar{\delta}_{g_b,\gamma, t_{\chi_0}} \in \mathcal{A}^0(\bar{X}).$$

Since $\ker \bar{W}_{b,\gamma}(0)^* \cap \bar{H}^{-1/2}_{b}(\bar{X}) = \{0\}$, we can solve the above equation (9.4.16) for $\dot{\omega}_{b,s}(S) \in \bar{H}^{-3/2}_{b}(\bar{X})$, which is unique modulo $\ker \bar{W}_{b,\gamma}(0) \cap \bar{H}^{-3/2}_{b}(\bar{X})$. We then define

$$\dot{\omega}_{b,s}(S) := \dot{t}_{\chi_0}\omega_{b,s}(S) - \omega_{b,s}(S) + \dot{\omega}_{b,s}(S)$$

where $\dot{\omega}_{b,s}(S)$ is in the orthogonal complement $(\ker \bar{W}_{b,\gamma}(0) \cap \bar{H}^{-3/2}_{b}(\bar{X}))^\perp$ and thus uniquely determined by $S$ and $b$. As a result, we have for $r \gg 1$

$$\dot{\omega}_{b,s}(S) = t\omega_{b,s}(S) - \chi r S dt + \bar{H}^{-3/2}_{b}(\bar{X}) = t d(r S) - r S dt + \text{Poly}(t, b_\gamma) \bar{H}^{-3/2}_{b}(\bar{X}).$$

Finally, the continuity in $b$ follows in the same way as in the proof of Lemma 9.4.1.

The proof for $\dot{\omega}_{b,s}(S)$ is completely analogous.

It remains to derive the expressions in (9.4.11). For the simplicity of calculation, now we let $\tilde{t} = t_0 - r$ and make the ansatz

$$\dot{\omega}_{b_0,s}(S) = \tilde{t}\omega_{b_0,s}(S) - \omega_{b_0,s}(S) + \dot{\omega}_{b_0,s}(S).$$

Our aim is to solve the following equation for $\dot{\omega}_{b_0,s}(S) \in \bar{H}^{-3/2}_{b}(\bar{X})$.

$$\bar{W}_{b_0,\gamma}(0)\dot{\omega}_{b_0,s}(S) = -[\bar{W}_{b_0,\gamma}, \tilde{t}]\omega_{b_0,s}(S) = \frac{1}{2} [\Box_{g_{b_0}}, \tilde{t}] \omega_{b_0,s}(S) + \mathcal{O}_{\bar{H}^{-\infty}_{b}(\bar{X})}(\gamma)$$

$$= S\left( \frac{m_0}{r^2} - \frac{Q_0^2}{r^4} \right) dt_0 + \frac{Q_0^2}{r^4} dS + \mathcal{O}_{\bar{H}^{-3/2}_{b}(\bar{X})}(\gamma) + |Q_0|^2$$

(9.4.17)

where we use $[\Box_{g_{b_0}}, \tilde{t}] = \Box_{g_{b_0}} \frac{\partial}{\partial t_0} + 2\nabla^\alpha \frac{\partial}{\partial \nabla_\alpha} \in \rho^2 \text{Diff}_b^1$ and (9.3.4) in the last step. A direct calculation implies

$$\bar{W}_{b_0,\gamma}(0)m_0(dt_0 + dr) = \delta_{g_{b_0}} G_{g_{b_0}} \delta^*_{g_{b_0}} m_0(dt_0 + dr) + \mathcal{O}_{\bar{H}^{-\infty}_{b}(\bar{X})}(\gamma)$$

$$= S\left( \frac{m_0}{r^2} + \frac{m_0 Q_0^2}{r^4} \right) dt_0 + \left( \frac{3m_0}{r^2} - \frac{3m_0^2}{r^4} + \frac{m_0 Q_0^2}{r^4} \right) dr + \frac{m_0}{r} (-2 + \frac{2m_0}{r} - \frac{2Q_0^2}{r^2}) dS + \mathcal{O}_{\bar{H}^{-\infty}_{b}(\bar{X})}(\gamma).$$
Then
\[
\hat{W}_{b_0, \gamma}(0) \left( \tilde{\omega}_{b_0, s_1}(S) - m_0(dt_0 + dr) \right)
\]
\[
= S \left( - \frac{3m_0}{r^2} + \frac{2m_0^2}{r^3} \right) dr + \frac{m_0}{r} (3 - \frac{m_0}{r}) dS + O_{H^0_{b} \sim \frac{3}{2} - \langle \cdot \rangle} (\gamma + |Q_0|^2)
\]
\[
= d \left( \frac{3m_0}{r} - \frac{m_0^2}{r^2} S \right) + O_{H^0_{b} \sim \frac{3}{2} - \langle \cdot \rangle} (\gamma + |Q_0|^2)
\]

Meanwhile, with \( u = 2m_0 \left( 2m_0 + (m_0 - r) \log(r/m_0) \right) \), we have
\[
\hat{W}_{b_0, \gamma}(0) du = \frac{1}{2} d\delta_{g_0} du - \text{Ric}(g_0)_\alpha^\beta (du)_\beta + F_{g_0} G_{g_0} du
\]
\[
= d \left( \frac{3m_0}{r} - \frac{m_0^2}{r^2} S \right) + O_{H^0_{b} \sim \frac{3}{2} - \langle \cdot \rangle} (\gamma + |Q_0|^2).
\]

Therefore, we obtain
\[
\hat{W}_{b_0, \gamma}(0) \left( \tilde{\omega}_{b_0, s_1}(S) - m_0(dt_0 + dr) - du \right) = O_{H^0_{b} \sim \langle \cdot \rangle} (|Q_0|^2 + \gamma).
\]

Since the right-hand side of the above equation is of scalar type \( l = 1 \) and \( \hat{W}_{b_0, \gamma}(0)^{-1} \) restricted in scalar type \( l = 1 \) 1-form spaces exists with norm of size \( O(1) \) (see Remark 9.0.4), it follows that
\[
\tilde{\omega}_{b_0, s_1}(S) - m_0(dt_0 + dr) - du = O_{H^0_{b} \sim \langle \cdot \rangle} (\gamma + |Q_0|^2). \]
Therefore, (9.4.11) follows from the combination of this fact and (9.4.5).
Chapter 10

Modes of the linearized gauge-fixed Einstein-Maxwell system

In this section, we will discuss the modes of the linearized gauge-fixed Einstein-Maxwell system

$$L_{(g_0, A_0), \gamma}(\dot{g}, \dot{A}) = (2L_E^{E}_{(g_0, A_0), \gamma}(\dot{g}, \dot{A}), L_M^{M}_{(g_0, A_0), \gamma}(\dot{g}, \dot{A})) = 0$$

(10.0.1)

where

$$L_E^{E}_{(g_0, A_0), \gamma}(\dot{g}, \dot{A}) = D_{g_0} \text{Ric}(\dot{g}) - 2D_{(g_0, dA_0)}T(\dot{g}, d\dot{A}) + \tilde{\delta}_{g_0, \gamma} \tilde{\delta}_{g_0, \gamma} G_{g_0} \dot{g} = 0,$$

(10.0.2)

$$L_M^{M}_{(g_0, A_0), \gamma}(\dot{g}, \dot{A}) = D_{(g_0, A_0)}(\delta_{\gamma} dA)(\dot{g}, \dot{A}) + d\delta_{g_0, \gamma} = 0.$$

(10.0.3)

on the RN metric and 4-electromagnetic potential, i.e., the case $b = b_0 = (m_0, 0, Q_0), |Q_0| \ll m_0$.

For the brevity of notation, we rewrite the Lie derivative of a 1-form $\omega$ with respect to the vector field $X$ as

$$\tilde{L}_\omega X := L_X \omega$$

and put

$$L_{b, \gamma} := L_{(g_0, A_0), \gamma}, \quad L_E^{E}_{b, \gamma} := L_E^{E}_{(g_0, A_0), \gamma}, \quad L_M^{M}_{b, \gamma} := L_M^{M}_{(g_0, A_0), \gamma}.$$

(10.0.4)

For the various spaces in this section, for instance, $H^s(L(\dot{X}; E), L^s(L(\dot{X}; E), A(\dot{X}; E), \text{etc.}$, where $E \to \dot{X}$ is a vector bundle over $\dot{X}$, we will drop the notation $E$ of the bundle if it it clear from the context.

We shall prove that $L_{b_0, \gamma}$ has no non-zero modes in the closed upper half plane for RN metric and 4-electromagnetic potential $(g_{b_0}, A_{b_0})$ (we note that the same result for slowly rotating KN is
nontrivial and will be discussed in detail in next section). Moreover, we will describe the space of zero modes and generalized zero modes (with linearly growth in $t_{b,*}$) of $L_{b,\gamma}$ for both RN case and slowly rotating KN case.

10.1 Modes in the closed upper half plane

Let $(g_b, A_b)$ be the KN metric and 4-electromagnetic potential with $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$ and the linearized gauge-fixed Einstein-Maxwell operator $L_{b,\gamma} : \hat{H}_b^{s,\ell}(\bar{X}; S^{2scT^*}\bar{X} \oplus scT^*\bar{X}) \to \hat{H}_b^{s,\ell}(\bar{X}; S^{2scT^*}\bar{X} \oplus scT^*\bar{X})$ be defined as in (10.0.4), (10.0.1), (10.0.2) and (10.0.3). In the definition of $\tilde{\delta}_{g_b,\gamma}, \tilde{\delta}_{g,\gamma}$ (see (4.3.28), (4.3.26) and (4.3.27)), $c$ is defined as in (9.0.7) and $\gamma \in (0, \min\{\gamma_0, \tilde{\gamma}_0\})$ where $\gamma_0, \tilde{\gamma}_0$ are as in Theorem 9.1.4 and 9.2.5 respectively. We also note that we consider the weakly charged case, namely, $|Q_b| \ll m_0$ (more precisely, $|Q_0| \leq C(\gamma)$ for some small constant $C(\gamma)$). As in the previous sections, we define the Fourier-transformed operator

$$\hat{L}_{b,\gamma}(\sigma) := e^{i\sigma t_{b,*}} L_{b,\gamma} e^{-i\sigma t_{b,*}}$$

(10.1.1)

using the function $t_{b,*} = \chi_0(r)(t + r_{b,o,*}) + (1 - \chi_0(r))(t - r_{(m,0,0),*})$ defined in (4.2.17).

**Theorem 10.1.1.** Let $(g_{b_0}, A_{b_0})$ be the RN metric and 4-electromagnetic potential where $b_0 = (m_0, 0, Q_0)$ with $|Q_0| \ll m_0$. Then the Fourier-transformed operator $\hat{L}_{b_0,\gamma}(\sigma)$ satisfies the following statements:

1. If $\text{Im} \sigma > 0$ and $\sigma \neq 0$,

$$\hat{L}_{b_0,\gamma}(\sigma) : \{ (\tilde{g}, \tilde{A}) \in H_0^{s,\ell}(\tilde{X}; S^{2scT^*}\tilde{X} \oplus scT^*\tilde{X}) : \hat{L}_{b_0,\gamma}(\sigma)(\tilde{g}, \tilde{A}) \in H_b^{s,\ell+1}(\bar{X}; S^{2scT^*}\bar{X} \oplus scT^*\bar{X}) \}$$

$$\to \hat{H}_b^{s,\ell+1}(\bar{X}; S^{2scT^*}\bar{X} \oplus scT^*\bar{X})$$

(10.1.2)

is invertible for $s > 3, \ell < -\frac{1}{2}$ and $s + \ell > -\frac{1}{2}$.

2. If $s > 3$ and $-\frac{3}{2} < \ell < -\frac{1}{2}$, then stationary operator

$$\hat{L}_{b_0,\gamma}(0) : \{ (\tilde{g}, \tilde{A}) \in H_0^{s,\ell}(\tilde{X}; S^{2scT^*}\tilde{X} \oplus scT^*\tilde{X}) : \hat{L}_{b_0,\gamma}(0)(\tilde{g}, \tilde{A}) \in H_b^{s-1,\ell+2}(\bar{X}; S^{2scT^*}\bar{X} \oplus scT^*\bar{X}) \}$$

$$\to \hat{H}_b^{s-1,\ell+2}(\bar{X}; S^{2scT^*}\bar{X} \oplus scT^*\bar{X})$$

(10.1.3)

has 8-dimensional kernel and cokernel.
The second statement also holds for the weakly charged and slowly rotating KN metric and 4-electromagnetic potential \((g_b, A_b)\) with \(b = (m, a, Q)\) near \(b_0 = (m_0, 0, Q_0)\). Concretely, we have

\[
\mathcal{K}_b := \ker \widehat{L}_{b, \gamma}(0) \cap \dot{H}^\infty_{b,-1/2}(-X) = \{(\dot{g}_{b,s_0}, \dot{A}_{b,s_0}) : S \in S_1\} \quad (10.1.4)
\]

\[
\mathcal{K}_b^* := \ker \widehat{L}_{b, \gamma}(0)^* \cap \dot{H}^\infty_{b,-1/2}(-X) = \{(\dot{g}_{b,s_0}^*, \dot{A}_{b,s_0}^*) : S \in S_1\} \quad (10.1.5)
\]

where

\[
(\dot{g}_{b,s_0}, \dot{A}_{b,s_0}) = (\dot{g}_b(m, 0, Q) + 2\delta_{g_b} \dot{\omega}_{b,s_0}, \dot{A}_b(0, 0, Q) + \tilde{L}_{A_b} \dot{\omega}_{b,s_0} + d\phi_{b,s_0}), \quad m, Q \in \mathbb{R},
\]

\[
(\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S)) = (2\delta_{g_b}^* \omega_{b,s_1}(S), 4\tilde{L}_{A_b}(\omega_{b,s_1}(S))^2 + d\phi_{b,s_1}(S)),
\]

\[
(\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V)) = (\dot{g}_b(0, \dot{a}, 0) + 2\delta_{g_b}^* \dot{\omega}_{b,v_1}(V), \dot{A}_b(0, \dot{a}, 0) + \tilde{L}_{A_b}(\dot{\omega}_{b,v_1}(V))^2 + d\phi_{b,v_1}(V)),
\]

and

\[
(\dot{g}_{b,s_0}^*, \dot{A}_{b,s_0}^*) = c_1 (2G_{g_b} \delta_{g_b}^* \omega_{b,s_0}^*, 4\tilde{L}_{A_b}(\omega_{b,s_0}^*)^2 + d\phi_{b,s_0}^*) + c_2(0, \delta(r - r_b)dr), \quad c_1, c_2 \in \mathbb{R},
\]

\[
(\dot{g}_{b,s_1}^*(S), \dot{A}_{b,s_1}^*(S)) = (2G_{g_b} \delta_{g_b}^* \omega_{b,s_1}^*(S), 4\tilde{L}_{A_b}(\omega_{b,s_1}^*(S))^2 + d\phi_{b,s_1}^*(S)),
\]

\[
(\dot{g}_{b,v_1}^*(V), \dot{A}_{b,v_1}^*(V)) = (2G_{g_b} \delta_{g_b}^* \omega_{b,v_1}^*(V), 4\tilde{L}_{A_b}(\omega_{b,v_1}^*(V))^2 + d\phi_{b,v_1}^*(V))
\]

with \(\omega_{b,s_1}(S), \omega_{b,s_0}^*\) and \(\omega_{b,s_1}^*(S), \omega_{b,v_1}^*(V)\) defined as in (9.3.1), (9.3.2) and (9.3.8).

Moreover, we have

\[
(\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S)), \quad (\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V)) \in \dot{H}^\infty_{b,-1/2}(-X),
\]

and the maps \(b \mapsto (\dot{g}_b(\bullet), \dot{A}_b(\bullet))\) and \(b \mapsto (\dot{g}_b^*(\bullet), \dot{A}_b^*(\bullet))\) can be chosen to be continuous in \(b\) with values in the respective spaces.

For later use, we further determine the leading term of \((\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V))\)

\[
\dot{g}_{b,v_1}(V) = \left((\frac{4m_0}{r} + \frac{2Q_0^2}{r^2})dt_0 + \frac{4m_0}{r - (m_0 - \sqrt{m_0^2 - Q_0^2})}dr\right) \otimes s V + O_{\dot{H}^\infty_{b,-1/2}(-\ddot{X})(\gamma)},
\]

\[
\dot{A}_{b,v_1}(V) = O_{\dot{H}^\infty_{b,-1/2}(-\ddot{X})(|Q_0|)}.
\]
Remark 10.1.2. In the course of the proof of the above theorem, we will find that the zero modes in $K_b$ satisfy both the linearized Einstein-Maxwell system and the linearized generalized wave map gauge and Lorenz gauge conditions.

Proof of Theorem 10.1.1. We first analyze the RN case $b = b_0$ and write $(g, A) = (g_{b_0}, A_{b_0})$. Suppose $L_{b_0, \gamma}(\sigma)(\hat{g}, \hat{A}) = 0$. Then by Proposition 5.3.1, $(\hat{g}, \hat{A}) \in \bar{H}_{b_0}^{-1/2, -1}(X)$. In view of (10.0.3), applying $\delta_g$ to $L_{b_0, \gamma}^M e^{-i\sigma t_{b_0}} \cdot (\hat{g}, \hat{A}) = 0$ yields

$$\delta_g d(\delta_g e^{-i\sigma t_{b_0}} \cdot \hat{A}) = 0.$$  

Since $\hat{A} \in \bar{H}_{b_0}^{-1/2, -1}(X; \mathbb{C})$, we obtain that $\delta_g(e^{-i\sigma t_{b_0}} \cdot \hat{A})$ is a mode. More precisely, we have

$$\delta_g(e^{-i\sigma t_{b_0}} \cdot \hat{A}) \in \begin{cases} e^{-i\sigma t_{b_0}} \cdot \bar{H}_{b_0}^{-1/2, -1}(X; \mathbb{C}) & \text{if } \sigma \neq 0, \\ \bar{H}_{b_0}^{-1/2, -1}(X; \mathbb{C}) & \text{if } \sigma = 0. \end{cases}$$

By Theorem 8.0.1, it follows that

$$\delta_g(e^{-i\sigma t_{b_0}} \cdot \hat{A}) = 0, \quad (10.1.13)$$

and thus $e^{-i\sigma t_{b_0}} \cdot (\hat{g}, \hat{A})$ is a mode solution to the Maxwell part of the linearized Einstein-Maxwell system. Applying $\delta_g G_g$ to $L_{b_0, \gamma} E e^{-i\sigma t_{b_0}} \cdot (\hat{g}, \hat{A}) = 0$ and using the linearized second Bianchi identity (see the discussion around (7.1.11) and (7.1.12)) give

$$\delta_g G_g \hat{\delta}_g \gamma (\delta_g, \gamma G_g e^{-i\sigma t_{b_0}} \cdot \hat{g}) = 0,$$

Again, since $\delta_g, \gamma G_g e^{-i\sigma t_{b_0}} \cdot \hat{g}$ is a mode in the same way as $\delta_g(e^{-i\sigma t_{b_0}} \cdot \hat{A})$, it follows from Theorem 9.1.4 that

$$\hat{\delta}_g, \gamma G_g e^{-i\sigma t_{b_0}} \cdot \hat{g} = 0, \quad (10.1.14)$$

and thus $e^{-i\sigma t_{b_0}} \cdot (\hat{g}, \hat{A})$ is a mode solution to the linearized Einstein-Maxwell system.

- The case $\text{Im} \sigma \geq 0, \sigma \neq 0$. Then we apply the mode stability result Theorem 7.0.1 and find that

$$e^{-i\sigma t_{b_0}} \cdot (\hat{g}, \hat{A}) = (2\delta_g \gamma \omega, \mathcal{L}_\omega \hat{A} + d\phi) \quad (10.1.15)$$

where $(\omega, \phi) = e^{-i\sigma t_{b_0}} \cdot (\omega_0, \phi_0) \in e^{-i\sigma t_{b_0}} \cdot \bar{H}_{b_0}^{\ell'}(X; \mathbb{C})$ with $\ell' < -1/2$. Plugging (10.1.15) into the equation (10.1.14), we find

$$\mathcal{W}_{b_0, \gamma}(\sigma) \omega_0 = 0,$$
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and thus $\omega_0 = 0$ by Theorem 9.2.5. We then plug (10.1.15) with $\omega = 0$ into the equation (10.1.13) and obtain

$$\widehat{\Box_g}(\sigma)\phi_0 = 0.$$ 

Therefore, we have $\phi_0 = 0$ by Theorem 8.0.1. This proves the injectivity of $\widehat{L_{b_0,\gamma}}(\sigma)$ for $\text{Im} \sigma \geq 0, \sigma \neq 0$, and the surjectivity follows from the fact that $\widehat{L_{b_0,\gamma}}(\sigma)$ is Fredholm of index 0.

• Scalar type $l \geq 2$ or vector type $l \geq 2$ zero modes. We apply the mode stability result Theorem 7.0.1 and find that

$$(\dot{g}, \dot{A}) = (2\delta^*_g \omega, \mathcal{L}_{\omega^*} A + d\phi)$$

(10.1.16)

where $(\omega, \phi) \in \tilde{H}_{b}^{\infty,-3/2-}(\bar{X}; \mathcal{F}_{T^*X} \oplus \mathbb{C})$. Plugging (10.1.16) into the equation (10.1.14), we find

$$\widehat{W_{b_0,\gamma}}(0)\omega = 0.$$ 

Since $\omega \in \tilde{H}_{b}^{\infty,-3/2-}(\bar{X})$ is of scalar or vector type $l \geq 2$, it follows that $\omega = 0$ by Theorem 9.2.5 and Proposition 9.3.1. We then plug (10.1.16) with $\omega = 0$ into the equation (10.1.13) and obtain

$$\widehat{\Box_g}(0)\phi = 0.$$ 

Again, since $\phi \in \tilde{H}_{b}^{\infty,-3/2-}(\bar{X})$ with vector or scalar type $l \geq 2$, we conclude that $\phi = 0$ by Theorem 8.0.1 and Proposition 8.1.1. This proves the injectivity of $\widehat{L_{b_0,\gamma}}(0)$ when restricted on scalar or vector type $l \geq 2$ modes.

• Scalar type $l = 1$ zero modes. As in the previous case (scalar or vector $l \geq 2$ case), we find that

$$(\dot{g}, \dot{A}) = (2\delta^*_g \omega, \mathcal{L}_{\omega^*} A + d\phi)$$

where $(\omega, \phi) \in \tilde{H}_{b}^{\infty,-3/2-}(\bar{X}; \mathcal{F}_{T^*X} \oplus \mathbb{C})$ and satisfies first

$$\widehat{W_{b_0,\gamma}}(0)\omega = 0.$$ 

Since $\omega \in \tilde{H}_{b}^{\infty,-3/2-}(\bar{X})$ is of scalar type $l = 1$, in view of Proposition 9.3.1 we see that

$$\omega = \omega_{b_0,s_1}(S) \quad \text{for some} \quad S \in S_1$$

(10.1.17)
where \( \omega_{b_0,s_1}(S) \) is defined as in (9.3.1). We then plug \( \dot{A} = L_{\omega^4} A + d\phi \) and (10.1.17) into the equation (10.1.13) and obtain

\[
-\hat{\delta}_g(0) \phi = -\delta_g \mathcal{L}_A(\omega_{b_0,s_1}(S))^t \in \mathcal{Q}_0 \mathcal{H}^{\infty,3/2-}(\tilde{X})
\]

where we use \( \delta_g \in \rho \text{Diff}^1_b \) and \( \mathcal{L}_{(\cdot)^t} A \in \rho^2 \text{Diff}^1_b \) (see (A.6.4)). Owing to Theorem 8.0.1 and the fact that \( \ker \hat{\delta}_g(0) \cap \mathcal{H}^{\infty,-3/2-}(\tilde{X}) \) restricted to scalar type \( l = 1 \) spaces is 0, there exists a unique \( \phi \in \mathcal{H}^{\infty,-1/2-}(\tilde{X}) \), which we denote by \( \phi_{b_0,s_1}(S) \), such that the above equation holds.

Therefore, the scalar type \( l = 1 \) nullspace of \( \hat{L}_{b_0,\gamma}(0) \) is 3-dimensional. We also note that \( \phi_{b_0,s_1}(S) \) is of size \( \mathcal{O}_{\mathcal{H}^{\infty,-1/2-}(\tilde{X})}(|\mathcal{Q}_0|) \) and thus \( \hat{A}_{b_0,s_1}(S) = \mathcal{O}_{\mathcal{H}^{\infty,-1/2-}(\tilde{X})}(|\mathcal{Q}_0|) \). In view of (9.3.3), we see that \( \dot{g}_{b_0,s_1}(S) = 2\delta_g^* \omega_{b_0,s_1}(S) \in \mathcal{H}^{\infty,1/2-}(\tilde{X}; S^{2\hat{\omega}T^*} \tilde{X}) \).

- **Scalar type \( l = 0 \) zero modes.** If \( (\dot{g}, \dot{A}) \) is of scalar type \( l = 0 \), by Theorem 7.0.1 we have

\[
(\dot{g}, \dot{A}) = (\dot{g}_{b_0}(\hat{\mathfrak{m}}, 0, \dot{Q}) + 2\delta_g^* \omega, \dot{A}_{b_0}(0, 0, \dot{Q}) + L_{\omega^4} A + d\phi)
\]

where \( (\omega, \phi) \in \mathcal{H}^{\infty,-3/2-}(\tilde{X}; \hat{\omega}T^* \tilde{X} \oplus \mathbb{C}) \). Plugging (10.1.18) into (10.1.14), it follows that

\[
2\hat{W}_{b_0,\gamma}(0)\omega = -\delta_{g,\gamma} G_g \dot{g}_{b_0}(\hat{\mathfrak{m}}, 0, \dot{Q}) \in \mathcal{H}^{\infty,1/2-}(\tilde{X}).
\]

In view of Theorem 9.2.5, \( \ker \hat{W}_{b_0,\gamma}(0)^* \cap \mathcal{H}^{\infty,-1/2+}(\tilde{X}; \hat{\omega}T^* \tilde{X}) = \{0\} \). Therefore, we can solve the above equation for \( \omega \in \mathcal{H}^{\infty,-3/2-}(\tilde{X}) \) which is of scalar type \( l = 0 \) and unique modulo \( \langle \partial_t \rangle \). However, since \( \delta_g^* \partial_t^* = 0 \) and \( L_{\partial_t} A = 0 \), a multiple of \( \partial_t^* \) does not change \( \dot{g} \) and the equation for \( \phi \) below. This implies \( \omega \) is unique and we denote it by \( \tilde{\omega}_{b_0,s_0} \). Then we plug

\[
\dot{A} = \dot{A}_{b_0}(0, 0, \dot{Q}) + L_{\omega^4} A + d\phi \quad \text{and} \quad \omega = \tilde{\omega}_{b_0,s_0}
\]

into the equation (10.1.13) and obtain

\[
-\hat{\delta}_g(0) \phi = -\delta_g \dot{A}_{b_0}(0, 0, \dot{Q}) - \delta_g L_{\omega^4} A \in \mathcal{H}^{\infty,1/2-}(\tilde{X})
\]

By Theorem 8.0.1, we have \( \ker \hat{\delta}_g(0)^* \cap \mathcal{H}^{\infty,-1/2+}(\tilde{X}; \mathbb{C}) = \{0\} \). Therefore, we can solve the above equation for \( \phi \in \mathcal{H}^{\infty,-3/2-}(\tilde{X}; \mathbb{C}) \) which is of scalar type \( l = 0 \) and unique modulo \( \langle 1 \rangle \). Again, adding a constant to \( \phi \) make no change to \( \dot{A} \), which means that \( \phi \) is unique. We then denote this unique \( \phi \) by \( \phi_{b_0,s_0} \). This proves that the scalar type \( l = 0 \) kernel of \( \hat{L}_{b_0,\gamma}(0) \) is 2-dimensional.
Vector type $l = 1$ zero modes. If $(\dot{g}, \dot{A})$ is of vector type $l = 1$, by Theorem 7.0.1 we have

$$\langle \dot{g}, \dot{A} \rangle = (\dot{g}_{b_0}(0, \dot{a}, 0) + 2\delta_g^* \omega, \dot{A}_{b_0}(0, \dot{a}, 0) + \mathcal{L}_{\omega^*} A + d\phi) \quad \text{(10.1.19)}$$

where $(\omega, \phi) \in \tilde{H}_b^{-\infty,-3/2-}(\mathbb{H}; \mathbb{C})$. Plugging (10.1.19) into (10.1.14), it follows that

$$2\tilde{W}_{b_0,\gamma}(0)\omega = -\delta_{b_0,\gamma} G_g \dot{g}_{b_0}(0, \dot{a}, 0) \in \tilde{H}_b^{-\infty,3/2-}(\mathbb{H}).$$

In view of Theorem 9.2.5, there exists a unique $\omega \in \tilde{H}_b^{-\infty,-1/2-}(\mathbb{H}; \mathbb{C})$ of vector type $l = 1$ satisfying the above equation. We then denote this unique $\omega$ by $\dot{\omega}_{b_0,v}(V)$. Therefore, we have $\dot{g}_{b_0,v}(V) \in \tilde{H}_b^{-\infty,1/2-}(\mathbb{H})$. Plugging $\dot{A} = \dot{A}_{b_0}(0, \dot{a}, 0) + \mathcal{L}_{\omega^*} A + d\phi$ and $\omega = \dot{\omega}_{b_0,v}$ into the equation (10.1.13), we obtain that

$$-\tilde{\mathcal{L}}_g(0)\phi = -\delta_g \dot{A}_{b_0}(0, \dot{a}, 0) - \delta_g \tilde{\mathcal{L}}_A (\dot{\omega}_{b_0,v}(V))^\# \in \mathcal{Q}_0 \tilde{H}_b^{-\infty,3/2-}(\mathbb{H}).$$

By Theorem 8.0.1, there exists a unique $\phi \in \tilde{H}_b^{-\infty,-1/2-}$ of vector type $l = 1$ satisfying the above equation. We then denote this unique $\phi$ by $\phi_{b_0,v}(V)$. Therefore, the vector $l = 1$ kernel of $\mathcal{L}_{b_0,\gamma}(0)$ is 3-dimensional. We also note that $\phi_{b_0,v}$ is of size $O_{\tilde{H}_b^{-\infty,-1/2-}(\mathbb{H}; \mathbb{C})}(|Q_0|)$, and thus $\dot{A}_{b_0,v} = O_{\tilde{H}_b^{-\infty,1/2-}(\mathbb{H}; \mathbb{C})}(|Q_0|)$.

Now we shall derive the expression for $(\dot{g}_{b_0,v}(V), \dot{A}_{b_0,v}(V))$ in (10.1.12). We write

$$\dot{g}_{b_0,v}(V) = \dot{g}_{b_0}^0(0, \dot{a}, 0) + 2\delta_g^* \omega^0.$$  

When rescaling to $|\dot{a}| = 1$ and letting $(\theta, \varphi)$ be the spherical coordinates adapted to $\dot{a}$, we can rewrite

$$\dot{g}_{b_0,v}(V) = (2(\mu_{b_0} - 1)dt_0 - 2dr) \otimes_s V + 2\delta_g^* \omega^0 \quad \text{with} \quad V = \sin^2 \theta d\varphi.$$  

Plugging $\dot{g}_{b_0,v}(V)$ into (10.1.14) yields

$$2\tilde{W}_{b_0,\gamma}(0)\omega^0 = -\tilde{\delta}_{g,\gamma} G_g \left((2(\mu_{b_0} - 1)dt_0 - 2dr) \otimes_s V\right) = -2r^{-1}V + O_{\tilde{H}_b^{-\infty}(\mathbb{H})}(\gamma).$$  

We also find that

$$\delta_g^* f(r)V = \left(1 + \frac{2m_0}{r - \left(m_0 - \sqrt{m_0^2 - Q_0^2}\right)}\right)dr \otimes_s V, \quad \delta_g G_g \delta_g^* f(r)V = -r^{-1}V.$$
with
\[ f(r) = \left( \frac{2m_0}{m_0 - \sqrt{m_0^2 - Q_0^2}} - 1 \right) r + \frac{2m_0}{(m_0 - \sqrt{m_0^2 - Q_0^2})^2} r^2 \ln \left( 1 - \frac{m_0 - \sqrt{m_0^2 - Q_0^2}}{r} \right). \]

Then it follows that
\[ 2\bar{W}_{b,\gamma}(0)(\omega^0 - f(r)V) = \mathcal{O}_{\bar{H}^{\infty,\infty,\infty}}(X)(\gamma), \]
and thus \( \omega^0 - f(r)V = \mathcal{O}_{\bar{H}^{\infty,\infty,\infty}}(X)(\gamma) \) (according to Remark 9.0.4, \( \bar{W}_{b,\gamma}(0)^{-1} \) restricted in vector type \( l = 1 \) 1-form spaces exists with norm of size \( \mathcal{O}(1) \)). This implies
\[
\dot{g}_{b,v}(V) = (2(\mu_0 - 1) dt_0 - 2 dr) \otimes_s V + 2\delta^*_b f(r)V + \mathcal{O}_{\bar{H}^{\infty,\infty,\infty}}(X)(\gamma)
= \left( \left( -\frac{4m_0}{r} + \frac{2Q_0^2}{r^2} \right) dt_0 + \frac{4m_0}{r - (m_0 - \sqrt{m_0^2 - Q_0^2}) dr} \right) \otimes_s V + \mathcal{O}_{\bar{H}^{\infty,\infty,\infty}}(X)(\gamma).
\]
(10.1.20)

Therefore, \( \dot{g}_{b,v}(V) \in \bar{H}_{b}^{\infty,1/2,-}(X; S^{2}T^{*}X). \)

- **Dual zero modes for RN and KN case.** Combining the discussion around (9.0.4), (9.0.5) and (9.0.6) with the growing dual zero modes established in §9.3, we see that
\[
(2Gg, \delta g_{b,v}^{*}(\omega_{b,s}^{*}(\bullet), 4\bar{L}_{b}(\omega_{b,s}^{*}(\bullet))^{\dagger} + d\phi_{b,s}^{*}(\bullet)) \in \ker \bar{L}_{b,\gamma}(0)^{*}
\]
provided that
\[
-\square_{g}(0)\phi_{b,s}^{*}(\bullet) = -4\delta_{b,v}(\bar{L}_{b}(\omega_{b,s}^{*}(\bullet))^{\dagger}).
\]
(10.1.21)

For \( \omega_{b,s}^{*}(\bullet) \), in view of (9.3.2), \( \delta_{b,v} \in \rho\text{Diff}^1_{b,v} \) and \( L_{b,s} \), \( A_{b} \in \rho^2\text{Diff}^1_{b,v} \), the right-hand side of (10.1.21) is in \( \bar{H}_{b}^{\infty,3/2,-}(X) \). For the case \( \phi_{b,s}^{*} \), by Theorem 8.0.1, there exists a unique \( \phi_{b,s}^{*} \in \bar{H}_{b}^{\infty,1/2,-}(X) \) such that (10.1.21) holds. We note that adding a multiple of \( H(r-r_{b,v}) \) to \( \phi_{b,s}^{*} \) still gives rise to \( A_{b,s}^{*} \in \bar{H}_{b}^{\infty,1/2,-}(X) \). For the case \( \phi_{b,s}^{*}(S) \), \( S \in S_{1} \), by Theorem 8.0.1 again, there exists a unique \( \phi_{b,s}^{*}(S) \in \bar{H}_{b}^{\infty,1/2,-}(X) \) such that (10.1.21) holds. Therefore, with the above choice of \( \phi_{b,s}^{*}(\bullet) \), we have \( A_{b,s}^{*}(\bullet) \in \bar{H}_{b}^{\infty,1/2,-}(X) \). As for \( \omega_{b,v}(V) \), according to (9.3.8), there is the right-hand side of (10.1.21) is in \( \bar{H}_{b}^{\infty,1/2,-}(X) \). Since \( \ker \square_{g}(0) \cap \bar{H}_{b}^{\infty,1/2,-}(X) = \{0\} \) by Theorem 8.0.1, (10.1.21) is solvable for \( \phi_{b,v}(V) \). More precisely, there exists a unique \( \phi_{b,v}(V) \in \bar{H}_{b}^{\infty,3/2,-}(X) \), which lies in \( \text{ann}(v) \) with \( v \in C_{c}^{\infty}(X) \) and satisfying \( \langle v, H(r-r_{b,v}) \rangle \neq 0 \), such that (10.1.21) holds, and thus \( A_{b,v} \in \bar{H}_{b}^{\infty,1/2,-}(X; \text{sc}T^{*}X) \). We also note that by
Einstein-Maxwell system, we have

\[ (2G_{\mu \nu} \delta^\mu_{\nu} \omega_{b,0}^*(\bullet), \quad 4\tilde{L}_{A_b}(\omega_{b,0}^*(\bullet))^2 + d\phi_{b,0}^*(\bullet)) \quad \text{and} \quad (0, \delta(r - r_b)dr) \]

indeed span a 8-dimensional subspace of $\mathcal{K}_b^*$.

- **Zero modes for KN case.** First, the above construction of the dual zero modes of $\tilde{L}_{b,\gamma}(0)^*$ and the index 0 property of $\tilde{L}_{b,\gamma}(0)$ imply that $\mathcal{K}_b$ is at least 8-dimensional. Next, we shall prove by a contradiction argument that it is at most 8-dimensional for $b$ near $b_0$, and thus must be 8-dimensional. Suppose \( \{h_1, \ldots, h_8\} \) is a basis of $\mathcal{K}_{b_0}$ and choose $h_1^b, \ldots, h_8^b \in C_\infty^c(X^0; S^{2cT^{-1}}X \oplus \infty \otimes T^*X)$ such that \( \langle h_i, h_j^* \rangle = \delta_{ij} \). (Consider the map $\Phi : C^\infty_c(X^0) \to \mathbb{C}^8$ defined by $\Phi(h^b) = (h_1^b, h_2^b, \ldots, (h_8^b, h_8^b))$, and note that $\Phi$ is surjective. Otherwise, there would exist some $a = (a_1, \ldots, a_8) \neq 0 \in \mathbb{C}^8$ such that $a \cdot \Phi(h^b) = \langle \sum_{i=1}^{8} a_i h_i, h^b \rangle = 0$ for all $h^b \in C^\infty_c(X^0)$, which implies $\langle \sum_{i=1}^{8} a_i h_i, h^b \rangle = 0$ all $h^b \in \dot{H}_b^{-\infty,-\ell}(X)$ since $C^\infty_c(X^0)$ is dense in $\dot{H}_b^{-\infty,-\ell}(X)$. However, this is impossible because $\sum_{i=1}^{8} a_i h_i \neq 0$.) Assume for the sake of contradiction that there exists a sequence $b_j \to 0$ such that for all $j$, the dimension of $\mathcal{K}_b$ is greater than 8. Then one can find $u_j \in \mathcal{K}_{b_j}$ such that $u_j \in \text{ann}\{h_1^b, \ldots, h_8^b\}$ with $\|u_j\|_{\dot{H}_b^{\infty,-1/2}(X)} = 1$. As in the proof of the first step of Lemma 9.2.4 (using the Fredholm estimates for $\tilde{L}_{b,\gamma}(0)$), there exists a subsequence $u_j \to u \neq 0$ weakly in $\dot{H}_b^{\infty,-1/2}(X)$ and then $u \in \ker \tilde{L}_{b,\gamma}(0)$. Therefore, one can pick $h^b \in \text{span}\{h_1^b, \ldots, h_8^b\}$ such that $\langle u, h^b \rangle = 1$, but $0 = \langle u_j, h^b \rangle \to \langle u, h^b \rangle = 1$, which leads to a contradiction.

Getting the explicit expressions for $(\dot{g}_{b,\bullet}(\bullet), \dot{A}_{b,\bullet}(\bullet))$ as in (10.1.6), (10.1.7) and (10.1.8) requires a direct argument. First, by (9.3.3), we indeed have

\[ (\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S)) = (2\delta_{g_{\mu \nu}} \omega_{b,s_1}(S), \quad \tilde{L}_{A_b}(\omega_{b,s_1}(S))^2 + d\phi_{b,s_1}(S)) \in \ker \tilde{L}_{b,\gamma} \cap \dot{H}_b^{\infty,-1/2}(X) \]

for suitable $\phi_{b,s_1}$. It remains to construct $(\dot{g}_{b,s_0}, \dot{A}_{b,s_0})$ and $(\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V))$ which extend $(\dot{g}_{b,s_0}, \dot{A}_{b,s_0})$ and $(\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V))$, respectively. We make the ansatz

\[ (\dot{g}_{b,s_0}, \dot{A}_{b,s_0}) = (\dot{g}_{b}(\mathbf{m}, 0, \mathbf{Q} + 28_{g_{\mu \nu}} \omega, \dot{A}_b(0, 0, \mathbf{Q}) + L_{\omega} A_b + d\phi) \]

(10.1.22)

with $\omega, \phi$ to be found. Since $(\dot{g}_{b,s_0}, \dot{A}_{b,s_0})$ of the form in the above ansatz satisfies the linearized Einstein-Maxwell system, we have $(\dot{g}_{b,s_0}, \dot{A}_{b,s_0}) \in \ker \tilde{L}_{b,\gamma}(0)$ provided that the generalized
linearized gauge conditions are satisfied, namely,

\[ \delta_{\bar{g}_b,\gamma} G_{\bar{g}_b} \bar{g}_{b,s_0} = 0 \quad \text{and} \quad \delta_{\bar{g}_b} d\hat{A}_{b,s_0} = 0. \]  \hspace{1cm} (10.1.23)

Then as in the proof of scalar type \( l = 0 \) zero modes of \( \hat{L}_{b,\gamma}(0) \), we can find a unique \( \omega_{b,s_0} \in \tilde{H}^{\infty,-3/2}_{b}((X;sc\overline{T}^*X)) \), which lies in \( \text{ann}\{f_1, \ldots, f_4\} \) with \( \{f_1, \ldots, f_4\} \subset C_c^\infty(X) \) and being a set of linearly independent functionals on \( \ker \hat{W}_{b,\gamma}(0) \cap \tilde{H}^{\infty,-3/2}_{b}((X;sc\overline{T}^*X)) \), and \( \phi_{b,s_0} \in \tilde{H}^{\infty,-3/2}_{b}((X;C)) \), which lies in \( \text{ann}(v) \) with \( v \in C_c^\infty(X) \) and satisfying \( \langle 1, v \rangle \neq 0 \), such that (10.1.23) holds. The construction of \( (\hat{g}_{b,v_1}(V), \hat{A}_{b,v_1}(V)) \) is analogous. We make the ansatz

\[ (\hat{g}_{b,v_1}(V), \hat{A}_{b,v_1}(V)) = (\hat{g}_b(0, \hat{a}, 0) + 2\delta^s \omega, \hat{A}_b(0, \hat{a}, 0) + \mathcal{L}_\omega A_b + d\phi) \]  \hspace{1cm} (10.1.24)

where \( V \in V_1 \) is dual to the rotation around the axis \( \hat{a} \) and \( \omega, \phi \) are to be found. Then by using the discussion above and proceeding as in the proof of vector type \( l = 1 \) zero modes of \( \hat{L}_{b,\gamma}(0) \), the conclusion (10.1.8) follows and \( (\hat{g}_{b,v_1}(V), \hat{A}_{b,v_1}(V)) \in \tilde{H}^{\infty,1/2}_{b}((X)) \).

- Continuity. The continuity (in \( b \)) of the zero modes and dual zero modes follows from the explicit construction above (see the proof of continuity in §9.3) and that of \( \omega_{b,s_1}(S) \) and \( \omega_{b,s}^b(\bullet) \).

\[ \square \]

### 10.2 Generalized zero modes: linear growth

Now we turn to discussing the generalized zero mode solutions of \( L_{b,\gamma}(\hat{g}, \hat{A}) = 0 \). Suppose \( (\hat{g}, \hat{A}) = (\sum_{j=1}^k t_{b,s}^j \hat{g}_j, \sum_{j=1}^k t_{b,s}^j \hat{A}_j) \) and \( L_{b,\gamma}(\hat{g}, \hat{A}) = 0 \). Due to the fact that \( [L_{b,\gamma}, \partial_{b,s}] = 0 \), we find that \( \partial_{b,s}^j (\hat{g}, \hat{A}) \in \ker L_{b,\gamma} \) for \( 0 \leq j \leq k \). Taking \( j = k \), we obtain that the leading order term \( (\hat{g}_k, \hat{A}_k) \) of \( (\hat{g}, \hat{A}) \) lies in the \( \ker L_{b,\gamma}(0) \). Next we further determine what the leading order term \( (\hat{g}_k, \hat{A}_k) \) should be.

**Lemma 10.2.1.** Let \( k \geq 1 \). Then there does not exist \( (\hat{g}, \hat{A}) = (\sum_{j=1}^k t_{b,s}^j \hat{g}_j, \sum_{j=1}^k t_{b,s}^j \hat{A}_j) \), with \( 0 \neq (\hat{g}_k, \hat{A}_k) \in \{ (\hat{g}_{b,v_1}(V), \hat{A}_{b,v_1}(V)) : V \in V_1 \} \) and \( (\hat{g}_j, \hat{A}_j) \in \tilde{H}^{\infty,-1/2}_{b}((X;sc\overline{T}^*X \oplus sc\overline{T}^*X)) \), such that \( L_{b,\gamma}(\hat{g}, \hat{A}) = 0 \).
Proof. According to the discussion above, it suffices to consider the case \(k = 1\). Assume

\[
(\dot{g}, \dot{A}) = (t_{b,*} \dot{g}_{b,v_1}(V) + \dot{g}_0, \ t_{b,*} \dot{A}_{b,v_1}(V) + \dot{A}_0)
\]

with \(V \neq 0\). Then we need to show that there is no \((\dot{g}_0, \dot{A}_0) \in \tilde{H}_b^{\infty,-1/2}(\tilde{X})\) such that the following equation holds

\[
\mathcal{L}_{b,\gamma}(0)(\dot{g}_0, \dot{A}_0) = -[\mathcal{L}_{b,\gamma}, t_{b,*}](\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V)) \in \tilde{H}_b^{\infty,3/2}(\tilde{X})
\]

where we use \([\mathcal{L}_{b,\gamma}, t_{b,*}] \in \rho\text{Diff}^1_b\) and \((\dot{g}_{b,v_1}(V), \dot{A}_{b,v_1}(V)) \in \tilde{H}_b^{\infty,1/2}(\tilde{X})\). To this end, we need to verify that the pairing of the right-hand side with \((\dot{g}_{b,v_1}^*(V), \dot{A}_{b,v_1}^*(V))\) is non-zero. We note that it suffices to check the RN case \(b = b_0\) because the general KN case with \(b\) near \(b_0\) follows directly by the continuity (in \(b\)). Using the expression (10.1.12) for \((\dot{g}_{b_0,v_1}(V), \dot{A}_{b_0,v_1}(V))\), we find that

\[
\langle [\mathcal{L}_{b_0,\gamma}, t_{b_0,*}](\dot{g}_{b_0,v_1}(V), \dot{A}_{b_0,v_1}(V)), (\dot{g}_{b_0,v_1}^*(V'), \dot{A}_{b_0,v_1}^*(V')) \rangle
\]

\[
= \langle [\mathcal{L}_{b_0,\gamma}^E, t_{b_0,*}](\dot{g}_{b_0,v_1}(V), 0), (\dot{g}_{b_0,v_1}^*(V'), 0) \rangle + \mathcal{O}(\|Q_0\|)
\]

\[
= \langle [\mathcal{L}_{b_0,\gamma}^E, t_{b_0,*}](\dot{g}_{b_0,v_1}(V), 0), (2G g_{b_0} \delta' g (r^2 H'(r - r_{b_0})V'), 0) \rangle + \mathcal{O}(\|Q_0\| + \gamma)
\]

where we use (9.3.10) in the last step. Since \(G_{g_{b_0}} \delta_{g_{b_0}} (r^2 H'(r - r_{b_0})V') = r^2 \delta(r - r_{b_0})dr \otimes_s V'\) is supported at \(r = r_{b_0}\) where \(t_{b_0,*} = t_0\), we can replace \(t_{b_0,*}\) by \(t_0\) in the subsequent calculation. We then compute

\[
\langle [\mathcal{L}_{b_0,\gamma}^E, t_0](\dot{g}_{b_0,v_1}(V), 0), 2r^2 \delta(r - r_{b_0})dr \otimes_s V' \rangle
\]

\[
= \langle [\mathcal{L}_{b_0,\gamma}^E, t_0](4m_0 r^{-1}(dr - dt_0) \otimes_s V, 0), 2r^2 \delta(r - r_{b_0})dr \otimes_s V' \rangle + \mathcal{O}(\|Q_0\|^2 + \gamma)
\]

\[
= -\langle \Box g_{b_0}, t_0 \rangle(4m_0 r^{-1}(dr - dt_0) \otimes_s V), 2r^2 \delta(r - r_{b_0})dr \otimes_s V' \rangle + \mathcal{O}(\|Q_0\|^2 + \gamma)
\]

\[
= \langle 8m_0 r^{-2}((dr - (1 + m_0 r)dt_0)) \otimes_s V, 2r^2 \delta(r - r_{b_0})dr \otimes_s V' \rangle + \mathcal{O}(\|Q_0\|^2 + \gamma)
\]

\[
= -12m_0 \langle V, V' \rangle_{L^2(S^2;T^*S^2)} + \mathcal{O}(\|Q_0\|^2 + \gamma).
\]

where we use (10.1.12) in the first step, (10.0.2) and (A.1.2) in the second step and \(\Box g_{b_0}, t_0 \rangle h = h \Box g_{b_0} t_0 + 2(\nabla^a t_0) \nabla_a h\) in the third step. Therefore, the pairing is indeed non-zero if \(V = V'\) and \(\|Q_0\| + \gamma\) is sufficiently small. 

We now exclude the generalized zero modes whose leading order term is \((\dot{g}_{b,*}, \dot{A}_{b,*})\).

**Lemma 10.2.2.** Let \(k \geq 1\). Then there does not exist \((\dot{g}, \dot{A}) = (\sum_{j=1}^k t_{b,*}^j \dot{g}_j, \sum_{j=1}^k t_{b,*}^j \dot{A}_j)\), with \(0 \neq (\dot{g}_k, \dot{A}_k) = (\dot{g}_{b,*}, \dot{A}_{b,*})\) and \((\dot{g}_j, \dot{A}_j) \in \tilde{H}_b^{\infty,-1/2}(\tilde{X}; S^2 \sigma^* T^* \tilde{X} \otimes \sigma^* T^* \tilde{X})\), such that \(L_{b,\gamma}(\dot{g}, \dot{A}) = 0\).
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Proof. As discussed in the proof of Lemma 10.2.1, it suffices to prove the statement for the case $k = 1$. We first consider the case $b = b_0$. Suppose
\[(\dot{g}, \dot{A}) = (t_{b_0,*}, \dot{g}_{b_0,s_0} + \dot{g}_0, t_{b_0,*}, \dot{A}_{b_0,s_0} + \dot{A}_0) \in \ker L_{b_0,\gamma}\]
with $(\dot{g}_0, \dot{A}_0) \in \tilde{H}^{\infty, -1/2 -}_{b} (X)$. Applying $\delta_{g_0}$ to $L_{b_0,\gamma}^M (\dot{g}, \dot{A}) = 0$ gives $\delta_{g_0} \dot{A} \in \ker \Box_{g_0}$. As pointed out in Remark 10.1.2, we have $\delta_{g_0} \dot{A}_{b_0,s_0} = 0$. This implies
\[
\ker \Box_{g_0} (0) \ni \delta_{g_0} \dot{A} = [\delta_{g_0}, t_{b_0,*}] \dot{A}_{b_0,s_0} + \delta_{g_0} \dot{A}_0 \in \tilde{H}^{\infty, -1/2 -}_{b} (X; C).
\]
Therefore, $\delta_{g_0} \dot{A} = 0$ by Theorem 8.0.1. That is, $(\dot{g}, \dot{A})$ satisfies the Maxwell part of the linearized Einstein-Maxwell system. Then as in the proof of Theorem 10.1.1, we apply $\delta_{g_0} G_{g_0}$ to $L_{b_0,\gamma}^E (\dot{g}, \dot{A}) = 0$ and use the linearized second Bianchi identity to obtain $\delta_{g_0} G_{g_0} \dot{g} \in \ker \Pi_{b_0,\gamma}$. Since $\delta_{g_0} G_{g_0} \dot{g}_{b_0,s_0} = 0$ (see Remark 10.1.2), it follows that
\[
\ker \Pi_{b_0,\gamma} (0) \ni \delta_{g_0} G_{g_0} \dot{g} = [\delta_{g_0}, G_{g_0}, t_{b_0,*}] \dot{g}_{b_0,s_0} + \delta_{g_0} G_{g_0} \dot{g}_0 \in \tilde{H}^{\infty, -1/2 -}_{b} (\tilde{X}; \frac{scT^*}{2} \tilde{X}),
\]
and thus $\delta_{g_0} G_{g_0} \dot{g} = 0$ by Theorem 9.1.4. As a consequence, $(\dot{g}, \dot{A})$ satisfies the linearized Einstein-Maxwell system. By the statement (v) in mode stability Theorem 7.0.1, we have
\[(\dot{g}, \dot{A}) = (\dot{g}_{b_0}(\mathbf{m}, 0, \tilde{Q}), 2\delta^*_{g_0} \omega, \dot{A}_{b_0}(0, 0, \tilde{Q}) + \mathcal{L}_{\omega} A_{b_0} + d\phi)
\]
where $(\omega, \phi) \in \text{Poly}^2 (t_{b_0,*} \tilde{H}^{\infty, -3/2 -}_{b} (\tilde{X}; \frac{scT^*}{2} \tilde{X} \oplus C))$. To make the calculation simpler, we work in $(t_0 = t + r_{b_0,*}, r, \theta, \varphi)$ coordinates instead. Since $\dot{g}$ is linear in $t_0$, it follows that the coefficient of $t_0^2$ in $\omega$ and $\phi$ must be a multiple of $\partial^2_{t_0}$ and 1, respectively. Then equating the coefficient of $t_0$ of the equality $\dot{g} = \dot{g}_{b_0}(\mathbf{m}, 0, \tilde{Q}) + 2\delta^*_{g_0} \omega$ yields
\[
\left(\frac{2m}{r} - \frac{2Q}{r^2} \frac{\tilde{Q}}{r^2}\right) dt_0^2 = \dot{g}_0^0(\mathbf{m}, 0, \tilde{Q}) = c(dt_0) \otimes s \partial^0_{t_0} + \delta^*_{g_0} \omega \quad (10.2.3)
\]
where $c \in \mathbb{R}$ and $\omega \in \tilde{H}^{\infty, \ell'}_{b} (\tilde{X}; \frac{scT^*}{2} \tilde{X})$ for some $\ell' \in \mathbb{R}$ is of scalar type $l = 0$. Assume $\dot{\omega} = f(r) dt_0 + g(r) dr$ and let $S = c(dt_0) \otimes s \partial^0_{t_0} + \delta^*_{g_0} \dot{\omega}$. A direct calculation implies $0 = S_{rr} = g'(r)$ and thus $g(r) = m$ for some $m \in \mathbb{R}$. Then $0 = S_{t_0r} = \frac{q}{2} + \frac{1}{2} f'(r) + \frac{m}{2} \mu'_{b_0}$ implies $f(r) = -cr + \frac{2m\mu_{b_0}}{r} - \frac{m\tilde{Q}^2}{r^2} + n$ for some $n \in \mathbb{R}$. Next $0 = S_{t_0t_0} = r(f(r) + m\mu_{b_0}) = -cr^2 + (m + n)r$ gives $c = 0, m + n = 0$, and thus $\dot{\omega} = -m\mu_{b_0} dt_0 + mdr$. Finally, $\frac{2m}{r} - \frac{2Q\tilde{Q}}{r^2} = S_{t_0t_0} = \frac{m}{2} \mu_{b_0} \mu'_{b_0} - \frac{m}{2} \mu_{b_0} \mu'_{b_0} = 0$ implies that
\[ \mathbf{m} = \mathbf{Q}_0 \dot{\mathbf{Q}} = 0 \] and thus the leading term \( g_{b_0, s_0} \) of \( \dot{g} \) is 0. If \( \dot{\mathbf{Q}} \neq 0, \mathbf{Q}_0 = 0 \), equating the coefficient of \( t_0 \) of the equality \( \dot{A} = \dot{A}_{b_0}(0, 0, \dot{\mathbf{Q}}) + d\phi \) yields

\[ \frac{\dot{\mathbf{Q}}}{r} dt_0 = cd t_0 + d\tilde{\phi} \quad (10.2.4) \]

where \( c \in \mathbb{R} \) and \( \tilde{\phi} \in \tilde{H}^\infty_{\ell'}(X, \mathbb{C}) \) for some \( \ell' \in \mathbb{R} \) is of scalar type \( l = 0 \). This implies that \( \dot{\mathbf{Q}} = 0 \) and thus the leading term \( A_{b_0, s_0} \) of \( \dot{A} \) is 0. This proves the lemma for the RN case \( b = b_0 \).

This non-existence result for \( b = b_0 \) in turn means that the following equation

\[ \tilde{L}_{b_0, \gamma}(0)(\dot{g}_{b_0, \gamma}, \dot{A}_0) = -[L_{b_0, \gamma}, t_{b_0, *}] (\dot{g}_{b_0, s_0}, \dot{A}_{b_0, s_0}) \in \tilde{H}^{\infty, 3/2-}_b(\tilde{X}) \]

cannot be solved for \((\dot{g}_{b_0, \gamma}, \dot{A}_0) \in \tilde{H}^{\infty, 3/2-}_b(\tilde{X}; S^2 \tilde{\tau}^* \tilde{X} \oplus \tilde{\tau}^* \tilde{X}) \) (The right-hand side is in the stated Sobolev space because by Proposition 5.3.1, \((\dot{g}_{b_0, s_0}, \dot{A}_{b_0, s_0}) = \rho C^\infty(\tilde{X}) + \tilde{H}^{\infty, 1/2-}_b(\tilde{X}) \) whose leading term \( \rho C^\infty(\tilde{X}) \) is annihilated by the normal operator \( 2\rho(\rho \partial - 1) \) of \([-L_{b_0, \gamma}, t_{b_0, *}] \)). Suppose

\[ \{(\dot{g}^1_{b_0, s_0}, \dot{A}^1_{b_0, s_0}), (\dot{g}^2_{b_0, s_0}, \dot{A}^2_{b_0, s_0})\} \]

is a basis of \( \{\dot{g}_{b_0, s_0}, \dot{A}_{b_0, s_0}\} \) and \( \{(\dot{g}^1_{b_0, s_0}, \dot{A}^1_{b_0, s_0}), (\dot{g}^2_{b_0, s_0}, \dot{A}^2_{b_0, s_0})\} \)

is a basis of \( \{\dot{g}^*_{b_0, s_0}, \dot{A}^*_{b_0, s_0}\} \). In terms of pairing, we have

\[ \langle [L_{b_0, \gamma}, t_{b_0, *}] (\dot{g}^i_{b_0, s_0}, \dot{A}^i_{b_0, s_0}), (\dot{g}^j_{b_0, s_0}, \dot{A}^j_{b_0, s_0}) \rangle, \quad 1 \leq i, j \leq 2 \]

is non-degenerate. Due to the continuity of \((\dot{g}_{b_0, s_0}, \dot{A}_{b_0, s_0}) \) and \((\dot{g}^*_{b_0, s_0}, \dot{A}^*_{b_0, s_0}) \) in \( b \), this pairing is still non-zero for KN case with \( b \) near \( b_0 \). This finishes the proof of the lemma.

However, there do exist generalized zero modes (growing linearly in \( t_{b_0, *} \)) whose leading order term is given by \((\dot{g}_{b_0, s_0}(S), \dot{A}_{b_0, s_0}(S)) \) for \( S \in S_1 \).

**Proposition 10.2.3.** Let \( b_0 = (m_0, 0, \mathbf{Q}_0) \) with \(|\mathbf{Q}_0| \ll m_0 \). Then the following space

\[ \tilde{K}_{b_0} := \ker L_{b_0, \gamma} \cap \text{Poly}^1(t_{b_0, *}) \tilde{H}^{\infty, -1/2-}_b(\tilde{X}; S^2 \tilde{\tau}^* \tilde{X} \oplus \tilde{\tau}^* \tilde{X}) \quad (10.2.5) \]

is 11-dimensional. The 3-dimensional quotient space \( \tilde{K}_{b_0}/K_{b_0} \) is spanned by the following continuous (in \( b \)) families

\[ \{ (\dot{g}_{b_0, s_0}(S), \dot{A}_{b_0, s_0}(S)) : \ S \in S_1 \} \quad (10.2.6) \]

with

\[ (\dot{g}_{b_0, s_0}(S), \dot{A}_{b_0, s_0}(S)) = (2\delta^*_{t_{b_0}} \dot{\omega}_{b_0, s_0}(S), \tilde{L}_{A_{b_0}}(\dot{\omega}_{b_0, s_0}(S))^2 + d\tilde{\phi}_{b_0, s_0}(S)) \quad (10.2.7) \]
where $\omega_{b_0,s_1}(S)$ is defined as in (9.4.6) and $\phi_{b_0,s_1}(S) \in \text{Poly}^1(t_{b_0,*})\mathcal{H}^\infty_{b_0,-3/2,-}(\bar{X}; \mathbb{C})$ depends linearly in $S \in S_1$.

The generalized zero modes $(\check{g}_{b_0,s_1}(S), \check{A}_{b_0,s_1}(S))$ extend to continuous families in $b$

$$b \to (\check{g}_{b,s_1}(S), \check{A}_{b,s_1}(S)) \in \ker L_{b,\gamma} \cap \text{Poly}^1(t_{b,*})\mathcal{H}^\infty_{b_0,-3/2,-}(\bar{X}; S^2 \mathcal{T}^*\bar{X} \oplus \mathcal{T}^*\bar{X}) \quad (10.2.8)$$

with

$$(\check{g}_{b,s_1}(S), \check{A}_{b,s_1}(S)) = (2\check{\delta}^{*}_{b,s_1} \check{\omega}_{b,s_1}(S), \check{\mathcal{E}}_{A_{b}}(\check{\omega}_{b,s_1}(S))^2 + d\check{\phi}_{b,s_1}(S)) \quad (10.2.9)$$

where $\check{\omega}_{b,s_1}(S)$ is defined as in (9.4.6) and $\check{\phi}_{b_0,s_1}(S) \in \text{Poly}^1(t_{b_0,*})\mathcal{H}^\infty_{b_0,-3/2,-}(\bar{X}; \mathbb{C})$ depends linearly in $S \in S_1$. Moreover, $(\check{g}_{b,s_1}(S), \check{A}_{b,s_1}(S))$ satisfies both the linearized Einstein-Maxwell system and the linearized generalized wave map gauge and generalized Lorenz gauge conditions.

Meanwhile, there exists continuous families (in $b$)

$$b \to (\check{g}_{b,s_1}(S), \check{A}_{b,s_1}(S)) \in \ker L_{b,\gamma} \cap \text{Poly}^1(t_{b,*})\mathcal{H}^\infty_{b_0,-3/2,-}(\bar{X}; S^2 \mathcal{T}^*\bar{X} \oplus \mathcal{T}^*\bar{X}) \quad (10.2.10)$$

with

$$(\check{g}_{b,s_1}(S), \check{A}_{b,s_1}(S)) = (2G_{b_0} \delta^{*}_{b_0} \check{\omega}_{b_1,s_1}(S), 4\check{\mathcal{E}}_{A_{b_0}}(\check{\omega}_{b_1,s_1}(S))^2 + d\check{\phi}_{b_1,s_1}(S)) \quad (10.2.11)$$

where $\check{\omega}_{b_1,s_1}(S)$ is defined as in (9.4.6) and $\check{\phi}_{b_0,s_1}(S) \in \text{Poly}^1(t_{b_0,*})\mathcal{H}^\infty_{b_0,-3/2,-}(\bar{X}; \mathbb{C})$.

Proof. Let $(\check{g}, \check{A}) = (t_{b,*}\check{g}_1 + \check{g}_0, t_{b,*}\check{A}_1 + \check{A}_0) \in \ker L_{b,\gamma}$ with $(\check{g}_j, \check{A}_j) \in \mathcal{H}^\infty_{b_0,-1/2,-}(\bar{X})$.

- **Generalized zero modes in the RN case $b = b_0$.** In view of Lemma 10.2.1 and 10.2.2, $(\check{g}_1, \check{A}_1)$ must take the form $(2\delta^{*}_{b_0} \omega_{b_0,s_1}(S), \check{\mathcal{E}}_{A_{b_0}}(\omega_{b_0,s_1}(S))^2 + d\phi_{b_0,s_1}(S))$ for some $S \in S_1$. By the argument at the beginning of the proof of Lemma 10.2.2, we see that $(\check{g}, \check{A})$ satisfies the generalized linearized gauge condition, that is,

$$\delta_{g_{b_0}} G_{g_{b_0}} \check{g}_0 = 0, \quad \delta_{g_{b_0}} \check{A}_0 = 0. \quad (10.2.12)$$

Therefore, $(\check{g}, \check{A})$ solves the linearized Einstein-Maxwell system. Since

$$\check{g} = 2\delta^{*}_{g_{b_0}} (t_{b_0,*}\omega_{b_0,s_1}(S)) - 2[\delta^{*}_{g_{b_0}}, t_{b_0,*}] \omega_{b_0,s_1}(S) + \check{g}_0 = 2\Delta^{*}_{g_{b_0}} (t_{b_0,*}\omega_{b_0,s_1}(S)) + \check{g}_0', \quad \check{A} = \check{\mathcal{E}}_{A_{b_0}} (t_{b_0,*}\omega_{b_0,s_1}(S)) + d(t_{b_0,*}\phi_{b_0,s_1}(S)) - (t_{b_0,*}\phi_{b_0,s_1}(S)) A_{b_0} + \phi_{b_0,s_1}(S) dt_{b_0,*} + \check{A}_0$$

$$= \check{\mathcal{E}}_{A_{b_0}} (t_{b_0,*}\omega_{b_0,s_1}(S)) + d(t_{b_0,*}\phi_{b_0,s_1}(S)) + \check{A}_0', \quad (10.2.13)$$
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with

\[ \dot{g}'_0 = g_0 - 2[\delta_{g_{00}}, t_{b_0, s}][\omega_{b_0, s_1}(S) \in \dot{H}_b^{\infty, -3/2 -} (X), \]

\[ \dot{A}'_0 = \dot{A}_0 - \left( t_{b_0, s_1}(S) \right) dt_{b_0, s} \in \dot{H}_b^{\infty, -1/2 -} (X), \]

where we use \([\delta_{g_{00}}, t_{b_0, s}] \in A^0(X), \omega_{b_0, s_1}(S) \in \dot{H}_b^{\infty, -3/2 -} (X)\) and \(\phi_{b_0, s_1}(S) \in \dot{H}_b^{\infty, -1/2 -} (X)\), it follows that \((\dot{g}'_0, \dot{A}'_0)\) solves the linearized Einstein-Maxwell system as well. By the statement (iv) in Theorem 7.0.1, we have

\[ (\dot{g}'_0, \dot{A}'_0) = (2\delta_{g_{00}}[\omega, L_{w_0} A_{b_0} + d\phi]) \] (10.2.14)

with \((\omega, \phi) \in \dot{H}_b^{\infty, -5/2 -} (X ; \mathbb{T}^* X \oplus \mathbb{C})\). Plugging (10.2.13) and (10.2.14) into (10.2.12) yields

\[ \dot{W}_{b_0, \gamma}(0) \omega = -[W_{b_0, \gamma}, t_{b_0, s}][\omega_{b_0, s_1}(S) \in \dot{H}_b^{\infty, -1/2 -} (X), \] (10.2.15)

\[ -\Box_{g_{00}}(0) \phi = -\delta_{g_{00}} \left( L_{w_0} A_{b_0} + \left( t_{b_0, s_1}(S) \right) dt_{b_0, s} \right) + [\Box_{g_{00}}, t_{b_0, s}][\phi_{b_0, s_1}(S) - \left( \delta_{g_{00}}, t_{b_0, s} \right) L_{A_{b_0}}(\omega_{b_0, s_1}(S))] \] (10.2.16)

We first consider (10.2.15). Since \(\ker \dot{W}_{b_0, \gamma}(0) \cap \dot{H}_b^{\infty, -1/2 -} (X) = \{0\}\) by Theorem 9.2.5, it follows that (10.2.15) can be solved for \(\omega \in \dot{H}_b^{\infty, -5/2 -} (X)\). According to Proposition 9.4.2, we know that

\[ \dot{\omega}_{b_0, s_1}(S) = t_{b_0, s} \omega_{b_0, s_1}(S) + \dot{\omega}_{b_0, s_1}(S) \in \ker W_{b_0, \gamma} \]

with \(\dot{\omega}_{b_0, s_1}(S) \in \dot{H}_b^{\infty, -5/2 -} (X)\). Therefore,

\[ \dot{W}_{b_0, \gamma}(0)(\omega - \dot{\omega}_{b_0, s_1}(S)) = -W_{b_0, \gamma} \dot{\omega}_{b_0, s_1}(S) = 0 \]

and \(\omega - \dot{\omega}_{b_0, s_1}(S) \in \text{span}\{\omega_{b_0, s_1}(S) : S \in S_1\}\) (In fact \(\ker \dot{W}_{b_0, \gamma}(0) \cap \dot{H}_b^{\infty, -5/2 -} (X)\) restricted to the scalar type \(l = 1\) 1-form is equal to \(\text{span}\{\omega_{b_0, s_1}(S), \omega_{b_0, s_1}(S) : S \in S_1\}\). Since \((\dot{g}', \dot{A})\) is in the quotient space \(\tilde{K}_{b_0} / K_{b_0}\), we can exclude \(\omega_{b_0, s_1}(S)\). Using (9.4.8), we rewrite

\[ \dot{g} = 2\delta_{g_{00}}[\phi_{b_0, s_1}(S)] + 2\delta_{g_{00}}[\omega - \dot{\omega}_{b_0, s_1}(S)] \]

\[ = \text{Poly}^1(t_{b_0, s}) \dot{H}_b^{\infty, -1/2 -} (X) + 2\delta_{g_{00}}[\omega - \dot{\omega}_{b_0, s_1}(S)]. \]

Since we require \(\dot{g} \in \text{Poly}^1(t_{b_0, s}) \dot{H}_b^{\infty, -1/2 -} (X)\), it follows that \(\delta_{g_{00}}(\omega - \dot{\omega}_{b_0, s_1}(S))\) must lie in \(\dot{H}_b^{\infty, -1/2 -} (X)\). Owing to (9.4.3), \(\omega - \dot{\omega}_{b_0, s_1}(S)\) must be 0. That it, \(\dot{g} = 2\delta_{g_{00}}[\phi_{b_0, s_1}(S)]\).
Next we turn to (10.2.16). Since \( \omega = \hat{\omega}_{b_0, s_1}(S) \in \tilde{H}_b^{\infty,-5/2}(\bar{X}) \) and \( \phi_{b_0, s_1} \in \tilde{H}_b^{\infty,-1/2}(\bar{X}) \), the right-hand side of (10.2.16) lies in \( \tilde{H}_b^{\infty,-1/2}(\bar{X}) \). By Theorem 8.0.1 (ker \( \tilde{\square}_{g_{b_0}}(0) \cap \tilde{H}_b^{\infty,-1/2}(\bar{X}) \) = \{0\}) and Proposition 8.1.1 (ker \( \tilde{\square}_{g_{b_0}}(0) \cap \tilde{H}_b^{\infty,-3/2}(\bar{X}) \) restricted to scalar type \( l = 1 \) is 0), there exists a unique \( \phi \in \tilde{H}_b^{\infty,-3/2}(\bar{X}) \) which we denote by \( \hat{\phi}_{b_0, s_1}(S) \) satisfying (10.2.16).

This proves that \( \tilde{K}_{b_0}/K_{b_0} \) is at most 3-dimensional.

Using \( \dot{g} = 2\delta_{g_{b_0}}^* \hat{\omega}_{b_0, s_1}(S) \in \text{Poly}^1(t_{b_0,*})\tilde{H}_b^{\infty,-1/2}(\bar{X}) \) (see (9.4.9)) and rewriting

\[
\dot{A} = \tilde{L}_{A_{b_0}}(\hat{\omega}_{b_0, s_1}(S))^2 + d(t_{b_0,*}\phi_{b_0, s_1}(S) + \hat{\phi}_{b_0, s_1}(S))
\]

\[
= \left( \tilde{L}_{A_{b_0}}(\hat{\omega}_{b_0, s_1}(S))^2 + \phi_{b_0, s_1} dt_{b_0,*} + \iota_{(\omega_{b_0, s_1}(S))} A_{b_0} dt_{b_0,*} + d\hat{\phi}_{b_0, s_1}(S) \right)
\]

(10.2.17)

\[
+ t_{b_0,*} \left( \tilde{L}_{A_{b_0}}(\omega_{b_0, s_1}(S))^2 + d\hat{\phi}_{b_0, s_1}(S) \right) \in \text{Poly}^1(t_{b_0,*})\tilde{H}_b^{\infty,-1/2}(\bar{X}),
\]

we conclude that \( (\dot{g}, \dot{A}) = (\hat{g}_{b_0, s_1}(S), \hat{A}_{b_0, s_1}(S)) = (2\delta_{g_{b_0}}^* \hat{\omega}_{b_0, s_1}(S), \tilde{L}_{A_{b_0}}(\hat{\omega}_{b_0, s_1}(S))^2 + d(\hat{\omega}_{b_0, s_1}(S))) \)

with \( \hat{\phi}_{b_0, s_1}(S) = t_{b_0,*}\phi_{b_0, s_1}(S) + \omega_{b_0, s_1}(S) \in \text{Poly}^1(t_{b_0,*})\tilde{H}_b^{\infty,-3/2}(\bar{X}) \) indeed lies in \( \tilde{K}_{b_0} \).

- **Generalized zero modes in the KN case.** For \( b \) near \( b_0 \), we make the ansatz

\[
(\dot{g}, \dot{A}) = (2\delta_{g_{b}}^* \hat{\omega}_{b, s_1}(S), \tilde{L}_{A_{b}}(\hat{\omega}_{b, s_1}(S))^2 + d(t_{b,*}\phi_{b, s_1}(S) + d\phi).
\]

with \( \phi \in \tilde{H}_b^{\infty,-3/2}(\bar{X}) \) to be determined. By the arguments in the proof of RN case above (the last two paragraphs), there exists \( \hat{\phi}_{b, s_1}(S) \in \tilde{H}_b^{\infty,-3/2}(\bar{X}) \) such that with \( \hat{\phi}_{b, s_1}(S) = t_{b,*}\phi_{b, s_1}(S) + \hat{\phi}_{b, s_1}(S) \in \text{Poly}^1(t_{b,*})\tilde{H}_b^{\infty,-3/2}(\bar{X}) \),

\[
(\hat{g}_{b, s_1}(S), \hat{A}_{b, s_1}(S))
\]

\[
= (2\delta_{g_{b}}^* \hat{\omega}_{b, s_1}(S), \tilde{L}_{A_{b}}(\hat{\omega}_{b, s_1}(S))^2 + d(\hat{\phi}_{b, s_1}(S))) \in \ker L_{b, \gamma} \cap \text{Poly}^1(t_{b,*})\tilde{H}_b^{\infty,-1/2}(\bar{X})
\]

extends \( (\hat{g}_{b, s_1}(S), \hat{A}_{b, s_1}(S)) \) and is continuous in \( b \).

- **Generalized dual zero modes for RN and KN cases.** Combining the discussion around (9.0.4), (9.0.5) and (9.0.6) with the generalized dual zero mode \( \hat{\omega}_{b, s_1}(S) = t_{b,*}\omega_{b, s_1}(S) + \hat{\omega}_{b, s_1}(S) \) of \( \mathcal{W}_{b, \gamma} \) established in Proposition 9.4.2, we see that

\[
(\hat{g}_{b, s_1}(S), \hat{A}_{b, s_1}(S)) = (2G_{a_{b}} \delta_{g_{b}}^* \hat{\omega}_{b, s_1}(S), 4\tilde{L}_{A_{b}}(\hat{\omega}_{b, s_1}(S))^2 + d(t_{b,*}\phi_{b, s_1}(S)) + d\hat{\phi}_{b, s_1}(S))) \in \ker L_{b, \gamma}.
\]
provided that
\[-\Box_{g_b}(0)\dot{\phi}_{b,s_1}^*(S) = -4\delta_{g_b}\left(\overline{\Lambda}_{A_b}(\omega_{b,s_1}^*(S))\right)^2 + \left(t_{\omega_{b,s_1}^*(S)}, A_b\right)dt_{b,*} + \left[\Box_{g_b}, t_{b,*}\right]\dot{\phi}_{b,s_1}^*(S) - 4[\delta_{g_b}, t_{b,*}]\overline{\Lambda}_{A_b}(\omega_{b,s_1}^*(S))\right]^s \in \dot{H}_b^{3,-1/2,-} (\hat{X}).\]

In view of Theorem 8.0.1 and Proposition 8.1.1, \(\ker \Box_{g_b}(0) \cap H_b^{\infty,-1/2+} (\hat{X}) = \{0\}\), and thus there exists a unique \(\dot{\phi}_{b,s_1}^*(S) \in H_b^{\infty,-3/2,-} (\hat{X})\) (up to addition of a multiple of \(H(r - r_b)\)) such that (10.2.18) holds. We put \(\dot{\phi}_{b,s_1}^*(S) = t_{b,*}\dot{\phi}_{b,s_1} + \dot{\phi}_{b,s_1}^*(S)\) and find that \(\dot{A}_{b,s_1}(S) \in \text{poly}^1(t_{b,*})\dot{H}_b^{3,-1/2,-} (\hat{X})\) by the argument in (10.2.17). We also recall that \(G_{g_b}\dot{\delta}_{g_b}\dot{\omega}_{b,s_1}^*(S) \in \text{Poly}^1(t_{b,*})\dot{H}_b^{3,-1/2,-} (\hat{X})\) (see (9.4.9)). As a consequence, the continuous (in \(b\)) families
\[
(\dot{g}_{b,s_1}^*(S), \dot{A}_{b,s_1}^*(S)) \text{ indeed lie in } L_{b, \gamma}^s \cap \text{poly}^1(t_{b,*})\dot{H}_b^{3,-1/2,-} (\hat{X}).
\]

\[
\square
\]

Let
\[
(\dot{g}_{b,s_1}^*(S), \dot{A}_{b,s_1}^*(S)) := (\dot{g}_{b,s_1}(S) - t_{b,*}\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S) - t_{b,*}\dot{A}_{b,s_1}(S)) \in \dot{H}^{3,-1/2,-} (\hat{X}),
\]
(10.2.18)
\[
(\dot{g}_{b,s_1}^*(S), \dot{A}_{b,s_1}^*(S)) := (\dot{g}_{b,s_1}(S) - t_{b,*}\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S) - t_{b,*}\dot{A}_{b,s_1}(S)) \in \dot{H}^{3,-1/2,-} (\hat{X}).
\]
(10.2.19)
be the coefficients of \(t_{b,*}^0\) of the generalized (dual) zero modes constructed above. For later use, we determine the leading order behavior of them.

**Lemma 10.2.4.** For \(S \in S_1\), we have
\[
(\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S)) \in \rho C^\infty (\hat{X}) + \dot{H}^{3,-1/2,-} (\hat{X}),
\]
(10.2.20)
\[
(\dot{g}_{b,s_1}^*(S), \dot{A}_{b,s_1}^*(S)) \in \rho C^\infty (\hat{X}) + \dot{H}^{3,-1/2-C(a, \gamma),1/2,-} (\hat{X})
\]
where \(C(a, \gamma) > 0\) is a sufficiently small constant depending on \(a, \gamma\).

**Proof.** Arguing as in the proof of Proposition 5.3.1, we again exploit the normal operator argument. First, since \((\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S)) \in \dot{H}^{3,-1/2,-} (\hat{X})\), according to Proposition 5.3.1 (where we shift the contour of integration through the pole \(\xi = -2i\) and thus the space of resonant states is \(S_1\)), it follows that
\[
(\dot{g}_{b,s_1}(S), \dot{A}_{b,s_1}(S)) \in \rho^2 \Omega_1 + \dot{H}^{3,-1/2,-} (\hat{X})
\]
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Finally, we exclude the generalized zero mode solutions with quadratic growth in $t_{b,*}$ of $L_{b,\gamma}$.

**10.3 Generalized zero modes: quadratic growth**

For the leading term $2\rho^3\Omega_1$, proceeding as in the proof of Proposition 5.3.1 (here we have $k = -1, l = 1$), we need to solve the following equation

$$
\left(\rho \partial_\rho (\rho \partial_\rho - 1) + \Delta\right)(\tilde{g}_1, \tilde{A}_1) = -2\rho \Omega_1.
$$

Since now $k(k+1) = (-1) \cdot 0 \neq 1 \cdot 2 = l(l+1)$, we conclude that $(\tilde{g}_1, \tilde{A}_2) \in (-1/2) \cdot (-2\rho \Omega_1) = \rho \Omega_1$.

For the error term, we need to solve the following equation

$$
\left(\rho \partial_\rho (\rho \partial_\rho - 1) + \Delta\right)(\tilde{g}_2, \tilde{A}_2) = f \in \tilde{H}^{\infty,5/2-}(\tilde{X}), \ (\tilde{g}_2, \tilde{A}_2) \in \tilde{H}^{\infty,-1/2}(\tilde{X}).
$$

Arguing as in the proof of Proposition 5.3.1, we see that $(\tilde{g}_2, \tilde{A}_2) \in \tilde{H}^{\infty,-1/2}(\tilde{X}) \in \rho C^\infty(\partial_+ \tilde{X}) + \tilde{H}^{\infty,1/2-}(\tilde{X})$. This proves (10.2.20) for $(\tilde{g}_{b,s_1}(S), \tilde{A}_{b,s_1}(S))$.

For $(\tilde{g}_{b,s_1}(S), \tilde{A}^*_{b,s_1}(S))$, the above proof also applies. As for the regularity of $(\tilde{g}^*_{b,s_1}(S), \tilde{A}^*_{b,s_1}(S))$ near the radial point at event horizon (by the same reasoning as in the proof of statement (2) of Proposition 5.3.1, $(\tilde{g}^*_{b,s_1}(S), \tilde{A}^*_{b,s_1}(S))$ is smooth away from the radial point at even horizon), we notice that $[L_{b,\gamma},t_{b,*}](\tilde{g}^*_{b,s_1}(S), \tilde{A}^*_{b,s_1}(S))$ is one derivative less regular than $(\tilde{g}^*_{b,s_1}(S), \tilde{A}^*_{b,s_1}(S))$ and $(\tilde{L}_{b,\gamma}(0)^*)^{-1}$ gains one derivative. Therefore, $(\tilde{g}_{b,s_1}(S), \tilde{A}_{b,s_1}(S))$ has at least the same regularity as $(\tilde{g}^*_{b,s_1}(S), \tilde{A}^*_{b,s_1}(S))$, which is $-\frac{3}{2} - C(a,\gamma)$ in view of Proposition 5.3.1. 

Finally, we exclude the generalized zero mode solutions with quadratic growth in $t_{b,*}$ of $L_{b,\gamma}$. 
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Lemma 10.3.1. Let $k \geq 2$. Then there does not exist $(\dot{g}, \dot{A}) = (\sum_{j=1}^{k} t_{b,s}^{j} \dot{g}_{j}, \sum_{j=1}^{k} t_{b,s}^{j} \dot{A}_{j})$, with $0 \neq (\dot{g}_{k}, \dot{A}_{k}) = \{(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) : S \in S_{1}\}$ and $(\dot{g}_{j}, \dot{A}_{j}) \in \tilde{H}^{-1/2}_{b}(\tilde{X}_{2})$, such that $L_{b,\gamma}(\dot{g}, \dot{A}) = 0$.

Proof. According to the discussion at the beginning of the previous subsection, it suffices to consider the case $k = 2$. For the simplicity of calculation, we replace $t_{b,s}$ by another smooth function $t_{1} := t_{0} - 2r$. Since $t_{b,s} - t_{1} \in A_{0}^{-}(\tilde{X})$, we assume

$$(\dot{g}, \dot{A}) = (t_{1}^{2} \dot{g}_{b,s_{1}}(S) + t_{1} \dot{g}_{0}, t_{1} \dot{A}_{b,s_{1}}(S) + t_{1} \dot{A}_{1} + \dot{A}_{0})$$

with $S \neq 0$ and $(\dot{g}_{j}, \dot{A}_{j}) \in \tilde{H}^{-1/2}_{b}(\tilde{X})$ for $j = 0, 1$. We write $L_{b,\gamma}(\dot{g}, \dot{A})$ as a polynomial of degree 1 in $t_{1}$ as follows

$$L_{b,\gamma}(\dot{g}, \dot{A}) = t_{1}(2[L_{b,\gamma}, t_{1}](\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + L_{b,\gamma}(\dot{g}_{1}, \dot{A}_{1}))$$

$$+ \left(\left[\left[L_{b,\gamma}, t_{1}\right], t_{1}\right](\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + \left[L_{b,\gamma}, t_{1}\right](\dot{g}_{1}, \dot{A}_{1}) + L_{b,\gamma}(\dot{g}_{0}, \dot{A}_{0})\right).$$

Then $L_{b,\gamma}(\dot{g}, \dot{A}) = 0$ is equivalent to the vanishing of the coefficients of the above polynomial. Namely,

$$2[L_{b,\gamma}, t_{1}](\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + L_{b,\gamma}(\dot{g}_{1}, \dot{A}_{1}) = 0,$$  \hspace{1cm} (10.3.1)

$$\left[\left[L_{b,\gamma}, t_{1}\right], t_{1}\right](\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + \left[L_{b,\gamma}, t_{1}\right](\dot{g}_{1}, \dot{A}_{1}) + L_{b,\gamma}(\dot{g}_{0}, \dot{A}_{0}) = 0.$$ \hspace{1cm} (10.3.2)

First, (10.3.1) implies $L_{b,\gamma}(2t_{1}(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + (\dot{g}_{1}, \dot{A}_{1})) = 0$, and thus by Proposition 10.2.3

$$2t_{1}(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + (\dot{g}_{1}, \dot{A}_{1}) = 2(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) + c(\dot{g}_{b,s_{1}}(S'), \dot{A}_{b,s_{1}}(S'))$$

for some $c \in \mathbb{R}$ and $S' \in S_{1}$. Subtracting $c(\dot{g}_{b,s_{1}}(S'), \dot{A}_{b,s_{1}}(S'))$ from $(\dot{g}, \dot{A})$, we may assume $c = 0$, and this implies

$$(\dot{g}_{1}, \dot{A}_{1}) = 2(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) - 2t_{1}(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)).$$

Plugging the above expression for $(\dot{g}_{1}, \dot{A}_{1})$ into (10.3.2) yields

$$L_{b,\gamma}(\dot{g}_{0}, \dot{A}_{0}) = -\left[\left[L_{b,\gamma}, t_{1}\right], t_{1}\right](\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S))$$

$$- \left[L_{b,\gamma}, t_{1}\right]\left(2(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S)) - 2t_{1}(\dot{g}_{b,s_{1}}(S), \dot{A}_{b,s_{1}}(S))\right) \in \tilde{H}^{-3/2}_{b}(\tilde{X}).$$ \hspace{1cm} (10.3.3)
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Our aim is to prove that there is no solution \((\dot{g}_0, \dot{A}_0) \in H^\infty_{b} \cap (X)\) to the above equation. To this end, we need to verify that the pairing of the right-hand side of (10.3.3) with \((\dot{g}_{b,s_1}^*, \dot{A}_{b,s_1}^*)\) is non-zero. We note that it suffices to check the RN case \(b = b_0\) because the general KN case with \(b\) near \(b_0\) follows directly by the continuity (in \(b\)). Using \(\dot{A}_{b_0,s_1}(S) = \mathcal{O} H^\infty_{b} \cap (\dot{X})\) and the same argument as in the proof of Lemma 10.2.1, we obtain that the the pairing of the right-hand side of (10.3.3) with \((\dot{g}_{b_0,s_1}^*, \dot{A}_{b_0,s_1}^*)\) is equal to

\[\langle \Box_{g_{b_0},2}, t_1 \rangle \dot{g}_{b_0,s_1}(S), \dot{g}_{b_0,s_1}^*(S) \rangle + 2\langle \Box_{g_{b_0},2}, t_1 \rangle \dot{g}_{b_0,s_1}(S) - t_1 \dot{g}_{b_0,s_1}(S), \dot{g}_{b_0,s_1}^*(S) \rangle + \mathcal{O}(|Q_0| + \gamma)\]

\[:= P_1 + P_2 + \mathcal{O}(|Q_0| + \gamma).\]

We first calculate \(P_1\). Using \(\dot{g}_{b_0,s_1}(S) = 2\delta_{g_{b_0}}^* \omega_{b_0,s_1}(S), \dot{g}_{b_0,s_1}^*(S) = 2G_{g_{b_0}} \delta_{g_{b_0}}^* \omega_{b_0,s_1}^*(S)\) and (9.3.4), we find that

\[P_1 = 2\langle (\nabla^2 t_1 \nabla \alpha t_1) \dot{g}_{b_0,s_1}(S), \dot{g}_{b_0,s_1}^*(S) \rangle = 2\langle 16(\mu_{b_0} - 1)\dot{g}_{b_0,s_1}(S), \dot{g}_{b_0,s_1}^*(S) \rangle \]

\[= 2\langle 16(\mu_{b_0} - 1)\delta_{g_{b_0}}^* d((r - m_0)S), G_{g_{b_0}} \delta_{g_{b_0}}^* d((r - m_0)\nabla H(r - r_{b_0})S) \rangle + \mathcal{O}(|Q_0|^2 + \gamma) \]

\[= -\frac{512}{9} \pi m_0 + \mathcal{O}(|Q_0|^2 + \gamma).\]

Next, using \(\dot{g}_{b_0,s_1}(S) = 2\delta_{g_{b_0}}^* \hat{\omega}_{b_0,s_1}(S), (9.4.11)\) and (9.3.4), we compute

\[P_2 = 2\langle (2\nabla^2 t_1 \nabla \alpha + \Box_{g_{b_0},0}) t_1 \rangle \dot{g}_{b_0,s_1}(S) - t_1 \dot{g}_{b_0,s_1}(S), \dot{g}_{b_0,s_1}^*(S) \rangle \]

\[= -\frac{64}{9} (7 - \log 8) \pi m_0 + \mathcal{O}(|Q_0|^2 + \gamma).\]

Therefore, the pairing is indeed non-zero if \(|Q_0| + \gamma\) is sufficiently small. \(\square\)
Chapter 11

Structure of the resolvent of the linearized gauge-fixed Einstein-Maxwell operator

In this section, we shall prove that $\hat{L}_{b,\gamma}(\sigma)$ is invertible for $b = (m, a, Q)$ near $b_0 = (m_0, 0, Q_0)$, $|Q_0| < m_0$ and $\text{Im} \sigma \geq 0, \sigma \neq 0$. This is a generalization of the first statement in Theorem 10.1.1 from the RN case to the KN case. The proof uses the relevant conclusions of the RN case and the arguments in the proof of Proposition 9.2.2.

Let $\gamma > 0$ be a fixed sufficiently small constant such that all the conclusions in the previous section hold. We recall the linearized gauge-fixed Einstein-Maxwell operator

$$L_{b,\gamma} := L_{(g_b, A_b),\gamma}, \quad L^E_{b,\gamma} := L^E_{(g_b, A_b),\gamma}, \quad L^M_{b,\gamma} := L^M_{(g_b, A_b),\gamma},$$

and its Fourier transformed version

$$\hat{L}_{b,\gamma}(\sigma) := e^{i\sigma t_{b,*}} L_{b,\gamma} e^{-i\sigma t_{b,*}}$$

where $t_{b,*} = \chi_0(r(t + r_{b,*})) + (1 - \chi_0(r))(t - r_{(m,0,\cdot),*})$ is defined in (4.2.17). Since $\gamma$ is fixed, we will drop the subscript $\gamma$ from the notations from now on.

Let $s > 3$ and $-3/2 < \ell < -1/2$. We redefine

$$X^{s,\ell}_b(\sigma) := \{(\tilde{g}, \tilde{A}) \in H^{s,\ell}_b(\tilde{X}; S^{2sc\tilde{T}^*}\tilde{X} \oplus sc\tilde{T}^*\tilde{X}) : \tilde{L}_b(\sigma)(\tilde{g}, \tilde{A}) \in H^{s-1,\ell+2}_b(\tilde{X}; S^{2sc\tilde{T}^*}\tilde{X} \oplus sc\tilde{T}^*\tilde{X})\}.$$

As in the previous section, from now on, we will drop the notation of the bundle if it is clear from the context.
We also decompose zero energy nullspace $K_b$ and the space of zero energy dual states $K_b^*$ of $L_b$ as follows

$$K_b = K_{b,1} \oplus K_{b,2}, \quad K_b^* = K_{b,1}^* \oplus K_{b,2}^*$$  \hspace{1cm} (11.0.1)$$

where

$$K_{b,1} := \{(\hat{g}_{b,s_1}(S_1), \hat{A}_{b,s_1}(S_1))\}, \quad K_{b,2} := \{(\hat{g}_{b,s_0}, \hat{A}_{b,s_0})\} \oplus \{(\hat{g}_{b,v_1}(V_1), \hat{A}_{b,v_1}(V_1))\},$$  \hspace{1cm} (11.0.2)$$

$$K_{b,1}^* := \{(\hat{g}_{b,s_1}^*(S_1), \hat{A}_{b,s_1}^*(S_1))\}, \quad K_{b,2}^* := \{(\hat{g}_{b,s_0}^*, \hat{A}_{b,s_0}^*)\} \oplus \{(\hat{g}_{b,v_1}^*(V_1), \hat{A}_{b,v_1}^*(V_1))\}. $$  \hspace{1cm} (11.0.3)$$

The motivation for doing such a decomposition is that $\hat{L}_b(\sigma)$ is more singular when acting on $K_{b,1}$ because of the existence of the generalized solutions to $L_b(\hat{g}, \hat{A}) = 0$ with linear growth in $t_{b,*}$ and leading order terms in $K_{b,1}$. Moreover, we recall the generalized zero energy states $(\hat{g}_{b,s_1}(S_1), \hat{A}_{b,s_1}(S_1))$ and dual states $(\hat{g}_{b,s_1}^*(S_1), \hat{A}_{b,s_1}^*(S_1))$ which is constructed in Proposition 10.2.3 and define

$$\hat{K}_b := \{(\hat{g}_{b,s_1}(S), \hat{A}_{b,s_1}(S)) : S \in S_1\}, \quad \hat{K}_b^* := \{(\hat{g}_{b,s_1}^*(S), \hat{A}_{b,s_1}^*(S)) : S \in S_1\}$$  \hspace{1cm} (11.0.4)$$

where

$$(\hat{g}_{b,s_1}(S), \hat{A}_{b,s_1}(S)) = (\hat{g}_{b,s_1}(S), \hat{A}_{b,s_1}(S)) - t_{b,*}(\hat{g}_{b,s_1}(S), \hat{A}_{b,s_1}(S)), $$  \hspace{1cm} (11.0.5)$$

$$(\hat{g}_{b,s_1}^*(S), \hat{A}_{b,s_1}^*(S)) = (\hat{g}_{b,s_1}^*(S), \hat{A}_{b,s_1}^*(S)) - t_{b,*}(\hat{g}_{b,s_1}^*(S), \hat{A}_{b,s_1}^*(S)). $$  \hspace{1cm} (11.0.6)$$

### 11.1 Construction of the reference operator $\hat{L}_b(\sigma)$.

We first construct a reference operator $\hat{L}_b(\sigma)$ which is invertible near $\sigma = 0$ by perturbing $\hat{L}_b(\sigma)$ by a smoothing operator.

**Lemma 11.1.1.** Let $b_0 = (m_0, 0, Q_0)$ with $|Q_0| \ll m_0$. There exist $V_b \in \Psi^{-\infty}(X; S^{2sc} T^* X @ sc T^* X)$ which is continuous in $b$ with uniformly compactly supported Schwartz kernel, and a constant $C_0 > 0$, such that the following statements hold.

1. The operator

$$\hat{L}_b(\sigma) := \hat{L}_b(\sigma) + V_b : \mathcal{A}_{b,\ell}^\nu(\sigma) \to \mathcal{H}_b^{s-1,\ell+2}(X; S^{2sc} T^* X @ sc T^* X)$$

is invertible for $\sigma \in \mathbb{C}, \text{Im} \sigma \geq 0$ with $|\sigma| + |b - b_0| \leq C_0$. 
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2. The inverse operator $\hat{L}_b(\sigma)^{-1}$ is continuous in $\sigma$ with values in $L_{\text{weak}}(\hat{H}_b^{s-1,\ell+2}(\tilde{X}), \hat{H}_b^{s,\ell}(\tilde{X}))$ (the space of linear bounded operators equipped with weak operator topology), and continuous in $\sigma$ with values in $L_{\text{op}}(\hat{H}_b^{s-1+\varepsilon,\ell+2+\varepsilon}(\tilde{X}), \hat{H}_b^{s-\varepsilon,\ell-\varepsilon}(\tilde{X}))$ (norm topology) for any $\varepsilon > 0$.

3. One has

$$V_b(\hat{g}_b, \hat{A}_b) = 0 \quad \text{for} \quad (\hat{g}_b, \hat{A}_b) \in \tilde{K}_b.$$ (11.1.1)

Proof. The proof closely follows [57, Lemma 11.1 and Lemma 11.7]. Concretely, we shall construct $V_b$ where three statements in the lemma hold. As for the proof of statements (1) and (2), it suffices to prove $R$ where $L$ for $(V_b)$ of domain $X$ for $(V_b)$ of $R$. Under these splittings, from the condition in (11.1.2) are satisfied. For the statement (3), it is clear that the conclusion (11.1.1) directly follows fixing the basis $K$.

First, since $(\hat{g}_{b_0,s_1}(S_1), \hat{A}_{b_0,s_1}(S_1)) \in \hat{H}_b^{s,\ell}(\tilde{X})$ (see Theorem 10.1.1) and $(\hat{g}_{b_0,s_1}(S_1), \hat{A}_{b_0,s_1}(S_1))$ have nonzero $r^{-1}$ leading terms (see Lemma 10.2.4), we conclude that $K_{b_0,1} \cap \tilde{K}_{b_0} = 0$, and thus $K_{b_0} \cap \tilde{K}_{b_0} = 0$. By the continuity of $K_b$ and $\tilde{K}_b$ in $b$, this holds for $b$ near $b_0$ as well. This implies that fixing the basis $\{h_{b,1}, \ldots, h_{b,8}\}$ of $K_b$ and $\{\tilde{h}_{b,1}, \tilde{h}_{b,2}, \tilde{h}_{b,3}\}$ of $\tilde{K}_b$, both of which depend continuously
on $b$, by the same reasoning as in the beginning of the seventh step in the proof of Theorem 10.1.1, there exists \( \{h_{b,1}^i, \ldots, h_{b,8}^i\} \subset C_c^\infty(X^o; S^{2s-T^*}X \oplus \widetilde{sT^*}X) \) such that \( \langle h_{b,j}, h_{b,j}^i \rangle = \delta_{ij} \) for $1 \leq i, j \leq 8$ and \( \langle h_{b,i}, h_{b,j}^i \rangle = 0 \) for $1 \leq i \leq 3, 1 \leq j \leq 8$. (One can verify that \( \{h_{b,1}^i, \ldots, h_{b,8}^i\} \subset C_c^\infty(X^o) \) can be chosen to be continuous in $b$.) Next, we pick a basis of $\mathcal{R}_b^+$ in the following way. We note that $K_b^* \cap \bar{K}_b^* = 0$, which can be proved in a similar manner to the statement $\mathcal{K}_b \cap \bar{\mathcal{K}}_b = 0$. Fixing the continuous (in $b$) basis \( \{h_{b,1}^i, \ldots, h_{b,8}^i\} \) of $K_b^* = \text{ann}(\mathcal{R}_b)$ and \( \{h_{b,1}^i, h_{b,2}^*, h_{b,3}^*\} \) of $\bar{K}_b^*$, by the same reasoning mentioned above, there exists \( \{h_{b,1}^i, \ldots, h_{b,8}^i\} \subset C_c^\infty(X; S^{2s-T^*}X \oplus \widetilde{sT^*}X) \) (which can be chosen continuous in $b$) such that \( \langle h_{b,1}^i, h_{b,1}^i \rangle = \delta_{ij} \) for $1 \leq i, j \leq 8$ and \( \langle h_{b,i}, h_{b,j}^i \rangle = 0 \) for $1 \leq i \leq 8, 1 \leq j \leq 3$. It is easy to check that \( \{h_{b,1}^i, \ldots, h_{b,8}^i\} \) are linearly independent and the space generated by $h_{b,j}^i, 1 \leq j \leq 8$ is a complement of $\mathcal{R}_b$. Therefore, we define

\[
V_b(h) := \sum_{i=1}^{8} h_{b,i}^i(h, h_{b,i}^i),
\]

which satisfies the requirement (11.1.2).

Using $\hat{L}_b(\sigma)$ constructed in Lemma 11.1.1, we define the following spaces

\[
\bar{K}_{b,1} := \hat{L}_b(0)K_{b,1}, \quad \bar{K}_{b,2} := \hat{L}_b(0)K_{b,2}, \quad \bar{K}_b := \hat{L}_b(0)\bar{K}_b = \bar{K}_{b,1} \oplus \bar{K}_{b,2}. \tag{11.1.3}
\]

Since $\hat{L}_b(0)\bar{K}_b = V_b(\bar{K}_b)$, we have $\bar{K}_{b,1}, \bar{K}_{b,2}, \bar{K}_b \subset C_c^\infty(X; S^{2s-T^*}X \oplus \widetilde{sT^*}X)$.

Next, we decompose the target space $H_b^{s-1,\ell+2}(\bar{X}; S^{2s-T^*}X \oplus \widetilde{sT^*}X)$ into the range of $\hat{L}_b(0)$ and its complement in a continuous (in $b$) way.

**Lemma 11.1.2.** Let $b_0 = (m_0, 0, Q_0)$ with $|Q_0| \ll m_0$. There exists a linear projection map

\[
\Pi_b^+ : H_b^{s-1,\ell+2}(\bar{X}; S^{2s-T^*}X \oplus \widetilde{sT^*}X) \to H_b^{s-1,\ell+2}(\bar{X}; S^{2s-T^*}X \oplus \widetilde{sT^*}X),
\]

which is of rank 8 and depends continuously on $b$ near $b_0$ in the norm topology, such that

\[
\langle (I - \Pi_b^+)h, h^\ast \rangle = 0 \quad \text{for all} \quad h^\ast \in K_b^*.
\]

Moreover, the $\Pi_b^+$ can be chosen such that it maps $H_b^{s-1,\ell+2}(\bar{X}; S^{2s-T^*}X \oplus \widetilde{sT^*}X)$ to $C_c^\infty(X; S^{2s-T^*}X \oplus \widetilde{sT^*}X)$. 
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Proof. Let \( \{h_{b,1}^i, \cdots, h_{b,8}^i\} \) be a basis which is continuous in \( b \) of \( K_b^* \). There exists \( \{h_{b,1}^i, \cdots, h_{b,8}^i\} \subset C^\infty_c(X; S^{2scT^*X} \oplus scT^*X) \) which is continuous in \( b \), such that \( \langle h_{b,i}^i, h_{b,j}^j \rangle = \delta_{ij} \). We then define

\[
\Pi_b^+ h = \sum_{i=1}^{8} h_{b,i}^i \langle h, h_{b,i}^i \rangle.
\]

It is easy to check that \( \Pi_b^+ \) has rank 8 and satisfies \( \langle (I - \Pi_b^+) h, h^* \rangle = 0 \) for all \( h^* \in K_b^* \). \qed

We then define the projection onto \( R_b \) which is the range of \( \hat{L}_b(0) \)

\[
\Pi_b = I - \Pi_b^+ : \hat{H}_b^{s-1,\ell+2}(X; S^{2scT^*X} \oplus scT^*X) \to R_b = \text{ann} K_b^*.
\]

Now we are able to split the domain and target space of the operator \( \hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1} : \hat{H}_b^{s-1,\ell+2} \to \hat{H}_b^{s-1,\ell+2} \) as follows.

\[
\begin{align*}
\text{domain:} & \quad \hat{H}_b^{s-1,\ell+2}(X; S^{2scT^*X} \oplus scT^*X) = \hat{K}_b^+ \oplus \hat{K}_{b,1} \oplus \hat{K}_{b,2}, \\
\text{target:} & \quad \hat{H}_b^{s-1,\ell+2}(X; S^{2scT^*X} \oplus scT^*X) = R_b \oplus R_{b,1}^+ \oplus R_{b,2}^+.
\end{align*}
\]

where \( R_{b,1}^+, \text{resp.} \ R_{b,2}^+ \) is a subspace of dimension 3, resp. 5 and defined as follows. Fixing the continuous (in \( b \)) basis \( \{h_{b,1}^{s(1)}, \cdots, h_{b,3}^{s(1)}\} \) of \( K_{b,1}^* \) and \( \{h_{b,4}^{s(2)}, \cdots, h_{b,5}^{s(2)}\} \) of \( K_{b,2}^* \), there exist

\[
\{v_{b,1}^{(1)}, v_{b,2}^{(1)}, v_{b,3}^{(1)}\}, \{v_{b,1}^{(2)}, v_{b,2}^{(2)}, v_{b,3}^{(2)}, v_{b,4}^{(2)}, v_{b,5}^{(2)}\} \subset C^\infty_c(X; S^{2scT^*X} \oplus scT^*X)
\]

such that \( \langle v_{b,i}^{(1)}, h_{b,j}^{s(1)} \rangle = \delta_{ij} \) and \( \langle v_{b,i}^{(2)}, h_{b,j}^{s(2)} \rangle = \delta_{ij} \). We then define

\[
\begin{align*}
R_{b,1}^+ & = \{v_{b,1}^{(1)}, v_{b,2}^{(1)}, v_{b,3}^{(1)}\}, \\
R_{b,2}^+ & = \{v_{b,1}^{(2)}, v_{b,2}^{(2)}, v_{b,3}^{(2)}, v_{b,4}^{(2)}, v_{b,5}^{(2)}\}.
\end{align*}
\]

### 11.2 Structure of the resolvent near zero energy

Now we are at the position of establishing the mode stability of the operator \( \hat{L}_b(\sigma) \) for \( b \) near \( b_0 \) at \( \text{Im} \sigma \geq 0, \sigma \neq 0 \), and we also provide a description of the structure of the resolvent \( \hat{L}_b(\sigma)^{-1} \) near \( \sigma = 0 \) along the way.

**Theorem 11.2.1.** Let \( (g_0, A_0) \) be the RN metric and 4-electromagnetic potential where \( b = (m, a, Q) \) is near \( b_0 = (m_0, 0, Q_0) \) with \( |Q_0| \ll m_0 \). Then the Fourier-transformed operator

\[
\hat{L}_b(\sigma) : \{(\hat{g}, \hat{A}) \in \hat{H}_b^{s,\ell}(X; S^{2scT^*X} \oplus scT^*X) : \hat{L}_b(\sigma)(\hat{g}, \hat{A}) \in \hat{H}_b^{s,\ell+1}(X; S^{2scT^*X} \oplus scT^*X)\}
\]

\[
\rightarrow \hat{H}_b^{s,\ell+1}(X; S^{2scT^*X} \oplus scT^*X)
\]

is invertible for \( \sigma \in \mathbb{C}, \text{Im} \sigma \geq 0, \sigma \neq 0 \) and \( s > 3, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2} \).
Proof. By the arguments in the last step of the proof of Theorem 8.0.1 and Proposition 9.2.2, it suffices to prove that $A_{b}^{s,\ell}(\sigma) \to H_{b}^{s,\ell+1}(X; S^{2}T^{*}X \oplus scT^{*}X)$ is invertible for $s > 3, -3/2 < \ell < -1/2$ and $(b, \sigma)$ with $\text{Im} \sigma \geq 0, \sigma \neq 0$ near $(b_{0}, 0)$. To this end, we shall prove the invertibility of the operator
\[
\hat{L}_{b}(\sigma)\hat{L}_{b}(\sigma)^{-1} : \hat{H}_{b}^{s-1,\ell+2}(X; S^{2}T^{*}X \oplus scT^{*}X) \to \hat{H}_{b}^{s-1,\ell+2}(X; S^{2}T^{*}X \oplus scT^{*}X)
\]
for $s > 3, -3/2 < \ell < -1/2$ and $(b, \sigma)$ with $\text{Im} \sigma \geq 0, \sigma \neq 0$ near $(b_{0}, 0)$.

Under the splitting (11.1.4), we express
\[
\hat{L}_{b}(\sigma)\hat{L}_{b}(\sigma)^{-1} = \begin{pmatrix} L_{00}(b, \sigma) & L_{01}(b, \sigma) & L_{02}(b, \sigma) \\ L_{10}(b, \sigma) & L_{11}(b, \sigma) & L_{12}(b, \sigma) \\ L_{20}(b, \sigma) & L_{21}(b, \sigma) & L_{22}(b, \sigma) \end{pmatrix}.
\]
(11.2.2)
It is clear that $L_{ij}(b, 0) = 0$ when $(i, j) \neq (0, 0)$ and $L_{00}(b, 0)$ is invertible. We will use the following resolvent identity (whose proof is similar to that of the resolvent identity (9.2.16) in the proof of Lemma 9.2.4) frequently in the subsequent analysis
\[
(\hat{L}_{b}(\sigma)^{-1} - \hat{L}_{b}(0)^{-1})(\hat{g}, \hat{A}) = \hat{L}_{b}(\sigma)^{-1}(\hat{L}_{b}(0) - \hat{L}_{b}(\sigma))\hat{L}_{b}(0)^{-1}(\hat{g}, \hat{A})
\]
(11.2.3)
\[
( (\hat{L}_{b}(\sigma)^{-1})^* - (\hat{L}_{b}(0)^{-1})^* ) (\hat{g}^*, \hat{A}^*) = (\hat{L}_{b}(\sigma)^{-1})^* (\hat{L}_{b}(0)^{-1} - \hat{L}_{b}(\sigma)^*) (\hat{L}_{b}(0)^{-1})^* (\hat{g}^*, \hat{A}^*)
\]
(11.2.4)
for $\hat{L}_{b}(0)^{-1}(\hat{g}, \hat{A}) \in \rho C^{\infty}(\hat{X}) + \hat{H}_{b}^{s,1/2,\ell}(-\hat{X})$ and $(\hat{L}_{b}(0)^{-1})^*(\hat{g}^*, \hat{A}^*) \in \rho C^{\infty}(\hat{X}) + \hat{H}_{b}^{-s,1/2,\ell}(-\hat{X})$.

- Analysis of $L_{01}$ and $L_{02}$. For $(\hat{g}_{2}, \hat{A}_{2}) = \hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2}) \in \hat{K}_{b,2}$, we have
\[
\hat{L}_{b}(\sigma)\hat{L}_{b}(\sigma)^{-1}(\hat{g}_{2}, \hat{A}_{2}) = (\hat{L}_{b}(\sigma) - V_{b} \hat{L}_{b}(\sigma)^{-1} \hat{L}_{b}(0))(\hat{g}_{2}, \hat{A}_{2})
\]
\[
= -V_{b}(\hat{L}_{b}(\sigma)^{-1} - \hat{L}_{b}(0)^{-1})\hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2})
\]
\[
= V_{b}\hat{L}_{b}(\sigma)^{-1}(\hat{L}_{b}(\sigma) - \hat{L}_{b}(0))\hat{L}_{b}(0)^{-1}\hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2})
\]
\[
= \sigma V_{b}\hat{L}_{b}(\sigma)^{-1}\partial_{\sigma}\hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2}) + \frac{\sigma^{2}}{2} V_{b}\hat{L}_{b}(\sigma)^{-1}\partial_{\sigma}^{2}\hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2})
\]
(11.2.5)
where we use $\hat{L}_{b}(0)^{-1}\hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2}) = (\hat{g}_{2}, \hat{A}_{2}) \in \rho C^{\infty}(\hat{X}) + \hat{H}_{b}^{\infty,1/2,-}(\hat{X})$ by Proposition 5.3.1 and the resolvent identity (11.2.3) in the third step. Since $(\hat{g}_{2}, \hat{A}_{2}) \in \rho C^{\infty}(\hat{X}) + \hat{H}_{b}^{\infty,1/2,-}(\hat{X})$ which is annihilated by normal operator of $\partial_{\sigma}\hat{L}_{b}(0)$ modulo $\hat{H}_{b}^{\infty,3/2,-}(\hat{X})$, it follows that
\[
\partial_{\sigma}\hat{L}_{b}(0)(\hat{g}_{2}, \hat{A}_{2}) \in \hat{H}_{b}^{\infty,3/2,-}(\hat{X})
\]
231
As \( \partial_\sigma^2 L_b(0) \in \rho^2 C^\infty(\bar{X}; \mathrm{End}(S^2 eT^*X \oplus \infty T^*X)) \), we have

\[
\partial_\sigma^2 \hat{L}_b(0)(g_2, \hat{A}_2) \in \dot{H}_b^{\infty,3/2}(-\bar{X})
\]
as well. By using the continuity of \( \hat{L}_b(\sigma)^{-1} \) in the norm operator topology

\[
\mathcal{L}_{\text{op}}(\dot{H}_b^{s-1+\epsilon, \ell+2+\epsilon}(\bar{X}), \dot{H}_b^{s-\epsilon, \ell-\epsilon}(\bar{X}))
\]
we conclude that

\[
\hat{L}_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0)(g_2, \hat{A}_2), \quad \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(g_2, \hat{A}_2)
\]
are continuous in \((b, \sigma)\), and thus

\[
L_{02}(b, \sigma) = \sigma \hat{L}_{02}(b, \sigma)
\]
where \( \hat{L}_{02}(b, \sigma) : \mathcal{K}_{b,2} \to \mathcal{R}_b \) is continuous in \((b, \sigma)\) in the norm operator topology.

For \( (\hat{g}_1, \hat{A}_1) = \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) \in \mathcal{K}_{b,1} \), the calculation in (11.2.5) still applies. We further calculate

\[
\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1}(\hat{g}_1, \hat{A}_1)
\]

\[
= \sigma V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) + \frac{\sigma^2}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1)
\]

\[
= i\sigma V_b \hat{L}_b(\sigma)^{-1} \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) + \frac{\sigma^2}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1)
\]

\[
= i\sigma (I - V_b \hat{L}_b(0)^{-1}) V_b \hat{L}_b(\sigma)^{-1} \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) + i\sigma V_b \hat{L}_b(\sigma)^{-1} \hat{L}_b(0)^{-1} \hat{L}_b(0)(\hat{g}_1, \hat{A}_1)
\]

\[
+ \frac{\sigma^2}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1)
\]

\[
= i\sigma V_b \hat{L}_b(\sigma)^{-1} - \hat{L}_b(0)^{-1} \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) + \frac{\sigma^2}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1)
\]

where we use Lemma 11.1.1 in the last step. Since by Lemma 11.1.1 and Lemma 10.2.4, we have

\[
\hat{L}_b(0)^{-1} \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) = (\hat{g}_1, \hat{A}_1) \in \rho^2 C^\infty(\bar{X}) + \dot{H}_b^{\infty,3/2}(-\bar{X}),
\]
and it follows that we can apply the resolvent identity (11.2.3) again and obtain

\[
\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1}(\hat{g}_1, \hat{A}_1)
\]

\[
= i\sigma V_b \hat{L}_b(\sigma)^{-1} (\hat{L}_b(0) - \hat{L}_b(\sigma)) \hat{L}_b(0)^{-1} \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) + \frac{\sigma^2}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1)
\]

\[
= \sigma^2 \left( - iV_b \hat{L}_b(\sigma)^{-1} (\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) \right).
\]

(11.2.6)
By the same reasoning as in the component \( L_{02}(b, \sigma) \), we find that

\[
L_{01}(b, \sigma) = \sigma^2 \tilde{L}_{01}(b, \sigma)
\]

where \( \tilde{L}_{01}(b, \sigma) : \tilde{K}_{b,1} \to \mathcal{R}_b \) is continuous in \((b, \sigma)\) in the norm operator topology.

- **Analysis of \( L_{10} \) and \( L_{20} \).** For \((\tilde{g}_0, \tilde{A}_0) \in \tilde{K}_{b}^+ \) and \((\tilde{g}_2^*, \tilde{A}_2^*) \in K_{b,2}^* \), we have

\[
(\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1}(\tilde{g}_0, \tilde{A}_0), (\tilde{g}_2^*, \tilde{A}_2^*))
\]

\[
= \left( (\tilde{g}_0, \tilde{A}_0), (\tilde{L}_b(\sigma)^{-1}L_b(\sigma)^*(\tilde{g}_2^*, \tilde{A}_2^*)) \right)
\]

\[
= \left( (\tilde{g}_0, \tilde{A}_0), (\tilde{L}_b(\sigma)^{-1}L_b(\sigma)^*(\tilde{g}_2^*, \tilde{A}_2^*)) - (\tilde{g}_0, \tilde{A}_0), (\tilde{L}_b(\sigma)^{-1}L_b(\sigma)^*(\tilde{g}_2^*, \tilde{A}_2^*)) \right)
\]

\[
= -\left( (\tilde{g}_0, \tilde{A}_0), ((\tilde{L}_b(\sigma)^{-1}L_b(\sigma)^* - (\tilde{L}_b(0)^{-1}L_b(\sigma)^*)L_b(0))V_b^*(\tilde{g}_2^*, \tilde{A}_2^*)) \right)
\]

\[
= \sigma\left( (\tilde{g}_0, \tilde{A}_0), (\tilde{L}_b(\sigma)^{-1})^* (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_2^*, \tilde{A}_2^*) \right)
\]

where we use \((\tilde{L}_b(0)^{-1})^*V_b^*(\tilde{g}_2^*, \tilde{A}_2^*) \in \rho C^\infty(\bar{X}) + \tilde{H}_b^{-3/2-C(a, \gamma), 1/2}(\bar{X})\) where \(C(a, \gamma)\) is a small constant by Proposition 5.3.1 and the resolvent identity \((11.2.4)\) in the fourth step. Since \((\tilde{g}_2^*, \tilde{A}_2^*)\) is annihilated by normal operator of \((\partial_\sigma \tilde{L}_b(0))^*\) modulo \(\tilde{H}_b^{-5/2-C(a, \gamma), 3/2}(\bar{X})\), it follows that \((\partial_\sigma \tilde{L}_b(0))^* (\tilde{g}_2^*, \tilde{A}_2^*) \in \tilde{H}_b^{-5/2-C(a, \gamma), 3/2}(\bar{X})\). As \((\partial_\sigma^2 \tilde{L}_b(0))^* \in \rho^2 C^\infty(\bar{X})\), we have

\[
(\partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_2^*, \tilde{A}_2^*) \in \tilde{H}_b^{-3/2-\nu, -3/2}(\bar{X}).
\]

Since \((\tilde{L}_b(\sigma)^{-1})^*\) is continuous with values in \(L_{op}(\tilde{H}_b^{-s+\epsilon, -\ell+\epsilon}(\bar{X}), \tilde{H}_b^{-s+1-\epsilon, -\ell-2-\epsilon}(\bar{X}))\), we conclude that

\[
(\tilde{L}_b(\sigma)^{-1})^* (\partial_\sigma \tilde{L}_b(0))^* (\tilde{g}_2^*, \tilde{A}_2^*), (\tilde{L}_b(\sigma)^{-1})^* (\partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_2^*, \tilde{A}_2^*)
\]

are continuous in \((b, \sigma)\), and thus

\[
L_{20}(b, \sigma) = \sigma \tilde{L}_{20}(b, \sigma)
\]

where \(\tilde{L}_{20}(b, \sigma) : \tilde{K}_{b}^+ \to \mathcal{R}_{b,2}^+\) is continuous in \((b, \sigma)\) in the norm operator topology.

For \((\tilde{g}_0, \tilde{A}_0) \in \tilde{K}_{b}^+\) and \((\tilde{g}_1^*, \tilde{A}_1^*) \in K_{b,1}^*\), the calculation in \((11.2.7)\) still applies. We further
calculate

\[
\langle L_b(\sigma) L_b(\sigma)^{-1}(\tilde{g}_0, \tilde{A}_0), (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
= \sigma \langle (\tilde{g}_0, \tilde{A}_0), (\tilde{L}_b(\sigma)^{-1})^*(\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
= \sigma \langle (\tilde{g}_0, \tilde{A}_0), i(L_b(\sigma)^{-1})^*(\tilde{L}_b(0))^* (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
+ \sigma^2 \langle (\tilde{g}_0, \tilde{A}_0), \frac{1}{2}(\tilde{L}_b(\sigma)^{-1})^*(\partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
= \sigma \langle (\tilde{g}_0, \tilde{A}_0), i(I - (\tilde{L}_b(0)^{-1})^* V_b^*) (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
+ \sigma \langle (\tilde{g}_0, \tilde{A}_0), i(\tilde{L}_b(\sigma)^{-1})^* - (\tilde{L}_b(0)^{-1})^* \tilde{L}_b(0))^* (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
+ \sigma^2 \langle (\tilde{g}_0, \tilde{A}_0), \frac{1}{2}(\tilde{L}_b(\sigma)^{-1})^*(\partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
\]

By a normal operator argument as in the proof of Proposition 5.3.1, we have

\[
(\tilde{L}_b(0)^{-1})^* : C_c^\infty(X) \to \rho C_c^\infty(X) + \dot{H}^{-3/2-C(a,\gamma),1/2}_b(X).
\]

Therefore, by Lemma 10.2.4, we conclude

\[
(\tilde{L}_b(0)^{-1})^* \tilde{L}_b(0)^* (\tilde{g}_1, \tilde{A}_1) = (\tilde{g}_1, \tilde{A}_1) - (\tilde{L}_b(0)^{-1})^* V_b^* (\tilde{g}_1, \tilde{A}_1) \in \rho C_c^\infty(X) + \dot{H}^{-3/2-C(a,\gamma),1/2}_b(X).
\]

This implies that we can apply the resolvent identity (11.2.4) again and obtain

\[
\langle \tilde{L}_b(\sigma) L_b(\sigma)^{-1}(\tilde{g}_0, \tilde{A}_0), (\tilde{g}_1^*, \tilde{A}_1^*) \rangle \\
= \sigma \langle (\tilde{g}_0, \tilde{A}_0), i(I - (\tilde{L}_b(0)^{-1})^* V_b^*) (\tilde{g}_2^*, \tilde{A}_2^*) \rangle \\
- \sigma^2 \langle (\tilde{g}_0, \tilde{A}_0), i(L_b(\sigma)^{-1})^*(\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0))^* (I - (\tilde{L}_b(0)^{-1})^* V_b^*) (\tilde{g}_2^*, \tilde{A}_2^*) \rangle \\
+ \sigma^2 \langle (\tilde{g}_0, \tilde{A}_0), \frac{1}{2}(\tilde{L}_b(\sigma)^{-1})^*(\partial_\sigma^2 \tilde{L}_b(0))^* (\tilde{g}_2^*, \tilde{A}_2^*) \rangle.
\]

(11.2.8)

By the same reasoning as in the component $L_{20}(b, \sigma)$, we find that

\[
L_{10}(b, \sigma) = \sigma \tilde{L}_{10}(b, \sigma)
\]

where $\tilde{L}_{10}(b, \sigma) = \tilde{L}_{10}^0(b) + \sigma \tilde{L}_{10}^e(b, \sigma)$ with $\tilde{L}_{10}(b, \sigma) : \tilde{K}_b^+ \to \mathcal{R}^+_{b,1}$ continuous in $(b, \sigma)$ in the norm operator topology.
• Analysis of $L_{22}$. Using (11.2.5), we find that
\[
\langle \tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1}(\tilde{g}_2, \tilde{A}_2), (\tilde{g}_2^*, \tilde{A}_2^*) \rangle
\]
\[
= \langle \sigma \partial_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2) + \frac{\sigma^2}{2} \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), (\tilde{L}_b(\sigma)^{-1}V_0^*\tilde{g}_2^*, \tilde{A}_2^*) \rangle
\]
\[
= \langle \sigma \partial_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2) + \frac{\sigma^2}{2} \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), (\tilde{g}_2^*, \tilde{A}_2^*) \rangle
\]
\[
+ \langle \sigma \partial_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2) + \frac{\sigma^2}{2} \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), ((\tilde{L}_b(\sigma)^{-1})^* - (\tilde{L}_b(0)^{-1})^*)V_0^*(\tilde{g}_2^*, \tilde{A}_2^*) \rangle
\]
\[
= \langle \sigma \partial_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2) + \frac{\sigma^2}{2} \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), (\tilde{g}_2^*, \tilde{A}_2^*) \rangle
\]
\[
+ \langle \sigma \partial_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2) + \frac{\sigma^2}{2} \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), (\tilde{L}_b(\sigma)^{-1})^*(\tilde{L}_b(0)^*-\tilde{L}_b(\sigma)^*)\tilde{g}_2^*, \tilde{A}_2^* \rangle
\]
\[
= \sigma \left\{ -i[L_b, t_{b,s}](\tilde{g}_2, \tilde{A}_2), (\tilde{g}_2^*, \tilde{A}_2^*) \right\} + \frac{\sigma^2}{2} \left\{ \frac{1}{2} \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), (\tilde{g}_2^*, \tilde{A}_2^*) \right\}
\]
\[
+ \frac{\sigma^2}{2} \left\{ \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_2, \tilde{A}_2), (\tilde{L}_b(\sigma)^{-1})^*(\partial_\sigma \tilde{L}_b(0) + \frac{\sigma^2}{2} \partial^2_\sigma \tilde{L}_b(0))\tilde{g}_2^*, \tilde{A}_2^* \right\}
\]
(11.2.9)

where we use $(\tilde{L}_b(0)^{-1})^*V_0^*(\tilde{g}_2^*, \tilde{A}_2^*) = (\tilde{g}_2^*, \tilde{A}_2^*)$ and the resolvent identity (11.2.4) in the third step. According to the proof of the non-existence of the linearly growing generalized zero modes with leading order term $(\tilde{g}_2, \tilde{A}_2) \in \mathcal{K}_{b,2}$ (see Lemma 10.2.1 and 10.2.2), the pairing on $\mathcal{K}_{b,2} \times \mathcal{K}_{b,2}^*$
\[
\langle -i[L_b, t_{b,s}](\tilde{g}_2, \tilde{A}_2), (\tilde{g}_2^*, \tilde{A}_2^*) \rangle
\]
is non-degenerate for $b$ near $b_0$. Therefore, we find that
\[
L_{22}(b, \sigma) = \sigma \tilde{L}_{22}(b, \sigma) \quad \text{with} \quad \tilde{L}_{22}(b, \sigma) = \tilde{L}_{22}^0(b) + \sigma \tilde{L}_{22}^c(b, \sigma)
\]
where $\tilde{L}_{22}^0(b)$ is invertible and $\tilde{L}_{22}^c(b, \sigma) : \tilde{\mathcal{K}}_{b,2} \to \mathcal{R}_{b,2}^+$ is continuous in $(b, \sigma)$ in the norm operator topology.
• Analysis of \( L_{11} \). Using the calculation in (11.2.6) and (11.2.8), we see that

\[
\langle \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1}(\hat{g}_1, \hat{A}_1), (\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
= \sigma^2 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{L}_b(\sigma)^{-1})^* V_b^*(\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
= \sigma^2 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
+ \sigma^2 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{L}_b(\sigma)^{-1})^* (\hat{L}_b(0) - \hat{L}_b(\sigma))^* (\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
= \sigma^2 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
- \sigma^3 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), i(\hat{L}_b(\sigma)^{-1})^* \hat{L}_b(0)^*(\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
- \sigma^4 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{g}_2^*, \hat{A}_2^*) \rangle + \sigma^3 \langle -i \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
- \sigma^4 \langle -i \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), i(I - (\hat{L}_b(0)^{-1})^* V_b^*)(\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
+ \sigma^4 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1),
\]

\[
(\hat{L}_b(\sigma)^{-1})^* (\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))^* (I - (\hat{L}_b(0)^{-1})^* V_b^*)(\hat{g}_1^*, \hat{A}_1^*) \rangle
\]

\[
- \sigma^4 \langle -i(\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0))(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{L}_b(\sigma)^{-1})^* (\frac{1}{2} \partial_\sigma^2 \hat{L}_b(0))^*(\hat{g}_1^*, \hat{A}_1^*) \rangle.
\]

(11.2.10)

According to the proof of the non-existence of the quadratically growing generalized zero modes with leading order term \((\hat{g}_1, \hat{A}_1) \in \mathcal{K}_{b,1}\) (see Lemma 10.3.1), the pairing on \( \mathcal{K}_{b,1} \times \mathcal{K}_{b,1} \)

\[
\langle -i\partial_\sigma \hat{L}_b(0)(\hat{g}_1, \hat{A}_1) + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\hat{g}_1, \hat{A}_1), (\hat{g}_2^*, \hat{A}_2^*) \rangle
\]

\[
= - \langle [L_b, t_{b,s}](\hat{g}_1, \hat{A}_1) + \frac{1}{2} ([L_b, t_{b,s}], t_{b,s})(\hat{g}_1, \hat{A}_1), (\hat{g}_2^*, \hat{A}_2^*) \rangle
\]

is non-degenerate for \(b\) near \(b_0\). Therefore, we find that

\[
L_{11}(b, \sigma) = \sigma^2 \tilde{L}_{11}(b, \sigma) \quad \text{with} \quad \tilde{L}_{11}(b, \sigma) = \tilde{L}_{11}^0(b) + \sigma \tilde{L}_{22}^1(b) + \sigma^2 \tilde{L}_{11}^1(b, \sigma)
\]

where \( \tilde{L}_{11}^0(b) \) is invertible and \( \tilde{L}_{11}^1(b, \sigma) : \tilde{K}_{b,1} \to \mathcal{R}_{b,1}^+ \) is continuous in \((b, \sigma)\) in the norm operator topology.

• Analysis of \( L_{12} \) and \( L_{21} \). For \((\hat{g}_1, \hat{A}_1) \in \tilde{K}_{b,1}\) and \((\hat{g}_2^*, \hat{A}_2^*) \in \mathcal{K}_{b,2}^*\), using (11.2.6) and (11.2.9),
we compute
\[
(\widetilde{L}_b(\sigma)L_b(\sigma)^{-1}(\dot{g}_1, \dot{A}_1), (\dot{g}_2^*, \dot{A}_2^*))
\]
\[
= \sigma^2(-i\partial_\sigma \widetilde{L}_b(0)(\dot{g}_1, \dot{A}_1) + \frac{1}{2} \partial_\sigma^2 \widetilde{L}_b(0)(\dot{g}_1, \dot{A}_1), (\dot{g}_2^*, \dot{A}_2^*)) + \sigma^3(\frac{i}{2} \partial_\sigma^2 \widetilde{L}_b(0)(\dot{g}_1, \dot{A}_1), (\dot{g}_2^*, \dot{A}_2^*))
\]
\[
- \sigma^3\left(-i(\partial_\sigma \widetilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \widetilde{L}_b(0))(\dot{g}_1, \dot{A}_1) + \frac{1}{2} \partial_\sigma^2 \widetilde{L}_b(0)(\dot{g}_1, \dot{A}_1),
\right.
\]
\[
(\dot{L}_b(\sigma)^{-1})^*(\partial_\sigma \widetilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \widetilde{L}_b(0))^*(\dot{g}_2^*, \dot{A}_2^*)\).
\]
(11.2.11)

Therefore,
\[
L_{21}(b, \sigma) = \sigma^2 \bar{L}_{21}(b, \sigma) \quad \text{with} \quad \bar{L}_{21}(b, \sigma) = \bar{L}_{21}^0(b) + \sigma \bar{L}_{21}^\infty(b, \sigma)
\]
where \(\bar{L}_{21}^\infty(b, \sigma) : \bar{K}_{b, 1} \to \mathcal{R}_{b, 2}^+\) is continuous in \((b, \sigma)\) in the norm operator topology.

For \((\dot{g}_2, \dot{A}_2) = \dot{L}_b(0)(\dot{g}_2, \dot{A}_2) \in \bar{K}_{b, 2} = \bar{L}_b(0)\bar{K}_{b, 2}\) and \((\dot{g}_1^*, \dot{A}_1^*) \in \bar{K}_{b, 1}^*\), using (11.2.8), we calculate
\[
(\dot{L}_b(\sigma)L_b(\sigma)^{-1}(\dot{g}_2, \dot{A}_2), (\dot{g}_1^*, \dot{A}_1^*))
\]
\[
= \sigma\left\langle (I - V_\sigma(\dot{L}_b(0)^{-1}))\dot{L}_b(0)(\dot{g}_2, \dot{A}_2), i(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
- \sigma^2\left\langle \dot{L}_b(\sigma)^{-1}\dot{L}_b(0)(\dot{g}_2, \dot{A}_2), i(\partial_\sigma \widetilde{L}_b(0))^*(I - (\dot{L}_b(0)^{-1})^*V_\sigma)(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
+ \sigma^2\left\langle \dot{L}_b(\sigma)^{-1}\dot{L}_b(0)(\dot{g}_2, \dot{A}_2), \frac{1}{2}(\partial_\sigma^2 \widetilde{L}_b(0))^*(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
- \sigma^3\left\langle \dot{L}_b(\sigma)^{-1}\dot{L}_b(0)(\dot{g}_2, \dot{A}_2), i(\partial_\sigma \widetilde{L}_b(0))^*(I - (\dot{L}_b(0)^{-1})^*V_\sigma)(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
- \sigma^3\left\langle \dot{L}_b(\sigma)^{-1}\dot{L}_b(0)(\dot{g}_2, \dot{A}_2), \frac{1}{2}(\partial_\sigma^2 \widetilde{L}_b(0))^*(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
= -\sigma^3\left\langle (\dot{g}_2, \dot{A}_2), i(\partial_\sigma \widetilde{L}_b(0))^*(I - (\dot{L}_b(0)^{-1})^*V_\sigma)(\dot{g}_1^*, \dot{A}_1^*) - \frac{1}{2}(\partial_\sigma^2 \widetilde{L}_b(0))^*(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
+ \sigma^3\left\langle \dot{L}_b(\sigma)^{-1}(\partial_\sigma \widetilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \widetilde{L}_b(0))(\dot{g}_2, \dot{A}_2), i(\partial_\sigma \widetilde{L}_b(0))^*(I - (\dot{L}_b(0)^{-1})^*V_\sigma)(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
+ \sigma^3\left\langle \dot{L}_b(\sigma)^{-1}(\partial_\sigma \widetilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \widetilde{L}_b(0))(\dot{g}_2, \dot{A}_2), \frac{1}{2}(\partial_\sigma^2 \widetilde{L}_b(0))^*(\dot{g}_1^*, \dot{A}_1^*)\right\rangle
\]
\[
- \sigma^3\left\langle \dot{L}_b(\sigma)^{-1}\dot{L}_b(0)(\dot{g}_2, \dot{A}_2), i(\partial_\sigma \widetilde{L}_b(0))^*(I - (\dot{L}_b(0)^{-1})^*V_\sigma)(\dot{g}_1^*, \dot{A}_1^*)\right\rangle.
\]
(11.2.12)

Therefore,
\[
L_{12}(b, \sigma) = \sigma^2 \bar{L}_{12}(b, \sigma) \quad \text{with} \quad \bar{L}_{12}(b, \sigma) = \bar{L}_{12}^0(b) + \sigma \bar{L}_{12}^\infty(b, \sigma)
\]
where \(\bar{L}_{12}^\infty(b, \sigma) : \bar{K}_{b, 2} \to \mathcal{R}_{b, 1}^+\) is continuous in \((b, \sigma)\) in the norm operator topology.

• Analysis of \(L_{00}\). Following the arguments in the first step in the proof of Lemma 9.2.4, we can prove that for \((b, \sigma)\) near \((b, 0)\), \(L_{00}(b, \sigma)\) is invertible and there exists a uniform constant
$C > 0$ such that

$$\| L_{00}(b, \sigma)^{-1}\|_{\mathcal{R}_b \to \tilde{\mathcal{K}}^+_b} \leq C. \quad (11.2.13)$$

Moreover, for $(\tilde{g}_0, \tilde{A}_0) \in \tilde{\mathcal{K}}^+_b$, we write

$$L_{00}(b, \sigma)(\tilde{g}_0, \tilde{A}_0) = \tilde{\mathcal{L}}_b(\sigma)\tilde{L}_b(\sigma)^{-1}(\tilde{g}_0, \tilde{A}_0) - (L_{10}(b, \sigma) + L_{20}(b, \sigma))(\tilde{g}_0, \tilde{A}_0)$$

$$= (\tilde{g}_0, \tilde{A}_0) - V_b\tilde{L}_b(\sigma)^{-1}(\tilde{g}_0, \tilde{A}_0) - (L_{10}(b, \sigma) + L_{20}(b, \sigma))(\tilde{g}_0, \tilde{A}_0) \quad (11.2.14)$$

Since $\tilde{L}_b(\sigma)^{-1}$ is continuous in the norm operator topology $\mathcal{L}_{op}(\mathcal{H}^{s-1+\varepsilon, \ell+2+\varepsilon}(X), \mathcal{H}^{s-\varepsilon, \ell-\varepsilon}(X))$ and $V_b$ maps $\mathcal{D}'(X^c)$ to $C^\infty_c(X)$, it follows that $L_{00}(b, \sigma) : \tilde{\mathcal{K}}^+_b \to \mathcal{R}_b$ is continuous in $(b, \sigma)$ in the norm operator topology.

- The inverse of $\tilde{\mathcal{L}}_b(\sigma)\tilde{L}_b(\sigma)^{-1}$. Putting all the above analysis of the components $L_{ij}(b, \sigma)$ together, we conclude that

$\tilde{\mathcal{L}}_b(\sigma)\tilde{L}_b(\sigma)^{-1} = \begin{pmatrix}
L_{00}(b, \sigma) & \sigma^2\tilde{L}_{01}(b, \sigma) & \sigma\tilde{L}_{02}(b, \sigma) \\
\sigma\tilde{L}_{10}(b, \sigma) & \sigma^2\tilde{L}_{11}(b, \sigma) & \sigma\tilde{L}_{12}(b, \sigma) \\
\sigma\tilde{L}_{20}(b, \sigma) & \sigma^2\tilde{L}_{21}(b, \sigma) & \sigma\tilde{L}_{22}(b, \sigma)
\end{pmatrix}$

$$= \begin{pmatrix}
\sigma(L_{00}(b, \sigma)) & \sigma^2\tilde{L}_{01}(b, \sigma) & \sigma\tilde{L}_{02}(b, \sigma) \\
\sigma(\tilde{L}_{10}(b) + \sigma\tilde{L}_{10}^2(b, \sigma)) & \sigma^2(\tilde{L}_{11}(b) + \sigma\tilde{L}_{11}^2(b, \sigma)) & \sigma\tilde{L}_{12}(b, \sigma) \\
\sigma\tilde{L}_{20}(b, \sigma) & \sigma^2(\tilde{L}_{21}(b) + \sigma\tilde{L}_{21}^2(b, \sigma)) & \sigma\tilde{L}_{22}(b, \sigma)
\end{pmatrix} \quad (11.2.15)$$

where $L_{00}(b, \sigma), \tilde{L}_{10}(b), \tilde{L}_{22}(b)$ are invertible, and $L_{00}(b, \sigma), \tilde{L}_{ij}(b, \sigma)$ with $(i, j) = (0, 1), (0, 2), (2, 0)$, $\tilde{L}_{ij}^2(b, \sigma)$ with $(i, j) = (1, 0), (1, 1), (1, 2), (2, 1), (2, 2)$ are continuous in $(b, \sigma)$ in the norm operator topology.

Solving the system

$$\tilde{\mathcal{L}}_b(\sigma)\tilde{L}_b(\sigma)^{-1}((\tilde{g}_0, \tilde{A}_0), (\tilde{g}_1, \tilde{A}_1), (\tilde{g}_2, \tilde{A}_2)) = (f_0, f_1, f_2)$$

yields

$$R(b, \sigma) = (\tilde{\mathcal{L}}_b(\sigma)\tilde{L}_b(\sigma)^{-1})^{-1} = \begin{pmatrix}
\tilde{R}_{00}(b, \sigma) & \tilde{R}_{01}(b, \sigma) & \tilde{R}_{02}(b, \sigma) \\
\sigma^{-1}\tilde{R}_{10}(b, \sigma) & \sigma^{-2}\tilde{R}_{11}(b, \sigma) & \sigma^{-1}\tilde{R}_{12}(b, \sigma) \\
\tilde{R}_{20}(b, \sigma) & \sigma^{-1}\tilde{R}_{21}(b, \sigma) & \sigma^{-1}\tilde{R}_{22}(b, \sigma)
\end{pmatrix} \quad (11.2.16)$$
where
\[ \bar{R}_{11} = (\bar{L}^2_{11} - \sigma \bar{L}^2_{12}(\bar{L}^2_{22})^{-1}\bar{L}^2_{21})^{-1}, \quad \bar{R}_{10} = \bar{R}_{11}(-\bar{L}_{10} + \sigma \bar{L}^2_{12}(\bar{L}^2_{22})^{-1}\bar{L}_{20})L_{00}^{-1}, \]
\[ \bar{R}_{12} = -\bar{R}_{11}\bar{L}^2_{12}(\bar{L}^2_{22})^{-1}, \quad \bar{R}_{21} = -(\bar{L}^2_{22})^{-1}\bar{L}^2_{21}\bar{R}_{11}, \quad \bar{R}_{22} = (\bar{L}^2_{22})^{-1} - \sigma(\bar{L}^2_{22})^{-1}\bar{L}^2_{21}\bar{R}_{12}, \]
\[ \bar{R}_{20} = -(\bar{L}^2_{22})^{-1}(\bar{L}_{20}L_{00}^{-1} + \bar{L}^2_{21}\bar{R}_{10}), \quad \bar{R}_{01} = -L_{00}^{-1}(\bar{L}_{01}\bar{R}_{11} + L_{02}\bar{R}_{21}), \]
\[ \bar{R}_{02} = -L_{00}^{-1}(\sigma\bar{L}_{01}\bar{R}_{12} + L_{03}\bar{R}_{22}), \quad \bar{R}_{00} = L_{00}^{-1}(I - \sigma\bar{L}_{01}\bar{R}_{10} - \sigma\bar{L}_{02}\bar{R}_{20}) \]
\[ (11.2.17) \]
with
\[ \bar{L}^2_{11} = L_{11} - \sigma L_{10}L_{00}^{-1}L_{01} \quad \text{for} \quad i = 1, 2, \quad \bar{L}^2_{12} = L_{12} - L_{10}L_{00}^{-1}L_{02}, \]
\[ (11.2.18) \]
Since \( \hat{L}_b(\sigma) \) is invertible for \((b, \sigma) \) near \((b_0, 0)\), it follows that \( \hat{L}_b(\sigma)^{-1} = \hat{L}_b(\sigma)^{-1}R(b, \sigma) \), which implies the invertibility of \( \hat{L}_b(\sigma) : \mathcal{X}^{s, \ell}_b \rightarrow \hat{H}^{s,\ell+1}_b(X) \) for \((b, \sigma) \) with \( \Im \sigma \geq 0, \sigma \neq 0 \) near \((b_0, 0)\). This finishes the proof of the theorem.

\[ \square \]

We now give a more detailed description of the structure of the singular part of \( \hat{L}_b(\sigma)^{-1} \).

**Corollary 11.2.2.** For \((b, \sigma) \) with \( \Im \sigma \geq 0 \) near \((b_0, 0)\), we have
\[ \hat{L}_b(\sigma)^{-1} = P(b, \sigma) + L_b^-(\sigma) : H^{s,\ell+2}_b(X; S^{2s+2}T^*X \oplus \sigma T^*X) \rightarrow \hat{H}^{s,\ell}_b(X; S^{2s+2}T^*X \oplus \sigma T^*X). \]
The regular part \( L_b^-(\sigma) \) is uniformly bounded, and is continuous in \( \sigma \) with values in
\[ \mathcal{L}_{\text{weak}}(H^{s,\ell+2}_b(X), \hat{H}^{s,\ell}_b(X)) \cap \mathcal{L}_{\text{op}}(H^{s,\ell+2}_b(X), \hat{H}^{s,\ell-\varepsilon}_b(X)) \]
for \( \varepsilon > 0 \).

The singular part \( P(b, \sigma) \) satisfies
\[ P(b, \sigma)f = (\sigma^{-2}(\hat{g}_1, \hat{A}_1) - i\sigma(\hat{g}_1, \hat{A}_1)) + i\sigma^{-1}((\hat{g}_2, \hat{A}_2) + (\hat{g}_1', \hat{A}_1')) + i\sigma^{-1}(\hat{g}_1''(\sigma), \hat{A}_1''(\sigma)) \]
\[ (11.2.19) \]
where
\( (\hat{g}_1, \hat{A}_1), (\hat{g}_1', \hat{A}_1'), (\hat{g}_1''(\sigma), \hat{A}_1''(\sigma)) \in \mathcal{K}_{b,1}; \quad (\hat{g}_1, \hat{A}_1) \in \mathcal{K}_b \)
with \( (\hat{g}_1''(\sigma), \hat{A}_1''(\sigma)) = o(1) \) in \( \mathcal{K}_{b,1} \) as \( \sigma \rightarrow 0 \), and
\( (\hat{g}_2, \hat{A}_2) \in \mathcal{K}_{b,2} \).
Moreover, \((\hat{g}_1, \hat{A}_1), (\hat{g}_1', \hat{A}_1')\) and \((\hat{g}_2, \hat{A}_2)\) are determined by the conditions

\[
- \left\langle [L_b, t_{b,*}](\hat{g}_1, \hat{A}_1) + \frac{1}{2}[L_b, t_{b,*}, t_{b,*}](\hat{g}_1, \hat{A}_1), (\hat{g}^*, \hat{A}^*) \right\rangle \\
+ \left\langle [L_b, t_{b,*}](\hat{g}_2, \hat{A}_2), (\hat{g}^*, \hat{A}^*) \right\rangle = \langle f, (\hat{g}^*, \hat{A}^*) \rangle \quad \text{for all} \ (\hat{g}^*, \hat{A}^*) \in \mathcal{K}^*_b, \quad (11.2.20)
\]

\[
\left\langle [L_b, t_{b,*}](\hat{g}'_1, \hat{A}'_1) + \frac{1}{2}[L_b, t_{b,*}, t_{b,*}](\hat{g}'_1, \hat{A}'_1), (\hat{g}'^*, \hat{A}'^*) \right\rangle = -\langle f, (\hat{g}'_1, \hat{A}'_1) \rangle \\
- \left\langle \frac{1}{2}[L_b, t_{b,*}, t_{b,*}](\hat{g}_1, \hat{A}_1) + [L_b, t_{b,*}](\hat{g}_2 - \hat{g}_1, \hat{A}_2 - \hat{A}_1), (\hat{g}^*, \hat{A}^*) \right\rangle \\
+ \left\langle \frac{1}{2}[L_b, t_{b,*}, t_{b,*}](\hat{g}_1 - \hat{g}_2, \hat{A}_1 - \hat{A}_2), (\hat{g}'^*, \hat{A}'^*) \right\rangle \quad \text{for all} \ (\hat{g}'^*, \hat{A}'^*) \in \mathcal{K}^*_b, \quad (11.2.21)
\]

**Proof.** For the simplicity of notation, we define

\[
\mathcal{K}_0 := \mathcal{K}_b^+, \quad \mathcal{K}_1 := \mathcal{K}_b, \quad \mathcal{K}_2 := \mathcal{K}_b^2, \\
\mathcal{R}_0 := \mathcal{R}_b, \quad \mathcal{R}_1 := \mathcal{R}_b^+, \quad \mathcal{R}_2 := \mathcal{R}_b^2.
\]

First, we prove that if an operator \(A(\sigma) : \mathcal{K}_i \to \mathcal{R}_j\) is invertible, and continuous in \(\sigma\) (in norm operator topology) in a small neighborhood of \(\sigma = 0\), then so is \(A(\sigma)^{-1}\). We write

\[
A(\sigma) = A(0) + A^c(\sigma) = A(0)(I + A(0)^{-1} A^c(\sigma))
\]

with

\[
A^c(\sigma) = A(\sigma) - A(0) = o(1) \quad \text{in} \quad \mathcal{L}_{op}(\mathcal{K}_i, \mathcal{R}_j) \quad \text{as} \quad \sigma \to 0.
\]

Since \(\|A(0)^{-1} A^c(\sigma)\|_{\mathcal{K}_i \to \mathcal{K}_i} < 1/2\) when \(\sigma\) is near 0, the inverse of \(A(\sigma)\) is given by the Neumann series

\[
A(\sigma)^{-1} = \left( I + \sum_{k=1}^{\infty} (-1)^k \left( A(0)^{-1} A^c(\sigma) \right)^k \right) A(0)^{-1},
\]

from which we find that

\[
\|A(\sigma)^{-1} - A(0)^{-1}\|_{\mathcal{R}_j \to \mathcal{K}_i} \leq \left( \sum_{k=1}^{\infty} \|A(0)^{-1} A^c(\sigma)\|_{\mathcal{K}_i \to \mathcal{K}_i}^k \right) \|A(0)^{-1}\|_{\mathcal{R}_j \to \mathcal{K}_i} \\
\leq 2\|A(0)^{-1}\|_{\mathcal{R}_j \to \mathcal{K}_i}^2 \|A^c(\sigma)\|_{\mathcal{K}_i \to \mathcal{R}_j} = o(1) \quad \text{in} \quad \mathcal{L}_{op}(\mathcal{R}_j, \mathcal{K}_i) \quad \text{as} \quad \sigma \to 0.
\]

This proves the continuity of \(A(\sigma)^{-1}\) in the norm operator topology in a small neighborhood of \(\sigma = 0\). Applying this result to \(L_{oo}\) and \(\overline{L}_{2,2}\) (defined in (11.2.18)) yields the continuity (in the
norm operator topology) of $L_{00}^{-1}$ and $(\bar{L}_{22})^{-1}$. Then the continuity of $\bar{R}_{ij}$ follows from the explicit expressions in (11.2.17). Furthermore, we find that

$$
\bar{R}_{21}(b, \sigma) = \bar{R}_{21}^0(b) + \sigma \bar{R}_{21}^1(b, \sigma) \quad \text{with} \quad \bar{R}_{21}^0(b) = - (\bar{L}_{22}^0(b))^{-1} \bar{L}_{21}^0(b)(\bar{L}_{11}^0(b))^{-1},
$$

$$
\bar{R}_{22}(b, \sigma) = \bar{R}_{22}^0(b) + \sigma \bar{R}_{22}^1(b, \sigma) \quad \text{with} \quad \bar{R}_{22}^0(b) = (\bar{L}_{22}^0(b))^{-1},
$$

$$
\bar{R}_{11}(b, \sigma) = \bar{R}_{11}^0(b) + \sigma \bar{R}_{11}^1(b, \sigma) \quad \text{with} \quad \bar{R}_{11}^0(b) = (\bar{L}_{11}^0(b))^{-1}
$$

where $\bar{R}_{21}^e, \bar{R}_{22}^e, \bar{R}_{11}^e$ are continuous in $(b, \sigma)$ for $(b, \sigma)$ near $(b_0, 0)$ in the norm operator topology. Therefore, we rewrite

$$
R(b, \sigma) = R_{\text{sing}}(b, \sigma) + R_{\text{reg}}(b, \sigma) = \begin{pmatrix}
0 & 0 & 0 \\
0 & \bar{R}_{10}(b, \sigma) & \bar{R}_{11}(b, \sigma) \\
0 & \bar{R}_{20}(b, \sigma) & \bar{R}_{22}(b, \sigma)
\end{pmatrix} + R_{\text{reg}}(b, \sigma) \quad (11.2.23)
$$

where all the entries in $R_{\text{reg}}(b, \sigma)$ are continuous in $(b, \sigma)$ in the norm operator topology.

For $(\bar{g}, \bar{A}) = \bar{L}_b(0)(\bar{g}, \bar{A}) \in \bar{K}_{b,1}$ with $(\bar{g}, \bar{A}) \in K_{b,1}$, we have

$$
\bar{L}_b(\sigma)^{-1}(\bar{g}, \bar{A}) = \bar{L}_b(0) - \bar{L}_b(0)(\bar{g}, \bar{A}) - \frac{\sigma^2}{2}\bar{L}_b(0)(\bar{g}, \bar{A}) - \frac{\sigma^2}{2}\bar{L}_b(0)(\bar{g}, \bar{A})
$$

$$
= (\bar{g}, \bar{A}) - i\sigma \bar{L}_b(\sigma)^{-1}(\bar{g}, \bar{A}) - V_b(\bar{g}, \bar{A}) \quad (11.2.24)
$$

where the coefficient of $\sigma^2$ is continuous in $(b, \sigma)$ in the norm operator topology.

For $(\bar{g}, \bar{A}) = \bar{L}_b(0)(\bar{g}, \bar{A}) \in \bar{K}_{b,2}$ with $(\bar{g}, \bar{A}) \in K_{b,2}$, we have

$$
\bar{L}_b(\sigma)^{-1}(\bar{g}, \bar{A}) = \bar{L}_b(0)(\bar{g}, \bar{A}) = \bar{g}(\bar{A}) - \bar{g}(\bar{A}) - \sigma \bar{L}_b(\sigma)^{-1}(\bar{g}, \bar{A}) \quad (11.2.25)
$$

where the coefficient of $\sigma$ is continuous in $(b, \sigma)$ in the norm operator topology.

Since $R_{\text{reg}}(b, \sigma)$ is continuous in $\sigma$ in norm operator topology and $\bar{L}_b(\sigma)^{-1}$ is continuous in $\sigma$ with values in $L_{\text{weak}}(H_{b}^{s-1,\ell+2}(X), H_{b}^{s,\ell}(X)) \cap L_{\text{op}}(H_{b}^{s-1+c,\ell+2+c}(X), H_{b}^{s-c,\ell-c}(X))$ for $c > 0$, it follows that $\bar{L}_b(\sigma)^{-1}R_{\text{reg}}(b, \sigma)$ is uniformly bounded and has the same continuity as $\bar{L}_b(\sigma)^{-1}$. According to (11.2.24) and (11.2.25), we conclude that $\bar{L}_b(\sigma)^{-1}R_{\text{sing}}(b, \sigma)$ is equal to a singular part $P(b, \sigma)$ plus a uniformly bounded and continuous operator with value in $L_{\text{op}}(H_{b}^{s-1,\ell+2}(X), H_{b}^{s,\ell}(X))$. Moreover, $P(b, \sigma)$ satisfies

$$
P(b, \sigma) = (\sigma^{-2}(\bar{g}_1, \bar{A}_1) - i\sigma^{-1}(\bar{g}_1, \bar{A}_1)) + i\sigma^{-1}((\bar{g}_2, \bar{A}_2) + (\bar{g}_1', \bar{A}_1')) + i\sigma^{-1}(\bar{g}_1''(\sigma), \bar{A}_1''(\sigma)) \quad (11.2.26)
$$
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where \((\dot{g}_1, \dot{A}_1), (\dot{g}_1', \dot{A}_1'), (\dot{g}_2, \dot{A}_2)\) are determined by conditions (11.2.20) and (11.2.21). Let \(f \in \hat{H}_b^{s-1, \ell+2}(X)\) and \((\hat{g}(\sigma), \hat{A}(\sigma)) := \hat{L}_b(\sigma)^{-1} f\), and then we have
\[
(\dot{g}(\sigma), \dot{A}(\sigma)) = (\sigma^{-2}(\dot{g}_1, \dot{A}_1) - \sigma^{-1}(\dot{g}_1, \dot{A}_1)) + i \sigma^{-1}((\dot{g}_2, \dot{A}_2) + (\dot{g}_1', \dot{A}_1')) + i \sigma^{-1}(\dot{g}_1''(\sigma), \dot{A}_1''(\sigma)) + (\hat{g}, \hat{A}) + (\hat{g}, \hat{A})(\sigma)
\]
where \((\hat{g}, \hat{A}) \in H_b^{s, \ell}(X)\) and \((\hat{g}(\sigma), \hat{A}(\sigma)) = o(1)\) in \(H_b^{s-\ell, -\ell}(X)\) as \(\sigma \to 0\). Applying \(\hat{L}_b(\sigma)\) on both sides gives
\[
f = \hat{L}_b(\sigma)(\hat{g}(\sigma), \hat{A}(\sigma)) = \hat{L}_b(0)(\hat{g}(\sigma), \hat{A}(\sigma)) + \left(\sigma \partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2} \partial_\sigma^2 \hat{L}_b(0)\right)(\hat{g}(\sigma), \hat{A}(\sigma))
\]
\[
= \left(\frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) - i \sigma \partial_\sigma \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) - \hat{L}_b(0)(\dot{g}_1', \dot{A}_1') + i \sigma \partial_\sigma \hat{L}_b(0)(\dot{g}_2, \dot{A}_2) + \hat{L}_b(0)(\hat{g}, \hat{A})\right)
\]
\[
+ \frac{\sigma}{2} \left(- \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) + \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_1', \dot{A}_1') + \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_2, \dot{A}_2)\right)
\]
\[
+ \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_1''(\sigma), \dot{A}_1''(\sigma)) + \left(\sigma \partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2} \partial_\sigma^2 \hat{L}_b(0)\right)(\hat{g} + \hat{g}(\sigma), \hat{A} + \hat{A}(\sigma)).
\]
(11.2.27)

Letting \(\sigma \to 0\), we arrive at
\[
f = \frac{1}{2} \partial_\sigma \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) - i \partial_\sigma \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) - \hat{L}_b(0)(\dot{g}_1', \dot{A}_1') + i \partial_\sigma \hat{L}_b(0)(\dot{g}_2, \dot{A}_2) + \hat{L}_b(0)(\hat{g}, \hat{A}).
\]
(11.2.28)

Pairing both sides of (11.2.28) with \((\hat{g}^*, \hat{A}^*) \in K_b^*\), we obtain
\[
\langle f, (\hat{g}^*, \hat{A}^*) \rangle = \left\langle \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) - i \sigma \partial_\sigma \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) + i \partial_\sigma \hat{L}_b(0)(\dot{g}_2, \dot{A}_2), (\hat{g}^*, \hat{A}^*) \right\rangle
\]
\[
= - \left\langle \hat{L}_b, [\hat{L}_b, \hat{t}_{b,s}](\dot{g}_1, \dot{A}_1) + \frac{1}{2} [\hat{L}_b, \hat{t}_{b,s}](\dot{g}_1, \dot{A}_1) - [\hat{L}_b, \hat{t}_{b,s}](\dot{g}_2, \dot{A}_2), (\hat{g}^*, \hat{A}^*) \right\rangle
\]
(11.2.29)

Since the pairing on \(K_b \times K_b^*\) on the right-hand side of (11.2.29) is non-degenerate, \((\dot{g}_1, \dot{A}_1)\) (thus \((\dot{g}_1, \dot{A}_1')\)) and \((\dot{g}_2, \dot{A}_2)\) are uniquely determined by (11.2.29). This proves the condition (11.2.20).

Rewriting (11.2.28) gives rise to the following PDE
\[
\hat{L}_b(0)((\dot{g}_1', \dot{A}_1') - (\hat{g}, \hat{A})) = - f + \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) - i \partial_\sigma \hat{L}_b(0)(\dot{g}_1, \dot{A}_1) + i \partial_\sigma \hat{L}_b(0)(\dot{g}_2, \dot{A}_2)
\]
(11.2.30)

whose right-hand side is uniquely determined by \(f\). Due to (11.2.29), the pairings of the right-hand side of (11.2.30) with any \((\hat{g}^*, \hat{A}^*) \in K_b^*\) is 0, which implies that (11.2.30) can be solved for
(\hat{g}'_1, \hat{A}'_1) - (\hat{g}, \hat{A}) and (\hat{g}'_1, \hat{A}'_1) - (\hat{g}, \hat{A}) is uniquely determined by f modulo \mathcal{K}_b. Namely,

$$
(\hat{g}'_1, \hat{A}'_1) - (\hat{g}, \hat{A}) = (\hat{g}'_1, \hat{A}'_1) = (\hat{g}_m', \hat{A}_m')
$$

(11.2.31)

where (\hat{g}, \hat{A}) is uniquely determined by f and (\hat{g}_m', \hat{A}_m') \in \mathcal{K}_b. Pairing both sides of (11.2.27) with (\hat{g}'_1, \hat{A}'_1) \in \mathcal{K}^*_{b,1} and using the identity (11.2.29), we obtain, upon multiplying \sigma^{-1} and letting \sigma \to 0,

$$
0 = \frac{i}{2} \left\langle -\partial_2^2 \hat{L}_b(\hat{g}_1, \hat{A}_1) + \partial_2^2 \hat{L}_b(\hat{g}_1', \hat{A}_1') + \partial_2^2 \hat{L}_b(\hat{g}_2, \hat{A}_2) - 2i \partial_\sigma \hat{L}_b(\hat{g}, \hat{A}), (\hat{g}'_1, \hat{A}'_1) \right\rangle
$$

$$
= \frac{i}{2} \left\langle -\partial_2^2 \hat{L}_b(\hat{g}_1, \hat{A}_1) + \partial_2^2 \hat{L}_b(\hat{g}_2, \hat{A}_2) + 2i \partial_\sigma \hat{L}_b(\hat{g}, \hat{A}), (\hat{g}'_1, \hat{A}'_1) \right\rangle
$$

$$
+ \frac{i}{2} \left(\partial_2^2 \hat{L}_b(\hat{g}'_1, \hat{A}_1') - 2i \partial_\sigma \hat{L}_b(\hat{g}'_1', \hat{A}_1') \right) + i(\langle \hat{g}_m', \hat{A}_m' \rangle, \hat{L}_b(0)^*(\hat{g}'_1, \hat{A}_1')
$$

where we use (11.2.31) and \(-i(\partial_\sigma \hat{L}_b(0))^*(\hat{g}'_1, \hat{A}_1') = \hat{L}_b(0)^*(\hat{g}'_1, \hat{A}_1')\) in the second step. Since

$$
\langle \langle \hat{g}_m', \hat{A}_m' \rangle, \hat{L}_b(0)^*(\hat{g}'_1, \hat{A}_1') \rangle = \langle \hat{L}_b(0)(\hat{g}_m'), (\hat{g}'_1, \hat{A}_1') \rangle = 0,
$$

we arrive at

$$
\left\langle [[L_b, t_{b,*}], t_{b,*}](\hat{g}'_1, \hat{A}_1') + 2[L_b, t_{b,*}](\hat{g}'_1, \hat{A}_1'), (\hat{g}'_1, \hat{A}_1') \right\rangle
$$

$$
= \left\langle [[L_b, t_{b,*}], t_{b,*}](\hat{g}_1, \hat{A}_1) - [[L_b, t_{b,*}], t_{b,*}](\hat{g}_2, \hat{A}_2) + 2[L_b, t_{b,*}](\hat{g}, \hat{A}), (\hat{g}'_1, \hat{A}_1') \right\rangle.
$$

(11.2.32)

Since the pairing on \mathcal{K}_{b,1} \times \mathcal{K}^*_{b,1} on the left-hand side of (11.2.32) is non-degenerate and the right-hand side is uniquely determined by f, so is (\hat{g}'_1, \hat{A}_1'). Actually, we can further calculate the right-hand side

$$
\left\langle [[L_b, t_{b,*}](\hat{g}, \hat{A}), (\hat{g}'_1, \hat{A}_1') \right\rangle = \left\langle \hat{L}_b(0)^*(\hat{g}'_1, \hat{A}_1') \right\rangle = \left\langle \hat{L}_b(0)(\hat{g}, \hat{A}), (\hat{g}'_1, \hat{A}_1') \right\rangle
$$

$$
= -(f + \frac{1}{2}[[L_b, t_{b,*}], t_{b,*}](\hat{g}_1, \hat{A}_1) + [L_b, t_{b,*}](\hat{g}_2 - \hat{g}_1, \hat{A}_2 - \hat{A}_1), (\hat{g}'_1, \hat{A}_1'))
$$

where we use (11.2.30) and (11.2.31) in the third step. Plugging this into (11.2.32) proves the condition (11.2.21).
Chapter 12

Regularity of the resolvent of the linearized gauge-fixed Einstein-Maxwell operator

In this section, we continue using the notations from §11. In §12.1, we give a refined description of the singular part $P(b, \sigma)$ and the regular part $L_0(b)(\sigma)$ of the operator $\hat{L}_b(0)^{-1}$ defined in Corollary 11.2.2. Concretely, we prove that $(\dot{g}''(\sigma), \dot{A}_{\gamma}''(\sigma))$ defined in Corollary 11.2.2 is Hölder regular at $\sigma = 0$, while $L_0(b)(\sigma)$ is Hölder regular at $\sigma = 0$ only when one relaxes the target space. In §12.2, we provide estimates of the bounds of any derivatives (in $\sigma$) of $L_0(b)(\sigma)$ for $\sigma$ in the region $0 \leq \text{Im}\sigma \leq C, |\sigma| \geq c_0$ for some $c_0, C > 0$. Finally, in §12.3, we discuss the conormal regularity of $L_0(b)(\sigma)$ at $\sigma = 0$. Specifically, after applying any number of derivatives $\sigma \partial_\sigma$ to $L_0(b)(\sigma)$, it satisfies the same properties as $L_0^-(\sigma)$.

12.1 Regularity at low frequencies

In §12.1.1, we study in detail the structure of $\hat{L}_b(\sigma)L_b(\sigma)^{-1}$, i.e., prove the $\epsilon$-regularity of $\hat{L}_b(\sigma)L_b(\sigma)^{-1}$. In §12.1.2, we establish the $\epsilon$-regularity of $R(b, \sigma)$, which allows us to give a refined description of the singular part $P(b, \sigma)$ of $\hat{L}_b(\sigma)^{-1}$ near $\sigma = 0$. We also discuss a certain Hölder regularity of the regular part $L_0^-(\sigma)$ at $\sigma = 0$.

12.1.1 $\epsilon$-regularity of $\hat{L}_b(\sigma)L_b(\sigma)^{-1}$.

First, we introduce several definitions.
Definition 12.1.1 ([57, Definition 12.3]). Let $X, Y$ be two Banach spaces and $\alpha, \beta \in \mathbb{R}$. Suppose $A(\sigma) : X \to Y$ is a family of operators depending on parameter $\sigma \in \mathbb{C} \setminus \{0\}$. Then we write

$$A(\sigma) : |\sigma|^\alpha X \to |\sigma|^\beta Y$$

if and only if there exists a constant $C > 0$ such that $\|A(\sigma)\|_{X \to Y} \leq C|\sigma|^{\beta - \alpha}$ for all $\sigma \in \mathbb{C} \setminus \{0\}$.

Let $\tilde{K}_i, \mathcal{R}_i$ $(i = 0, 1, 2)$ be defined as in §11.

Definition 12.1.2 ([57, Definition 12.6]).

1. An operator $L(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ is $\epsilon$-regular at $\sigma = 0$ if for $\sigma \in \mathbb{C}, \mathrm{Im} \sigma \geq 0$ and $|\sigma|$ small, there exists a constant $C > 0$ such that

$$\|L(\sigma)\|_{\tilde{K}_i \to \mathcal{R}_j} \leq C,$$  \hspace{1cm} (12.1.1a)

$$\|\partial_\sigma L(\sigma)\|_{\tilde{K}_i \to \mathcal{R}_j} \leq C|\sigma|^{-\epsilon},$$  \hspace{1cm} (12.1.1b)

$$\|\partial_\sigma^2 L(\sigma)\|_{\tilde{K}_i \to \mathcal{R}_j} \leq C|\sigma|^{-\epsilon - 1}.$$  \hspace{1cm} (12.1.1c)

2. An operator $L(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ has an $\epsilon$-regular expansion at $\sigma = 0$ in $\sigma$ up to order one if

$$L(\sigma) = L^0 + \sigma L^\epsilon(\sigma)$$  \hspace{1cm} (12.1.2)

where $L^0 : \tilde{K}_i \to \mathcal{R}_j$ is independent of $\sigma$ and $L^\epsilon(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ is $\epsilon$-regular at $\sigma = 0$.

3. An operator $L(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ has an $\epsilon$-regular expansion at $\sigma = 0$ in $\sigma$ up to order two if

$$L(\sigma) = L^0 + \sigma L^1 + \sigma^2 L^\epsilon(\sigma)$$  \hspace{1cm} (12.1.3)

where $L^0, L^1 : \tilde{K}_i \to \mathcal{R}_j$ are independent of $\sigma$ and $L^\epsilon(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ is $\epsilon$-regular at $\sigma = 0$.

We recall the analysis of the entries $L_{ij}$ of the operator in the proof of Theorem 11.2.1, and note that each entry is a sum of polynomials in $\sigma$ whose coefficients are either independent of $\sigma$, terms involving $L_b(\sigma)^{-1}$ acting on an element in $\hat{H}_b^{\infty, 3/2 -}(\bar{X})$, or terms involving $(\hat{L}_b(\sigma)^{-1})^*$ acting on an element in $\hat{H}_b^{-5/2 - C(\alpha, \gamma), 3/2 -}(\bar{X})$ where $C(\alpha, \gamma_0)$ is a sufficiently small constant depending on $\alpha, \gamma$. Therefore, we first discuss the properties of the operator $\hat{L}_b(\sigma)^{-1}$.
Proposition 12.1.3. Let $-\frac{3}{2} < \ell < -\frac{1}{2}$, $0 < \epsilon < 1$ with $-\frac{1}{2} < \ell + \epsilon < \frac{1}{2}$, and $s - \epsilon > 4$. For $\Im \sigma \geq 0$, $0 < |\sigma| \leq c_0$ with $c_0$ small, we have

$$
\partial_\sigma \tilde{L}_b(\sigma)^{-1} : \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \to |\sigma|^{-\epsilon} \tilde{H}^{s-\epsilon,\ell+\epsilon+1}_b(\bar{X}), \quad (12.1.4)
$$

$$
\partial^2_\sigma \tilde{L}_b(\sigma)^{-1} : \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \to |\sigma|^{-\epsilon-1} \tilde{H}^{s-1-\epsilon,\ell+\epsilon+1}_b(\bar{X}). \quad (12.1.5)
$$

Proof. Formally, we have

$$
\partial_\sigma \tilde{L}_b(\sigma)^{-1} = -\tilde{L}_b(\sigma)^{-1}(\partial_\sigma \tilde{L}_b(\sigma))\tilde{L}_b(\sigma)^{-1}
$$

where by Proposition 4.3.8

$$
\partial_\sigma \tilde{L}_b(\sigma) = \partial_\sigma \tilde{L}_b(\sigma) \in 2i\rho(\rho\partial_\rho - 1) + \rho^3 \text{Diff}_b^1 + \rho^2 C^\infty + \sigma \rho^2 C^\infty. \quad (12.1.6)
$$

Motivated by this, we first analyze $\rho(\rho\partial_\rho - 1)\tilde{L}_b(\sigma)^{-1}$ and $\tilde{L}_b(\sigma)^{-1}\rho(\rho\partial_\rho - 1)$. Since $\rho(\rho\partial_\rho - 1) : \tilde{H}^{s,\ell}_b(\bar{X}) \to \tilde{H}^{s-1,\ell+1}_b(\bar{X})$, it is clear that

$$
\rho(\rho\partial_\rho - 1)\tilde{L}_b(\sigma)^{-1} : \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \to \tilde{H}^{s-1,\ell+1}_b(\bar{X}).
$$

Meanwhile, in view of Proposition 4.3.8

$$
2i\rho(\rho\partial_\rho - 1) = \sigma^{-1}(\tilde{L}_b(\sigma) - \tilde{L}_b(0) + Q) \quad \text{with} \quad Q \in \sigma \rho^3 \text{Diff}_b^1 + \sigma \rho^2 C^\infty + \sigma \rho^2 C^\infty,
$$

then it follows that

$$
2i\rho(\rho\partial_\rho - 1)\tilde{L}_b(\sigma)^{-1} = \sigma^{-1}(I - (\tilde{L}_b(0) + V_b + Q)\tilde{L}_b(\sigma)^{-1}) : \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \to |\sigma|^{-1} \tilde{H}^{s-2,\ell+2}_b(\bar{X}).
$$

Then an interpolation gives

$$
\rho(\rho\partial_\rho - 1)\tilde{L}_b(\sigma)^{-1} : \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \to |\sigma|^{-\epsilon} \tilde{H}^{s-1-\epsilon,\ell+\epsilon+1}_b(\bar{X}), \quad 0 \leq \epsilon \leq 1. \quad (12.1.7)
$$

Since $s - 1 - \epsilon > 2$ and $1/2 < \ell + 1 + \epsilon < 3/2$, we have

$$
\tilde{H}^{s-1,\ell+2}_b(\bar{X}) \xrightarrow{2i\rho(\rho\partial_\rho - 1)\tilde{L}_b(\sigma)^{-1}} |\sigma|^{-\epsilon} \tilde{H}^{s-1-\epsilon,\ell+\epsilon+1}_b(\bar{X}) \xrightarrow{\tilde{L}_b(\sigma)^{-1}} |\sigma|^{-\epsilon} \tilde{H}^{s-\epsilon,\ell+\epsilon+1}_b(\bar{X}). \quad (12.1.8)
$$

We also have

$$
\tilde{H}^{s-1,\ell+2}_b(\bar{X}) \xrightarrow{\tilde{L}_b(\sigma)^{-1}} \tilde{H}^{s,\ell}_b(\bar{X}) \xrightarrow{\rho^2 \text{Diff}_b^1 + \sigma \rho^2 C^\infty} \tilde{H}^{s-1,\ell+2}_b(\bar{X}) \xrightarrow{\tilde{L}_b(\sigma)^{-1}} \tilde{H}^{s,\ell}_b(\bar{X}) \subset |\sigma|^{-\epsilon} \tilde{H}^{s-\epsilon,\ell+\epsilon+1}_b(\bar{X}). \quad (12.1.9)
$$
By (12.1.6), we finish the proof of (12.1.4).

For \( \partial_{\sigma}^2 \hat{L}_b(\sigma)^{-1} \), we note that

\[
\partial_{\sigma}^2 \hat{L}_b(\sigma)^{-1} = 2 \hat{L}_b(\sigma)^{-1} (\partial_{\sigma} \hat{L}_b(\sigma)) \hat{L}_b(\sigma)^{-1} (\partial_{\sigma} \hat{L}_b(\sigma)) \hat{L}_b(\sigma)^{-1} - \hat{L}_b(\sigma)^{-1} (\partial_{\sigma}^2 \hat{L}_b(\sigma)) \hat{L}_b(\sigma)^{-1}
\]

\[
:= I + II.
\]

Since \( \partial_{\sigma}^2 \hat{L}_b(\sigma) \in \rho^2 C^\infty \), according to (12.1.9), we obtain

\[
II : \hat{H}_b^{s-1, \ell+2}(\hat{X}) \to \hat{H}_b^{s, \ell}(\hat{X}) \subset |\sigma|^{-\epsilon} \hat{H}_b^{s-1, \ell+\epsilon-1}(\hat{X}).
\]

It remains to analyze \( I \). By the assumption on \( s, \ell, \epsilon \), we find that \( 1/2 < (1 + \epsilon)/2 < 1 \), and thus using the reasoning in (12.1.8) and (12.1.9), we obtain

\[
\hat{H}_b^{s-1, \ell+2}(\hat{X}) \xrightarrow{\partial_{\sigma} L_b(\sigma) \hat{L}_b(\sigma)^{-1}} |\sigma|^{-\frac{3}{4} + \frac{3}{2} + \frac{3}{2} + \frac{3}{2}} \hat{H}_b^{s-1, \ell+\ell+\epsilon+1}(\hat{X}) \\
\xrightarrow{\hat{L}_b(\sigma)^{-1}} |\sigma|^{-\epsilon} \hat{H}_b^{s-1, \ell+\ell+\epsilon-1}(\hat{X})
\]

where we use \( s - \frac{3}{2} - \frac{\epsilon}{2} > 2, \frac{1}{2} < \ell + \frac{3}{2} + \frac{3}{2} < \frac{3}{2} \) in the second step and \( s - 2 - \epsilon > 2, \frac{1}{2} < \ell + \epsilon + 1 < \frac{3}{2} \) in the last step. This finishes the proof of (12.1.5).

Recall the expression (11.2.15) of \( \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \)

\[
\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} = \begin{pmatrix}
L_{00}(b, \sigma) & \sigma^2 \bar{L}_{01}(b, \sigma) & \sigma \bar{L}_{02}(b, \sigma) \\
\sigma \bar{L}_{10}(b, \sigma) & \sigma^2 \bar{L}_{11}(b, \sigma) & \sigma^2 \bar{L}_{12}(b, \sigma) \\
\sigma \bar{L}_{20}(b, \sigma) & \sigma^2 \bar{L}_{21}(b, \sigma) & \sigma \bar{L}_{22}(b, \sigma)
\end{pmatrix}
\]

Proposition 12.1.4. Let \( s, \ell, \epsilon \) be defined as in Proposition 12.1.3. The entries of \( \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \) satisfy the following properties.

1. \( L_{00}, \bar{L}_{01}, \bar{L}_{02}, \bar{L}_{20} \) are \( \epsilon \)-regular at \( \sigma = 0 \).

2. \( \bar{L}_{10}, \bar{L}_{12}, \bar{L}_{21}, \bar{L}_{22} \) have an \( \epsilon \)-regular expansion up to order one, that is, \( \bar{L}_{10}^\epsilon, \bar{L}_{12}^\epsilon, \bar{L}_{21}^\epsilon, \bar{L}_{22}^\epsilon \) are \( \epsilon \)-regular at \( \sigma = 0 \).

3. \( \bar{L}_{11} \) has an \( \epsilon \)-regular expansion up to order two, that is, \( \bar{L}_{11}^\epsilon \) is \( \epsilon \)-regular at \( \sigma = 0 \).
Proof. The key point in the proof was already mentioned before Proposition 12.1.3.

- Analysis of $\tilde{L}_{10}$ and $\tilde{L}_{20}$. Here, we only discuss $\tilde{L}_{10}$ in detail because the proof of $\tilde{L}_{02}$ follows in a similar manner. Recall the calculation in (11.2.8)

\[
\tilde{L}_{10}(\tilde{g}, \tilde{A}), (\tilde{g}_1^*, \tilde{A}_1^*)
\]

\[
= -\left( (\tilde{g}, \tilde{A}), i(\tilde{L}_b(\sigma)^{-1} + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)) (I - (\tilde{L}_b(0))^{-1} V_b^* \right)(\tilde{g}_2^*, \tilde{A}_2^*) + \left( (\tilde{g}, \tilde{A}), \frac{1}{2} (\tilde{L}_b(\sigma)^{-1} + \partial^2_\sigma \tilde{L}_b(0)) (\tilde{g}_2^*, \tilde{A}_2^*) \right)
\]

where

\[
(\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)) (I - (\tilde{L}_b(0))^{-1} V_b^*) \tilde{g}_2^*, \tilde{A}_2^* \in \tilde{L}_{10}^{-1/2-C(a, \gamma), 3/2-}(X).
\]

Since $(\tilde{g}, \tilde{A}) \in \tilde{L}_{10}^{1/2, \ell+2}(X)$, and by Proposition (12.1.3)

\[
(\tilde{L}_b^{-1}(\sigma))^* \tilde{H}_b^{-5/2-C(a, \gamma), 3/2-}(X) \in \tilde{H}_b^{-3/2-C(a, \gamma), 1/2-}(X),
\]

\[
(\partial_\sigma \tilde{L}_b^{-1})^* \tilde{H}_b^{-5/2-C(a, \gamma), 3/2-}(X) \in |\sigma|^{-\epsilon-j+1} \tilde{H}_b^{-s+1, \ell-2}(X), \quad j = 1, 2
\]

where we use the facts that $-5/2 - C(a, \gamma) > -3 > -s + \epsilon + 1$ and $-\ell - \epsilon + 1 < 3/2$, the pairings above (and their up to second order derivatives) are well-defined. This proves the $\epsilon$-regularity of $\tilde{L}_{10}$.

- Analysis of $\tilde{L}_{11}, \tilde{L}_{12}, \tilde{L}_{22}$ and $\tilde{L}_{22}$. The statements for these entries can be proved in the same way as in the proof of $\tilde{L}_{10}$.

- Analysis of $\tilde{L}_{01}$ and $\tilde{L}_{02}$. Here, we only prove the statement for $\tilde{L}_{01}$ as the proof of $\tilde{L}_{02}$ follows in an analogous manner. Using the calculation in (11.2.6), we find that

\[
\tilde{L}_{01}(\tilde{g}_1^*, \tilde{A}_1^*) = -iV_b \tilde{L}_b(\sigma^{-1} + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)) (\tilde{g}_1, \tilde{A}_1) + \frac{1}{2} V_b \tilde{L}_b(\sigma^{-1} \partial^2_\sigma \tilde{L}_b(0))(\tilde{g}_1, \tilde{A}_1)
\]

\[
= - \left( \tilde{L}_{11} + \tilde{L}_{21}(\tilde{g}_1, \tilde{A}_1), \tilde{L}_{01}(\tilde{g}_1, \tilde{A}_1) \right)
\]

where

\[
\partial_\sigma \tilde{L}_b(0)(\tilde{g}_1, \tilde{A}_1), \quad \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_1, \tilde{A}_1), \quad \partial^2_\sigma \tilde{L}_b(0)(\tilde{g}_1, \tilde{A}_1) \in \tilde{H}_b^{1/2, \ell+2}(X).
\]

Since by Proposition 12.1.4

\[
\tilde{L}_b^{-1}(\sigma) \tilde{H}_b^{1/2, \ell+2}(X) \in \tilde{H}_b^{-3/2-}(X), \quad \partial_\sigma \tilde{L}_b^{-1}(\sigma) \in |\sigma|^{-\epsilon-j+1} \tilde{H}_b^{-s+1, \ell-2}(X), \quad j = 1, 2
\]
and $V_b$ maps $\mathcal{D}'(X^\circ)$ to $C_c^\infty(X)$, it follows that the first term on the right-hand side is $\epsilon$-regular. Meanwhile, it is clear that the second term is $\epsilon$-regular. This proves the $\epsilon$-regularity for $L_0^\varepsilon$.

• Analysis of $L_{00}$. By the calculation in (11.2.14), we have

$$L_{00}(b, \sigma)(\tilde{g}_0, \tilde{A}_0) = (\tilde{g}_0, \tilde{A}_0) - V_b \tilde{L}_0(\sigma)^{-1}(\tilde{g}_0, \tilde{A}_0) - (\sigma \tilde{L}_{10}^0(b) + \sigma^2 \tilde{L}_{10}^2(b, \sigma) + \sigma \tilde{L}_{20}(b, \sigma))(\tilde{g}_0, \tilde{A}_0).$$

Again, it is clear that the third term on the right-hand side is $\epsilon$-regular. Since by Proposition 12.1.4

$$\tilde{L}_b^{-1}(\sigma)(\tilde{g}_0, \tilde{A}_0) \in \tilde{H}_b^{s, \epsilon}(X), \quad \partial_{\boldsymbol{\sigma}}^j \tilde{L}_b^{-1}(\sigma) \in |\sigma|^{-\epsilon-j+1} \tilde{H}_b^{s-\epsilon-j+1, \epsilon-1}(\tilde{X}), \quad j = 1, 2,$$

and $V_b$ maps $\mathcal{D}'(X^\circ)$ to $C_c^\infty(X)$, it follows that the second term on the right-hand side is $\epsilon$-regular. This finishes the proof.

\[\square\]

### 12.1.2 Hölder regularity of $P(b, \sigma)$ and $L_b^\varepsilon(\sigma)$ at $\sigma = 0$

Now we are ready to analyze the $\epsilon$-regularity of $R(b, \sigma)$. To this end, we need the following lemma.

**Lemma 12.1.5.** Let $s, \ell, \epsilon$ be defined as in Proposition 12.1.3. Suppose that the operator $A(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ with $i, j = 0, 1, 2$ has an $\epsilon$-regular expansion up to order one, i.e.,

$$A(\sigma) = A^0 + \sigma A^\varepsilon(\sigma)$$

where $A^0 : \tilde{K}_i \to \mathcal{R}_j$ is invertible and independent of $\sigma$, and $A^\varepsilon(\sigma) : \tilde{K}_i \to \mathcal{R}_j$ is $\epsilon$-regular. Then for $|\sigma|$ sufficiently small, $A(\sigma)$ is invertible, and its inverse $B(\sigma) = A(\sigma)^{-1}$ also has an $\epsilon$-regular expansion up to order one, that is,

$$B(\sigma) = B^0 + \sigma B^\varepsilon(\sigma)$$

where $B^0 : \mathcal{R}_j \to \tilde{K}_i$ is independent of $\sigma$, and $B^\varepsilon(\sigma) : \mathcal{R}_j \to \tilde{K}_i$ is $\epsilon$-regular.

Similarly, if $A(\sigma)$ is $\epsilon$-regular and has uniformly bounded inverse $B(\sigma)$, then $B(\sigma)$ is $\epsilon$-regular as well.
Proof. Since $A^c(\sigma)$ is $\epsilon$-regular (and thus uniformly bounded), $\|\sigma(A^0)^{-1}A^c(\sigma)\|_{\tilde{K}_i\to\tilde{K}_i} < 1/2$ when $|\sigma|$ is sufficiently small, the inverse of $A(\sigma)$ is given by the Neumann series

$$A(\sigma)^{-1} = \left( I + \sum_{k=1}^{\infty} (-1)^k (\sigma(A^0)^{-1}A^c(\sigma))^k \right)(A^0)^{-1}$$

$$= (A^0)^{-1} - \sigma \left( (A^0)^{-1}A^c(\sigma) \sum_{k=0}^{\infty} (-1)^k (\sigma(A^0)^{-1}A^c(\sigma))^k (A^0)^{-1} \right) := B^0 + \sigma B^c(\sigma).$$

First, we have

$$\|B^c(\sigma)\|_{\mathcal{R}_j \to \tilde{K}_i} \leq \left( \sum_{k=0}^{\infty} \|\sigma(A^0)^{-1}A^c(\sigma)\|^{k}_{\tilde{K}_i \to \tilde{K}_i} \right)(A^0)^{-1}\|B(\sigma)\|_{\tilde{K}_i \to \mathcal{R}_j}$$

$$\leq 2\|A(0)^{-1}\|_{\mathcal{R}_j \to \tilde{K}_i}^2 \|A^c(\sigma)\|_{\tilde{K}_i \to \mathcal{R}_j},$$

which implies the uniform boundedness of $B^c(\sigma)$. Secondly, the first derivative of $B^c(\sigma)$ is a sum of the terms of the types

$$\sigma^{-2}(\sigma(A^0)^{-1}A^c(\sigma))^k (A^0)^{-1} \lesssim 2^{-k+2}, \quad k \geq 2$$

$$(\sigma(A^0)^{-1}A^c(\sigma))^k_1 \circ ((A^0)^{-1}\partial_\sigma A^c(\sigma)) \circ (\sigma(A^0)^{-1}A^c(\sigma))^k_2 (A^0)^{-1} \lesssim 2^{-k_1-k_2}|\sigma|^{-\epsilon},$$

where we use $\|\partial_\sigma A^c(\sigma)\|_{\tilde{K}_i \to \mathcal{R}_j} \lesssim |\sigma|^{-\epsilon}$. As a consequence, $\|\partial_\sigma B^c(\sigma)\|_{\mathcal{R}_j \to \tilde{K}_i} \lesssim |\sigma|^{-\epsilon}$. Finally, the second derivative of $B^c(\sigma)$ is a sum of the terms of the types

$$\sigma^{-3}(\sigma(A^0)^{-1}A^c(\sigma))^k (A^0)^{-1} \lesssim 2^{-k+3}, \quad k \geq 3$$

$$\sigma^{-1}(\sigma(A^0)^{-1}A^c(\sigma))^k_1 \circ ((A^0)^{-1}\partial_\sigma A^c(\sigma)) \circ (\sigma(A^0)^{-1}A^c(\sigma))^k_2 (A^0)^{-1} \lesssim 2^{-k_1-k_2+1}|\sigma|^{-\epsilon}, \quad k_1 + k_2 \geq 1,$n

$$\sigma(\sigma(A^0)^{-1}A^c(\sigma))^k_1 \circ ((A^0)^{-1}\partial_\sigma A^c(\sigma)) \circ (\sigma(A^0)^{-1}A^c(\sigma))^k_2 \circ ((A^0)^{-1}\partial_\sigma A^c(\sigma)) \circ (\sigma(A^0)^{-1}A^c(\sigma))^k_3 (A^0)^{-1}$$

$$\lesssim 2^{-k_1-k_2-k_3}|\sigma|^{-2\epsilon+1},$$

$$(\sigma(A^0)^{-1}A^c(\sigma))^k_1 \circ ((A^0)^{-1}\partial_\sigma^2 A^c(\sigma)) \circ (\sigma(A^0)^{-1}A^c(\sigma))^k_2 (A^0)^{-1} \lesssim 2^{-k_1-k_2}|\sigma|^{-\epsilon-1},$$

where we use $\partial_\sigma A^c(\sigma) \lesssim |\sigma|^{-\epsilon}$ and $\partial_\sigma^2 A^c(\sigma) \lesssim |\sigma|^{-\epsilon-1}$. Therefore, $\partial_\sigma^2 B^c(\sigma) \lesssim |\sigma|^{-\epsilon-1}$. This proves that $B^c(\sigma)$ is $\epsilon$-regular.

The proof of the second statement is similar by using

$$\partial_\sigma B(\sigma) = -B(\sigma) \circ \partial_\sigma A(\sigma) \circ B(\sigma),$$

$$\partial_\sigma^2 B(\sigma) = -B(\sigma) \circ \partial_\sigma^2 A(\sigma) \circ B(\sigma) + 2B(\sigma) \circ \partial_\sigma A(\sigma) \circ B(\sigma) \circ \partial_\sigma A(\sigma) \circ B(\sigma).$$
Recall the expressions (11.2.16) and (11.2.22) of $R_b, \sigma = (\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1})^{-1}$

$$R(b, \sigma) = (\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1})^{-1} = \begin{pmatrix}
R_{00}(b, \sigma) & R_{01}(b, \sigma) & R_{02}(b, \sigma) \\
\sigma^{-1}R_{10}(b, \sigma) & \sigma^{-2}R_{11}(b, \sigma) & \sigma^{-1}R_{12}(b, \sigma) \\
R_{20}(b, \sigma) & \sigma^{-1}R_{21}(b, \sigma) & \sigma^{-1}R_{22}(b, \sigma)
\end{pmatrix}$$

where

$$\tilde{R}_{11} = \tilde{L}_{11} - \sigma\tilde{L}_{12}(\tilde{L}_{22})^{-1}\tilde{L}_{21}^{-1}, \quad \tilde{R}_{10} = \tilde{R}_{11}(-\tilde{L}_{10} + \sigma\tilde{L}_{12}(\tilde{L}_{22})^{-1}\tilde{L}_{20})\tilde{L}_{00}^{-1}, \quad \tilde{R}_{12} = -\tilde{R}_{11}\tilde{L}_{12}(\tilde{L}_{22})^{-1}, \quad \tilde{R}_{21} = -(\tilde{L}_{22})^{-1}\tilde{L}_{21}^{-1}\tilde{R}_{11}, \quad \tilde{R}_{22} = (\tilde{L}_{22})^{-1} - \sigma(\tilde{L}_{22})^{-1}\tilde{L}_{21}^{-1}\tilde{R}_{12}, \quad \tilde{R}_{20} = -(\tilde{L}_{22})^{-1}(\tilde{L}_{20}\tilde{L}_{00}^{-1} + \tilde{L}_{21}\tilde{R}_{10}), \quad \tilde{R}_{01} = -\tilde{L}_{00}^{-1}(\tilde{L}_{01}\tilde{R}_{11} + \tilde{L}_{02}\tilde{R}_{21}), \quad \tilde{R}_{02} = -L_{00}^{-1}(\sigma\tilde{L}_{01}\tilde{R}_{12} + \tilde{L}_{02}\tilde{R}_{22}), \quad \tilde{R}_{00} = L_{00}^{-1}(I - \sigma\tilde{L}_{01}\tilde{R}_{10} - \sigma\tilde{L}_{02}\tilde{R}_{20})$$

with

$$\tilde{L}_{i1} = \tilde{L}_{11} - \sigma\tilde{L}_{10}\tilde{L}_{00}^{-1}\tilde{L}_{01} \quad \text{for} \quad i = 1, 2, \quad \tilde{L}_{12} = \tilde{L}_{12} - \tilde{L}_{10}\tilde{L}_{00}^{-1}\tilde{L}_{02}, \quad \tilde{L}_{22} = \tilde{L}_{22} - \sigma\tilde{L}_{20}\tilde{L}_{00}^{-1}\tilde{L}_{02}.$$  \hfill (12.1.11)

**Proposition 12.1.6.** Let $s, \ell, \epsilon$ be defined as in Proposition 12.1.3. The entries of $R(b, \sigma)$ satisfy the following properties.

1. $\tilde{R}_{00}, \tilde{R}_{01}, \tilde{R}_{02}, \tilde{R}_{10}, \tilde{R}_{12}, \tilde{R}_{20}$ are $\epsilon$-regular at $\sigma = 0$.

2. $\tilde{R}_{11}, \tilde{R}_{21}, \tilde{R}_{22}$ have an $\epsilon$-regular expansion up to order one, that is, $\tilde{R}_{11}, \tilde{R}_{21}, \tilde{R}_{22}$ are $\epsilon$-regular at $\sigma = 0$.

**Proof.** First, since $L_{00}$ is $\epsilon$-regular, by Lemma 12.1.5, so is $L_{00}^{-1}$. Then by Proposition 12.1.4, we find that $\tilde{L}_{11}, \tilde{L}_{21}, \tilde{L}_{22}$ (and thus $(\tilde{L}_{22})^{-1}$ by Lemma 12.1.5) have an $\epsilon$-regular expansion up to order one, while $\tilde{L}_{12}$ is $\epsilon$-regular. Therefore, we see that

$$\tilde{L}_{11} - \sigma\tilde{L}_{12}(\tilde{L}_{22})^{-1}\tilde{L}_{21}$$

has an $\epsilon$-regular expansion up to order one whose coefficient of $\epsilon^0$ is $\tilde{L}_{11}^0(b)$. Then the $\epsilon$-regular expansion property of $\tilde{R}_{11}$ follows from Lemma 12.1.5. Similarly, the $\epsilon$-regular expansion property
of $\tilde{R}_{21}, \tilde{R}_{22}$ follows from that of $\tilde{R}_{11}, (\tilde{L}_{22}^*)^{-1}, \tilde{L}_{21}^*$ and the above expressions of $\tilde{R}_{ij}$. Finally, the $\epsilon$-regularity of the remaining components can be obtained by using the above expressions of $\tilde{R}_{ij}$ and Proposition 12.1.4.

Recall the singular part $P(b, \sigma)$ of $\tilde{L}_b(\sigma)^{-1}$ as defined in Corollary 11.2.2, which satisfies

$$P(b, \sigma)f = (\sigma^{-2}(\hat{g}_1, \hat{A}_1) - i\sigma^{-1}(\hat{g}_1, \hat{A}_1)) + i\sigma^{-1}((\hat{g}_2, \hat{A}_2) + (\hat{g}'_1, \hat{A}'_1)) + i\sigma^{-1}(\hat{g}''_1(\sigma), \hat{A}''_1(\sigma))$$

$$:= \sigma^{-2}P^2(b)f + \sigma^{-1}P^1(b)f + \sigma^{-1}P^\epsilon(b, \sigma)f$$

(12.1.12)

where $(\hat{g}''_1(\sigma), \hat{A}''_1(\sigma)) = P^\epsilon(b, \sigma)f = o(1)$ in $K_{b,1}$ as $\sigma \to 0$. With the $\epsilon$-regularity of $R(b, \sigma)$ at our disposal, now we are able to prove that $P^\epsilon(b, \sigma)$ is $\epsilon$-regular as well, and thus give a refined description of $\sigma^{-1}(\hat{g}''_1(\sigma), \hat{A}''_1(\sigma))$.

**Remark 12.1.7.** We now make a remark that there is a relationship between the Sobolev space $\dot{H}^k([0, c_0])$, which is the restriction to $[0, c_0)$ of elements in $H^k(\mathbb{R})$ with support in $[0, \infty)$, and the $b$-Sobolev space $H^k_b([0, c_0])$, which is a completion of $\{\hat{\phi}|_{(0, c_0)}\}$ where $\phi \in C^\infty_c((0, \infty))$ with respect the following norm

$$\|\phi\|_{H^k_b([0, c_0])}^2 := \sum_{j=0}^{k} \|\sigma \partial_\sigma^j \phi\|_{L^2(\sigma)}^2.$$

First, it is clear that $\sigma^k H^k_b([0, c_0]) \subset \dot{H}^k([0, c_0])$. Second, Hardy’s inequality tells us that for $\phi \in C^\infty_c(0, \infty)$, we have

$$\int_0^\infty \frac{|\phi|^2}{r^2} dr \leq 4 \int_0^\infty |\partial_r f|^2 dr.$$

Applying Hardy’s inequality $k$ times, we find that

$$\int_0^\infty \frac{|\phi|^2}{r^{2k}} dr \leq C_k \int_0^\infty |\partial_r f|^2 dr.$$

for $\phi \in C^\infty_c(0, \infty)$. This implies $\dot{H}^k([0, c_0]) \subset \sigma^k H^k_b([0, c_0])$. Therefore, $\dot{H}^k([0, c_0]) = \sigma^k H^k_b([0, c_0])$.

Then an interpolation gives $\dot{H}^\alpha([0, c_0]) = \sigma^\alpha H^\alpha_b([0, c_0])$ for all $\alpha \geq 0$.

As a preparation, we record the following technical lemma.

**Lemma 12.1.8.** Suppose that $u_\pm \in H^s(\mathbb{R}_\pm)$ with $s \geq 0$ and $s \neq \frac{1}{2} + \mathbb{N}_0$ and let $u(x) = u_+(x)$ for $x > 0$ and $u(x) = u_-(x)$ for $x < 0$. If $\partial_j u_+(x) = \partial_j u_-(x)$ for all $j \in \mathbb{N}_0, j < s - \frac{1}{2}$, then $u(x) \in H^s(\mathbb{R})$. 
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Proof. See [86, Theorem 11.4 and 11.5].

**Theorem 12.1.9.** Let \( \sigma^{-1}(g''_1(\sigma), \dot{A}_1''(\sigma)) = \sigma^{-1}P^e(b, \sigma)f \in \mathcal{K}_{b,1} \) be defined as in (12.1.12) and let \( s, \ell, \epsilon \) be defined as in Proposition 12.1.3. Then we have

\[
P^e(b, \sigma) \in \dot{H}^\frac{3}{2} - \epsilon - ((-c_0, 0); \mathcal{L}(\dot{H}^{s-1,\ell+2}_b(X), \mathcal{K}_{b,1}))
\]

(12.1.13)

where \( c_0 > 0 \) is a sufficiently small constant. Moreover,

\[
\sigma^{-1}(g''_1(\sigma), \dot{A}_1''(\sigma)) \in \sum_{\pm} \mathcal{A}^{-\epsilon}(\pm [0, c_0); \mathcal{K}_{b,1}).
\]

(12.1.14)

Proof. Using the calculation (11.2.24) and (11.2.25) in the proof of Corollary 11.2.2, we find that for \( f = (f_0, f_1, f_2) \in \dot{H}^{s-1,\ell+2}_b(X) = \mathcal{R}_0 \oplus \mathcal{R}_1 \oplus \mathcal{R}_2, \)

\[
\tilde{L}(0)P^e(b, \sigma)f = (\tilde{R}_{10}(b, \sigma) - \tilde{R}_{10}(b, 0))f_0 + (\tilde{R}_{11}^e(b, \sigma) - \tilde{R}_{11}^e(b, 0))f_1 + (\tilde{R}_{12}(b, \sigma) - \tilde{R}_{12}(b, 0))f_2.
\]

(12.1.15)

According to Proposition 12.1.6, we have \( \|\partial_\sigma \tilde{R}_{11}^e(b, \sigma)\|_{\mathcal{R}_1 \to \mathcal{K}_1} \lesssim |\sigma|^{-\epsilon} \) and \( \|\partial_{\sigma}^2 \tilde{R}_{11}^e(b, \sigma)\|_{\mathcal{R}_1 \to \mathcal{K}_1} \lesssim |\sigma|^{-\epsilon-1} \) for \( 0 < |\sigma| \leq c_0 \) where \( c_0 \) is a sufficiently small constant, which implies that

\[
\|\partial_\sigma \sigma \partial_\sigma \tilde{R}_{11}^e(b, \sigma)\|_{\mathcal{R}_1 \to \mathcal{K}_1} \lesssim |\sigma|^{-\epsilon}.
\]

Integrating \( \partial_\sigma \sigma \partial_\sigma \tilde{R}_{11}^e(b, \sigma) \) and \( \partial_\sigma \tilde{R}_{11}^e(b, \sigma) \) from \( \sigma \in (0, c_0) \) to 0 and using \( \sigma \partial_\sigma \tilde{R}_{11}^e(\sigma)|_{b, \sigma=0} = 0 \) yield

\[
\sigma \partial_\sigma \tilde{R}_{11}^e(b, \sigma) \in \sigma^{1-\epsilon}L^\infty((0, c_0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)) \subset \sigma^{\frac{3}{2}-\epsilon}H^0_b((0, c_0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)),
\]

(12.1.16)

\[
\tilde{R}_{11}^e(b, \sigma) - \tilde{R}_{11}^e(b, 0) \in \sigma^{1-\epsilon}L^\infty((0, c_0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)) \subset \sigma^{\frac{3}{2}-\epsilon}H^0_b((0, c_0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)).
\]

(12.1.17)

This implies

\[
(\tilde{R}_{11}^e(\sigma) - \tilde{R}_{11}^e(0)) \in \sigma^{\frac{3}{2}-\epsilon}H^2_b((0, c_0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)) \subset \dot{H}^{\frac{3}{2} - \epsilon - ((-c_0, 0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)).
\]

(12.1.18)

Similarly, we also have

\[
(\tilde{R}_{11}^e(\sigma) - \tilde{R}_{11}^e(0)) \in \dot{H}^{\frac{3}{2} - \epsilon - ((-c_0, 0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)).
\]

Since \( \tilde{R}_{11}^e(\sigma) - \tilde{R}_{11}^e(0) \to 0 \) as \( \sigma \to 0 \) from both sides, by Lemma 12.1.8, we obtain

\[
(\tilde{R}_{11}^e(\sigma) - \tilde{R}_{11}^e(0)) \in H^{\frac{3}{2} - \epsilon - ((-c_0, 0); \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1)).
\]

(12.1.19)
Similarly, \( \tilde{R}_{10}(b, \sigma) - \tilde{R}_{10}(b, 0) \) and \( \tilde{R}_{12}(b, \sigma) - \tilde{R}_{12}(b, 0) \) satisfy the same estimates as \( \tilde{R}_{11}^\varepsilon(b, \sigma) - \tilde{R}_{11}^\varepsilon(b, 0) \). This proves (12.1.13).

Moreover, the estimate in (12.1.17) implies

\[
\tilde{R}_{11}^\varepsilon(b, \sigma) - \tilde{R}_{11}^\varepsilon(b, 0) \in \sum_{\pm} \sigma^{1-\varepsilon} L^\infty(\pm [0, c_0]; \mathcal{L}(\mathcal{R}_1, \mathcal{K}_1))
\]  

(12.1.18)

and this also holds for \( \tilde{R}_{10}(b, \sigma) - \tilde{R}_{10}(b, 0), \tilde{R}_{20}(b, \sigma) - \tilde{R}_{20}(b, 0) \). Using Proposition 12.3.4, the estimate (12.1.18) is satisfied after applying any number of derivatives \( \sigma \partial_\sigma \). This proves (12.1.14).

\[ \square \]

Now we turn to the analysis of the regular part \( L_b^-(\sigma) \).

**Proposition 12.1.10.** Let \( s, \ell, \epsilon \) be defined as in Proposition 12.1.3. For \( \text{Im} \sigma \geq 0 \) and \( 0 < |\sigma| \leq c_0 \) where \( c_0 > 0 \) is a small constant, the regular part \( L_b^-(\sigma) \) of the resolvent \( \tilde{L}_b(\sigma)^{-1} \) defined in Corollary 11.2.2 satisfies

\[
\partial_j^2 L_b^-(\sigma) : \tilde{H}_b^{s-1,\ell+2}(\bar{X}) \to |\sigma|^{-\epsilon-j+1} \tilde{H}_b^{s-\epsilon-j+1,\ell+\epsilon+1}(\bar{X}), \quad j = 1, 2.
\]  

(12.1.19)

**Proof.** According to Proposition 12.1.6 and the expression (12.1.15), we see that \( P(b, \sigma) \) has the form \( P(b, \sigma) = \sigma^{-2} P^2(b) + \sigma^{-1} P^1(b) + \sigma^{-1} P^\varepsilon(b, \sigma) \) where

\[
P^2(b), P^1(b) : \tilde{H}_b^{s-1,\ell+2}(\bar{X}) \to \rho C^\infty(\bar{X}) + \tilde{H}_b^{s-\varepsilon-1,\ell+\varepsilon+1}(\bar{X})
\]

and \( P^\varepsilon(b, \sigma) : \tilde{H}_b^{s-1,\ell+2}(\bar{X}) \to \mathcal{K}_{b,1} \) is \( \epsilon \)-regular as proved in Theorem 12.1.9. We also write \( R(b, \sigma) = R_{\text{sing}}(b, \sigma) + R_{\text{reg}}(b, \sigma) \) where

\[
R_{\text{sing}}(b, \sigma) = \begin{pmatrix}
\sigma^{-1} \tilde{R}_{10}(b, \sigma) & 0 & 0 \\
0 & \sigma^{-2} \tilde{R}_{11}^\varepsilon(b, \sigma) + \sigma^{-1} \tilde{R}_{11}^\varepsilon(b, \sigma) & 0 \\
0 & \sigma^{-1} \tilde{R}_{21}^\varepsilon(b, \sigma) & \sigma^{-1} \tilde{R}_{22}^\varepsilon(b, \sigma)
\end{pmatrix}
\]

and

\[
R_{\text{reg}}(b, \sigma) = \begin{pmatrix}
\tilde{R}_{00}(b, \sigma) & \tilde{R}_{01}(b, \sigma) & \tilde{R}_{02}(b, \sigma) \\
0 & \tilde{R}_{10}(b, \sigma) & \tilde{R}_{12}(b, \sigma) \\
\tilde{R}_{20}(b, \sigma) & \tilde{R}_{21}(b, \sigma) & \tilde{R}_{22}(b, \sigma)
\end{pmatrix}.
\]

Using the calculation in (11.2.24), (11.2.25) and (11.2.26), we find that

\[
L_b^-(\sigma) = \tilde{L}_b(\sigma)^{-1} R_{\text{reg}}(b, \sigma) - \tilde{L}_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0))(P^1(b) + P^\varepsilon(b, \sigma)) + \frac{1}{2} \partial_\sigma^2 \tilde{L}_b(0) P^2(b) \right)
\]

\[ := I + II. \]
For the term $I$, we compute
\[
\partial_\sigma I = \partial_\sigma \tilde{L}_b(\sigma)^{-1}R_{\text{reg}}(b, \sigma) + \tilde{L}_b(\sigma)^{-1} \partial_\sigma R_{\text{reg}}(b, \sigma),
\]
\[
\partial_\sigma^2 I = \frac{\partial^2}{\partial \sigma^2} \tilde{L}_b(\sigma)^{-1} R_{\text{reg}}(b, \sigma) + 2 \partial_\sigma \tilde{L}_b(\sigma)^{-1} \partial_\sigma R_{\text{reg}}(b, \sigma) + \tilde{L}_b(\sigma)^{-1} \partial_\sigma^2 R_{\text{reg}}(b, \sigma).
\]
Then by proposition 12.1.3 and 12.1.6, we conclude that
\[
\partial_\sigma^j I : \tilde{H}_b^{s-1,\ell+2}(X) \to |\sigma|^{-e-j+1} \tilde{H}_b^{s-\epsilon-j+1,\ell+\epsilon+1}(X), \quad j = 1, 2.
\]
As for the term $II$, we first note that $P^2(b), P^1(b), P^e(b, \sigma)$ map to $\rho C(\tilde{X}) + \tilde{H}_b^{\infty,1/2-}(\tilde{X})$, and thus
\[
\partial_\sigma^k \tilde{L}_b(0) P^2(b), \partial_\sigma^k \tilde{L}_b(0) P^1(b), \partial_\sigma^k \tilde{L}_b(0) P^e(b, \sigma) : \tilde{H}_b^{s-1,\ell+2}(X) \to \tilde{H}_b^{\infty, -\frac{3}{2}}(\tilde{X}), \quad k = 1, 2.
\]
Next, we calculate
\[
\partial_\sigma II = -\partial_\sigma \tilde{L}_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0)) (P^1(b) + P^e(b, \sigma)) + \frac{1}{2} \partial_\sigma^2 \tilde{L}_b(0) P^2(b) \right)
\]
\[
- \tilde{L}_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0)) \partial_\sigma P^e(b, \sigma) + \frac{1}{2} \partial_\sigma^2 \tilde{L}_b(0) P^e(b, \sigma) \right),
\]
\[
\partial_\sigma^2 II = -\partial_\sigma^2 \tilde{L}_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0)) (P^1(b) + P^e(b, \sigma)) + \frac{1}{2} \partial_\sigma^2 \tilde{L}_b(0) P^2(b) \right)
\]
\[
- 2 \partial_\sigma \tilde{L}_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0)) \partial_\sigma P^e(b, \sigma) + \frac{1}{2} \partial_\sigma^2 \tilde{L}_b(0) P^e(b, \sigma) \right)
\]
\[
- \tilde{L}_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0)) \partial_\sigma^2 P^e(b, \sigma) + \partial_\sigma^2 \tilde{L}_b(0) \partial_\sigma P^e(b, \sigma) \right).
\]
Therefore, using Proposition 12.1.3 and the fact that $P^e(b, \sigma) : \tilde{H}_b^{s-1,\ell+2} \to \mathcal{K}_{b,1}$ is $\epsilon$-regular, we arrive at
\[
\partial_\sigma^j II : \tilde{H}_b^{s-1,\ell+2}(X) \to |\sigma|^{-e-j+1} \tilde{H}_b^{s-\epsilon-j+1,\ell+\epsilon+1}(X), \quad j = 1, 2.
\]
This completes the proof of the estimates (12.1.19). \qed

**Theorem 12.1.11.** Let $s, \ell, \epsilon$ be defined as in Proposition 12.1.3. Then we have
\[
L^\sigma_\sigma(\sigma) \in H^\frac{2}{2} - \epsilon \left( \{-c_0, c_0\}; \mathcal{L}(\tilde{H}_b^{s-1,\ell+2}(\tilde{X}), \tilde{H}_b^{s-\max\{\epsilon, -\frac{1}{2}\}, \ell+\epsilon+1}(\tilde{X})) \right)
\]  \hspace{1cm} (12.1.20)
where $c_0 > 0$ is a sufficiently small constant.

**Proof.** Using the estimates in Proposition 12.1.3 and following the proof at the beginning of Theorem 12.1.9, we find that
\[
L^-_\sigma(\sigma) - L^\sigma_\sigma(\sigma) \in \sigma^\frac{2}{2} - \epsilon \tilde{H}_b^2 \left( \{0, c_0\}; \mathcal{L}(\tilde{H}_b^{s-1,\ell+2}(\tilde{X}), \tilde{H}_b^{s-1-\epsilon, \ell+\epsilon+1}(\tilde{X})) \right).
\]  \hspace{1cm} (12.1.21)
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Again integrating $\partial_{\sigma} L^-_b(\sigma)$ from $\sigma \in (0, c_0)$ to 0 and using the estimate (12.1.19) for $k = 1$, we yield

$$L^-_b(\sigma) - L^-_b(0) \in \sigma^{2-\varepsilon} H^-_b\left(\mathbb{S}^{s-1,\ell+2}(b \sigma^{s-\varepsilon}) \mathbb{H}^s\right). \quad (12.1.22)$$

Interpolating between (12.1.21) and (12.1.22) gives

$$L^-_b(\sigma) - L^-_b(0) \in \sigma^{2-\varepsilon} H^-_b\left(\mathbb{S}^{s-1,\ell+2}(0), H^0\right), \quad 0 \leq \theta \leq 1. \quad (12.1.23)$$

If $\varepsilon \in (0, 1/2]$, we take $\theta = 1 - \varepsilon$, and thus $3/2 - \varepsilon = 1 + \theta$. If $\varepsilon \in (1/2, 1)$, we take $\theta = 0$. This gives

$$L^-_b(\sigma) - L^-_b(0) \in \begin{cases} \sigma^{3/2 - \varepsilon} H^-_b\left(\mathbb{S}^{s-1,\ell+2}(b \sigma^{s-\varepsilon}) \mathbb{H}^s\right), & 0 < \varepsilon \leq \frac{1}{2} , \\ \sigma^{2-\varepsilon} H^-_b\left(\mathbb{S}^{s-1,\ell+2}(0), H^0\right), & \frac{1}{2} < \varepsilon < 1, \end{cases} \quad (12.1.24)$$

which implies

$$L^-_b(\sigma) - L^-_b(0) \in \begin{cases} H^{\frac{3}{2} - \varepsilon}\left(\mathbb{S}^{s-1,\ell+2}(0), H^0\right), & 0 < \varepsilon \leq \frac{1}{2}, \\ H^{\frac{1}{2} - \varepsilon}\left(\mathbb{S}^{s-1,\ell+2}(b \sigma^{s-\varepsilon}) \mathbb{H}^s\right), & \frac{1}{2} < \varepsilon < 1. \end{cases} \quad (12.1.25)$$

Similarly, we also have the above statement for the other half interval $(-c_0, 0]$. Since $L^-_b(\sigma) - L^-_b(0) \to 0$ as $\sigma \to 0$ from both sides, by Lemma 12.1.8, we obtain

$$L^-_b(\sigma) - L^-_b(0) \in H^{\frac{3}{2} - \varepsilon}\left((-c_0, 0]; \mathbb{S}^{s-1,\ell+2}(0), H^0\right), \quad (12.1.26)$$

and thus the conclusion (12.1.20). \hfill \Box

### 12.2 Regularity for frequencies away from 0.

Now we discuss the regularity of $\hat{L}_b(\sigma)^{-1}$ for $|\sigma| \geq c_0$, $0 \leq \text{Im} \sigma \leq C$ for some $c_0, C > 0$.

**Theorem 12.2.1.** Let $\ell < -\frac{1}{2}$, $s > 3 + m$ and $s + \ell > -\frac{1}{2} + m$ where $m \in \mathbb{N}_0$. Then for $0 \leq \text{Im} \sigma \leq C$, $|\sigma| \geq c_0$ with $c_0, C > 0$, the operator

$$\partial^m_{\sigma} \hat{L}_b(\sigma)^{-1} : H^{s,\ell}_b(\mathbb{H}) \to h^{-m} H^{s-m,\ell}_b(\mathbb{H}) \quad (12.2.1)$$

where $h = |\sigma|^{-1}$, is uniformly bounded.

**Proof.** The estimate (12.2.1) for the case $m = 0$ follows from high energy estimate 5.5.3. For $m \geq 1$, $\partial^m_{\sigma} \hat{L}_b(\sigma)^{-1}$ is a linear combination of the operators of the type

$$\left(\hat{L}_b(\sigma)^{-1} \circ \partial^m_{\sigma} \hat{L}_b(\sigma)\right) \circ \cdots \circ \left(\hat{L}_b(\sigma)^{-1} \circ \partial^m_{\sigma} \hat{L}_b(\sigma)\right) \circ \hat{L}_b(\sigma)^{-1}$$
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where \(1 \leq m_1, \cdots, m_k \leq 2\) and \(m_1 + \cdots + m_k = m\). Since

\[
\partial_\sigma \hat{L}_b(\sigma) \in \rho \text{Diff}_b^1 + \rho^2 C^\infty \subset h^{-1} \rho \text{Diff}_b^1, \quad \text{and} \quad \partial^2_\sigma \hat{L}_b(\sigma) \in \rho^2 C^\infty,
\]

it follows that

\[
\hat{H}^{s, \ell+1}_{b,h} \frac{\hat{L}_b(\sigma)^{-1}}{\hat{H}^{s, \ell}_{b,h}} \frac{\partial_\sigma^{m+k} \hat{L}_b(\sigma)}{\hat{H}^{s+m+k-2, \ell+m_k}_{b,h}} \subset h^{m_k-2} \hat{H}^{s+m_k-2, \ell+1}_{b,h}
\]

\[
\hat{L}_b(\sigma)^{-1} \rightarrow h^{m_k-2} \hat{H}^{s+m_k-2, \ell} \rightarrow \cdots \rightarrow h^{m-m_1-2(k-1)} \hat{H}^{s+m-m_1-2(k-1), \ell}_{b,h}
\]

\[
\frac{\partial_\sigma^{m+1} \hat{L}_b(0)}{\hat{L}_b(\sigma)^{-1}} \rightarrow h^{m-2k} \hat{H}^{s+m-2k, \ell+m_1}_{b,h} \rightarrow h^{m-2k} \hat{H}^{s+m-2k, \ell}_{b,h}.
\]

Since \(1 \leq k \leq m\), we have \(h^{m-2k} \hat{H}^{s+m-2k, \ell+m_1}_{b,h} \subset h^{-m} \hat{H}^{s+\ell}_{b,h}\). This finishes the proof. \(\square\)

### 12.3 Conormal regularity

Finally, we consider the conormal regularity of \(L^-_b(\sigma)\) at \(\sigma = 0\). Specifically, after applying any number of derivatives \(\sigma \partial_\sigma\) to \(L^-_b(\sigma)\), it satisfies the same properties as \(L^-_b(\sigma)\).

Recall that

\[
L^-_b(\sigma) = \hat{L}_b(\sigma)^{-1} R_{\text{reg}}(b, \sigma) - \hat{L}_b(\sigma)^{-1} \left( (\partial_\sigma \hat{L}_b(0) + \frac{\sigma}{2} \partial^2_\sigma \hat{L}_b(0)) (P^1(b) + P^\epsilon(b, \sigma)) + \frac{1}{2} \partial^2_\sigma \hat{L}_b(0) P^2(b) \right),
\]

so in order to study the conormal regularity, we need to analyze that of \(\hat{L}_b(\sigma)^{-1}\), \(R_{\text{reg}}(b, \sigma)\) and \(P^\epsilon(b, \sigma)\).

We first discuss the conormal regularity of \(\hat{L}_b(\sigma)^{-1}\) and prove a analogous result of Proposition 12.1.3 for \((\sigma \partial_\sigma)^m \hat{L}_b(\sigma)^{-1}\).

#### Proposition 12.3.1

Let \(-\frac{3}{2} < \ell < -\frac{1}{2}\), \(0 < \epsilon < 1\) with \(-\frac{1}{2} < \ell + \epsilon < \frac{1}{2}\), and \(s - \epsilon > 4 + m\) where \(m \in \mathbb{N}\). Define

\[
\tilde{\hat{L}}^{(m)}_b(\sigma) := (\sigma \partial_\sigma)^m \hat{L}_b(\sigma)^{-1}.
\]

For \(0 < |\sigma| \leq c_0\), \(\text{Im} \sigma \geq 0\) with \(c_0\) small, we have

\[
\tilde{\hat{L}}^{(m)}_b(\sigma) : \hat{H}^{s-1, \ell+2}_{b,h}(\hat{X}) \rightarrow \hat{H}^{s-m, \ell}_{b,h}(\hat{X}), \tag{12.3.1}
\]

\[
\partial_\sigma \tilde{\hat{L}}^{(m)}_b(\sigma) : \hat{H}^{s-1, \ell+2}_{b,h}(\hat{X}) \rightarrow |\sigma|^{-\epsilon} \hat{H}^{s-m-\epsilon, \ell+\epsilon+1}_{b,h}(\hat{X}), \tag{12.3.2}
\]

\[
\partial^2_\sigma \tilde{\hat{L}}^{(m)}_b(\sigma) : \hat{H}^{s-1, \ell+2}_{b,h}(\hat{X}) \rightarrow |\sigma|^{-\epsilon-1} \hat{H}^{s-m-1-\epsilon, \ell+\epsilon+1}_{b,h}(\hat{X}). \tag{12.3.3}
\]
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Proof. Since
\[
\frac{\partial^2 \mathcal{L}^{(m)}_b}{\partial \sigma^2} = \sigma^{-1} \partial_\sigma (\sigma \partial_\sigma - 1) \mathcal{L}^{(m)}_b = \sigma^{-1} \partial_\sigma \mathcal{L}^{(m+1)}_b - \sigma^{-1} \partial_\sigma \mathcal{L}^{(m)}_b,
\]
it suffices to prove the statements (12.3.1) and (12.3.2), and then the conclusion (12.3.3) follows directly.

Now we prove (12.3.1) and (12.3.2) by induction on \( m \). For \( m = 1 \), we calculate
\[
\mathcal{L}^{(1)}_b = \sigma \partial_\sigma \mathcal{L}_b^{-1} = -\mathcal{L}_b^{-1} (\sigma \partial_\sigma \mathcal{L}_b) \mathcal{L}_b^{-1}
\]
where
\[
\sigma \partial_\sigma \mathcal{L}_b = \mathcal{L}_b - \mathcal{L}_b(0) + \frac{\sigma^2}{2} \partial_\sigma^2 \mathcal{L}_b(0) \in \mathcal{L}_b + \rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty. \tag{12.3.4}
\]
As a consequence,
\[
\mathcal{L}^{(1)}_b = -\mathcal{L}_b^{-1} + \mathcal{L}_b^{-1} (\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty) \mathcal{L}_b^{-1}
\]
We then compute
\[
H^{s-1,\ell+2}_b(X) \xrightarrow{\mathcal{L}_b^{-1}} H^{s,\ell}_b(X) \xrightarrow{\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty} H^{s-2,\ell+2}_b(X) \xrightarrow{\mathcal{L}_b^{-1}} H^{s-1,\ell}_b(X).
\]
This proves (12.3.1) for \( m = 1 \). As for the first derivative \( \partial_\sigma \mathcal{L}^{(1)}_b(\sigma) \), we calculate
\[
\partial_\sigma \mathcal{L}^{(1)}_b(\sigma) = -\partial_\sigma \mathcal{L}_b(\sigma) - \partial_\sigma \mathcal{L}_b(\sigma) (\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty) \mathcal{L}_b^{-1} + \mathcal{L}_b^{-1} (\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty) \partial_\sigma \mathcal{L}_b(\sigma)^{-1}
\]
\[
= \mathcal{L}_b^{-1}(\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty) \partial_\sigma \mathcal{L}_b(\sigma)^{-1} := I + II + III + IV.
\]
Using Proposition 12.1.3, we find that
\[
I : H^{s-1,\ell+2}_b(X) \to [\sigma]^{-\epsilon} H^{s-\epsilon,\ell+\epsilon+1}_b(X),
\]
\[
II : H^{s-1,\ell+2}_b(X) \xrightarrow{\mathcal{L}_b^{-1}} H^{s,\ell}_b(X) \xrightarrow{\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty} H^{s-2,\ell+2}_b(X) \xrightarrow{\mathcal{L}_b^{-1}} [\sigma]^{-\epsilon} H^{s-1,\ell+\epsilon+1}_b(X),
\]
\[
III : H^{s-1,\ell+2}_b(X) \xrightarrow{\mathcal{L}_b^{-1}} H^{s,\ell}_b(X) \xrightarrow{\sigma^2 C^\infty} H^{s,\ell+2}_b(X) \xrightarrow{\mathcal{L}_b^{-1}} H^{s-1,\ell}_b(X) \subset [\sigma]^{-\epsilon} H^{s-1,\ell+\epsilon+1}_b(X),
\]
\[
IV : H^{s-1,\ell+2}_b(X) \xrightarrow{\partial_\sigma \mathcal{L}_b^{-1}} [\sigma]^{-\epsilon} H^{s-\epsilon,\ell+\epsilon+1}_b(X) \xrightarrow{\rho^2 \text{Diff}^2_b + \sigma^2 \rho^2 C^\infty} [\sigma]^{-\epsilon} H^{s-2,\ell+\epsilon+1}_b(X)
\]
\[
\xrightarrow{\mathcal{L}_b^{-1}} [\sigma]^{-\epsilon} H^{s-1,\ell+\epsilon+1}_b(X).
\]
where we use \(1/2 < \ell + \epsilon + 1 < 3/2\) in the last step of the analysis of IV. This proves (12.3.2) for \(m = 1\).

Suppose that (12.3.1) and (12.3.2) hold for \(k \leq m\). Then for \(m + 1\), by a direct calculation, we obtain that \(L_b^{(m+1)}(\sigma)\) is a linear combination of the operators of the type

\[
L_1 = L_b^{(m)}(\sigma), \quad L_2 := L_b^{(m)}(\sigma) \circ (\rho^2 \Diff_{\rho}) \circ L_b^{(m)}(\sigma)
\]

where \(m_1, m_2 \geq 0\) and \(m_1 + m_2 \leq m\). Then by the induction hypothesis on \(k \leq m\), it follows that

\[
L_1 : H_b^{s-1,\ell+2}(\bar{X}) \xrightarrow{\partial_{\sigma} L_b^{(m)}(\sigma)} H_b^{s-m,\ell}(\bar{X}) \subset H_b^{s-m-1,\ell}(\bar{X}),
\]

\[
L_2 : H_b^{s-1,\ell+2}(\bar{X}) \xrightarrow{L_b^{(m)}(\sigma)} H_b^{s-m_1,\ell}(\bar{X}) \xrightarrow{\rho^2 \Diff_{\rho}} H_b^{s-m_2-2,\ell+2}(\bar{X}) \xrightarrow{\tilde{L}_b^{(m)}(\sigma)} H_b^{s-m_1-1,\ell}(\bar{X}) = H_b^{s-m-1,\ell}(\bar{X}).
\]

This proves (12.3.1) for \(m + 1\). As for the first derivative \(\partial_{\sigma} L_b^{(m+1)}\), it is a linear combination of the operators of the following types

\[
D_1 = \partial_{\sigma} L_b^{(m)}(\sigma), \quad D_2 := \partial_{\sigma} L_b^{(m)}(\sigma) \circ (\rho^2 \Diff_{\rho}) \circ L_b^{(m)}(\sigma), \quad D_3 := \tilde{L}_b^{(m)}(\sigma) \circ (\rho^2 \Diff_{\rho}) \circ \partial_{\sigma} L_b^{(m)}(\sigma)
\]

where \(m_1, m_2 \geq 0\) and \(m_1 + m_2 \leq m\). Then we have

\[
D_1 : H_b^{s-1,\ell+2}(\bar{X}) \xrightarrow{\partial_{\sigma} L_b^{(m)}(\sigma)} |\sigma|^{-\epsilon} H_b^{s-m-1,\ell+1}(\bar{X}) \subset |\sigma|^{-\epsilon} H_b^{s-m-1,\ell+1}(\bar{X}),
\]

\[
D_2 : H_b^{s-1,\ell+2}(\bar{X}) \xrightarrow{L_b^{(m)}(\sigma)} H_b^{s-m_1,\ell}(\bar{X}) \xrightarrow{\rho^2 \Diff_{\rho}} H_b^{s-m_2-2,\ell+2}(\bar{X}) \xrightarrow{\partial_{\sigma} \tilde{L}_b^{(m)}(\sigma)} |\sigma|^{-\epsilon} H_b^{s-m_2-\epsilon-1,\ell+1}(\bar{X}) \subset |\sigma|^{-\epsilon} H_b^{s-m_2-\epsilon-1,\ell+1}(\bar{X}),
\]

\[
D_3 : H_b^{s-1,\ell+2}(\bar{X}) \xrightarrow{\partial_{\sigma} \tilde{L}_b^{(m)}(\sigma)} |\sigma|^{-\epsilon} H_b^{s-m_1-1,\ell+1}(\bar{X}) \xrightarrow{\rho^2 \Diff_{\rho}} |\sigma|^{-\epsilon} H_b^{s-m_2-\epsilon-1,\ell+1}(\bar{X}) \xrightarrow{\tilde{L}_b^{(m)}(\sigma)} |\sigma|^{-\epsilon} H_b^{s-m_1-2,\ell+1}(\bar{X}) \subset |\sigma|^{-\epsilon} H_b^{s-m_1-2,\ell+1}(\bar{X})
\]

where we use \(1/2 < \ell + \epsilon + 1 < 3/2\) in the third step of the analysis of \(D_3\). This proves (12.3.2) for \(m + 1\).

This finishes the proof of the proposition. \(\square\)

With the conormal regularity of \(\bar{L}_b(\sigma)^{-1}\) with our disposal, we are ready to discuss that of the entries \(\bar{L}_{ij}\) of the operator \(\bar{L}_b(\sigma)\bar{L}_b(\sigma)^{-1}\).
Recall the expression (11.2.15) of \( \hat{L}_b(\sigma)\hat{L}(\sigma)^{-1} \)

\[
\hat{L}_b(\sigma)\hat{L}(\sigma)^{-1} = \begin{pmatrix}
L_{00}(b, \sigma) & \sigma^2 L_{01}(b, \sigma) & \sigma L_{02}(b, \sigma) \\
nL_{10}(b, \sigma) & \sigma^2 L_{11}(b, \sigma) & \sigma^2 L_{12}(b, \sigma) \\
nL_{20}(b, \sigma) & \sigma^2 L_{21}(b, \sigma) & \sigma L_{22}(b, \sigma)
\end{pmatrix}
\]

Proposition 12.3.2. Let \( s, \ell, \epsilon, m \) be defined as in Proposition 12.3.1. Then \((\sigma\partial_\sigma)^m\hat{L}_{ij}\) satisfy the following properties.

(1) \((\sigma\partial_\sigma)^mL_{00}, (\sigma\partial_\sigma)^mL_{01}, (\sigma\partial_\sigma)^mL_{02}, (\sigma\partial_\sigma)^mL_{20}\) are \( \epsilon \)-regular at \( \sigma = 0 \).

(2) \((\sigma\partial_\sigma)^m\hat{L}_{10}, (\sigma\partial_\sigma)^m\hat{L}_{12}, (\sigma\partial_\sigma)^m\hat{L}_{21}\) have an \( \epsilon \)-regular expansion up to order one, that is, \((\sigma\partial_\sigma)^m\hat{L}_{10}, (\sigma\partial_\sigma)^m\hat{L}_{12}, (\sigma\partial_\sigma)^m\hat{L}_{21}\) are \( \epsilon \)-regular at \( \sigma = 0 \).

(3) \((\sigma\partial_\sigma)^m\hat{L}_{11}\) has an \( \epsilon \)-regular expansion up to order two, that is, \((\sigma\partial_\sigma)^m\hat{L}_{11}\) is \( \epsilon \)-regular at \( \sigma = 0 \).

Proof. The proof is analogous to that of Proposition 12.1.4, now by using Proposition 12.3.1 instead of Proposition 12.1.3. Here, we only demonstrate the proof of \((\sigma\partial_\sigma)^m\hat{L}_{10}\) in detail because the proof of the other entries follows in a similar manner.

Recall the calculation in (11.2.8)

\[
(\sigma\partial_\sigma)^m\hat{L}_{10}(\tilde{g}_0, \tilde{A}_0), (\tilde{g}_2^*, \tilde{A}_2^*)
\]

\[
= - \sum_{j+k=m} \left( \langle \tilde{g}_0, \tilde{A}_0, i(L_b^{(k)}(\sigma))^* \left( (\sigma\partial_\sigma)^j(\sigma\partial_\sigma)\hat{L}_b(0) + \frac{\sigma}{2}\partial_\sigma^2\hat{L}_b(0) \right) \right)^* (I-(\hat{L}_b(0)^{-1})V_2^*) (\tilde{g}_2^*, \tilde{A}_2^*)

+ \left( \langle \tilde{g}_0, \tilde{A}_0, \frac{1}{2}(L_b^{(m)}(\sigma))^*(\partial_\sigma^2\hat{L}_b(0))^*(\tilde{g}_2^*, \tilde{A}_2^*) \right)
\]

where

\[
\left( (\sigma\partial_\sigma)^j(\sigma\partial_\sigma)\hat{L}_b(0) + \frac{\sigma}{2}\partial_\sigma^2\hat{L}_b(0) \right)^* (I-(\hat{L}_b(0)^{-1})V_2^*) (\tilde{g}_2^*, \tilde{A}_2^*)
\]

Since \((\tilde{g}_0, \tilde{A}_0) \in \tilde{H}_b^{s-1,\ell+2}(\tilde{X})\) with \( s - m - \epsilon > 4 \), and by Proposition 12.3.1

\[
(L_b^{(k)}(\sigma))^* \tilde{H}_b^{-5/2-C(a,\gamma),3/2-}(\tilde{X}) \in \tilde{H}_b^{-3/2-k-C(a,\gamma),-1/2-}(\tilde{X}), \ 0 \leq k \leq m, \ k \in \mathbb{N}_0,
\]

\[
(\partial_\sigma L_b^{(k)}(\sigma))^* \tilde{H}_b^{-5/2-C(a,\gamma),3/2-}(\tilde{X}) \in |\sigma|^{-\epsilon-j+1}\tilde{H}_b^{s+1,-\ell-2}(\tilde{X}), \ j = 1, 2 \ \text{and} \ 0 \leq k \leq m, \ k \in \mathbb{N}_0
\]
where we use the facts that $-5/2 - C(a, \gamma) > -3 > -s + k + \epsilon + 1$ for $0 \leq k \leq m$ and $-\ell - \epsilon + 1 < 3/2$, the pairings above (and their up to second order derivatives) are well-defined. This proves the $\epsilon$-regularity of $(\sigma \partial_\sigma) \tilde{L}$. 

Next, we turn to discussing the conormal regularity of $R(b, \sigma)$. To this end, we need the following lemma, which is an analogy of Lemma 12.1.5.

**Lemma 12.3.3.** Let $s, \ell, \epsilon, m$ be defined as in Proposition 12.3.1. Suppose that the operator $A(\sigma) : \tilde{K}_i \rightarrow \mathcal{R}_j$ with $i, j = 0, 1, 2$ has an $\epsilon$-regular expansion up to order one, i.e.,

$$A(\sigma) = A^0 + \sigma A^\epsilon(\sigma)$$

where $A^0 : \tilde{K}_i \rightarrow \mathcal{R}_j$ is invertible and independent of $\sigma$, and $(\sigma \partial_\sigma)^k A^\epsilon(\sigma) : \tilde{K}_i \rightarrow \mathcal{R}_j$ is $\epsilon$-regular for any $0 \leq k \leq m, k \in \mathbb{N}_0$. Then for $|\sigma|$ sufficiently small, $A(\sigma)$ is invertible with inverse $B(\sigma) = A(\sigma)^{-1}$, and $(\sigma \partial_\sigma)^k B(\sigma)$ has an $\epsilon$-regular expansion up to order one, that is,

$$(\sigma \partial_\sigma)^k B(\sigma) = B^0_k + \sigma B^\epsilon_k(\sigma), \quad 0 \leq k \leq m, k \in \mathbb{N}_0$$

where $B^0_k : \mathcal{R}_j \rightarrow \tilde{K}_i$ is independent of $\sigma$, and $B^\epsilon_k(\sigma) : \mathcal{R}_j \rightarrow \tilde{K}_i$ is $\epsilon$-regular.

Similarly, if $A(\sigma)$ has uniformly bounded inverse $B(\sigma)$, and $(\sigma \partial_\sigma)^k A(\sigma)$ is $\epsilon$-regular for any $0 \leq k \leq m, k \in \mathbb{N}_0$, then $(\sigma \partial_\sigma)^k B(\sigma)$ is $\epsilon$-regular as well.

**Proof.** As established in the proof of Lemma 12.1.5, we have

$$A(\sigma)^{-1} = \left( I + \sum_{k=1}^{\infty} (-1)^k \left( \sigma (A^0)^{-1} A^\epsilon(\sigma) \right)^k \right) (A^0)^{-1}$$

$$= (A^0)^{-1} - \sigma \left( (A^0)^{-1} A^\epsilon(\sigma) \sum_{k=0}^{\infty} (-1)^k \left( \sigma (A^0)^{-1} A^\epsilon(\sigma) \right)^k \right) : B^0 + \sigma B^\epsilon(\sigma).$$

For $1 \leq k \leq m$, we have

$$(\sigma \partial_\sigma)^k B(\sigma) = \sigma \sum_{j=0}^{k} \binom{k}{j} (\sigma \partial_\sigma)^j B^\epsilon(\sigma).$$

A direct calculation implies that $(\sigma \partial_\sigma)^j B^\epsilon(\sigma)$ is a sum of the operators of the type $\sigma^{-1} L \circ (A^0)^{-1}$, where $L$ is a composition of the terms of the form $\sigma (A^0)^{-1} (\sigma \partial_\sigma)^l A^\epsilon(\sigma)$ with $0 \leq l \leq j$. Then proceeding as in the proof of Lemma 12.1.5, we conclude that $(\sigma \partial_\sigma)^j B^\epsilon(\sigma)$ with $0 \leq j \leq k$ is $\epsilon$-regular, and thus $(\sigma \partial_\sigma)^k B^\epsilon(\sigma)$ with $1 \leq k \leq m$ has an $\epsilon$-regular expansion up to order one.
Since \((\sigma \partial_\sigma)^m B(\sigma)\) is a linear combination of the operators of the form

\[
(\sigma \partial_\sigma)^m_1 B(\sigma) \circ (\sigma \partial_\sigma)^m_2 A(\sigma) \circ (\sigma \partial_\sigma)^m_3 B(\sigma)
\]

where \(1 \leq m_3 \leq m, 0 \leq m_1, m_2 \leq m - 1\) and \(m_1 + m_2 + m_3 = m\), it follows that the second statement follows by an induction argument on \(m\).

Recall the expressions (11.2.16) and (11.2.22) of \(R_{b, \sigma} = (\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1})^{-1}\)

\[
R(b, \sigma) = (\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1})^{-1} = \left(\begin{array}{ccc}
\tilde{R}_{00}(b, \sigma) & \tilde{R}_{01}(b, \sigma) & \tilde{R}_{02}(b, \sigma) \\
\sigma^{-1} \tilde{R}_{10}(b, \sigma) & \sigma^{-2} \tilde{R}_{11}(b, \sigma) & \sigma^{-1} \tilde{R}_{12}(b, \sigma) \\
\tilde{R}_{20}(b, \sigma) & \sigma^{-1} \tilde{R}_{21}(b, \sigma) & \sigma^{-1} \tilde{R}_{22}(b, \sigma)
\end{array}\right)
\]

where

\[
\tilde{R}_{11} = (\tilde{L}_{11} - \sigma \tilde{L}_{12}(\tilde{L}_{22})^{-1}\tilde{L}_{21})^{-1}, \quad \tilde{R}_{10} = \tilde{R}_{11}(-\tilde{L}_{10} + \sigma \tilde{L}_{12}(\tilde{L}_{22})^{-1}\tilde{L}_{20})\tilde{L}_{00}^{-1},
\]

\[
\tilde{R}_{12} = -\tilde{R}_{11}\tilde{L}_{12}(\tilde{L}_{22})^{-1}, \quad \tilde{R}_{21} = -(\tilde{L}_{22})^{-1}\tilde{L}_{21}\tilde{R}_{11}, \quad \tilde{R}_{22} = (\tilde{L}_{22})^{-1} - \sigma(\tilde{L}_{22})^{-1}\tilde{L}_{21}\tilde{R}_{12},
\]

\[
\tilde{R}_{20} = -(\tilde{L}_{22})^{-1}(\tilde{L}_{20}\tilde{L}_{00}^{-1} + \tilde{L}_{21}\tilde{R}_{10}), \quad \tilde{R}_{01} = -\tilde{L}_{00}^{-1}(\tilde{L}_{01}\tilde{R}_{11} + \tilde{L}_{02}\tilde{R}_{21}),
\]

\[
\tilde{R}_{02} = -\tilde{L}_{00}^{-1}(\sigma \tilde{L}_{01}\tilde{R}_{12} + \tilde{L}_{02}\tilde{R}_{22}), \quad \tilde{R}_{00} = \tilde{L}_{00}^{-1}(I - \sigma \tilde{L}_{01}\tilde{R}_{10} - \sigma \tilde{L}_{02}\tilde{R}_{20})
\]

with

\[
\tilde{L}_{i1} = \tilde{L}_{i1} - \sigma \tilde{L}_{i0}\tilde{L}_{00}^{-1}\tilde{L}_{01} \quad \text{for} \quad i = 1, 2, \quad \tilde{L}_{i2} = \tilde{L}_{i2} - \tilde{L}_{10}\tilde{L}_{00}^{-1}\tilde{L}_{02},
\]

\[
\tilde{L}_{22} = \tilde{L}_{22} - \sigma \tilde{L}_{20}\tilde{L}_{00}^{-1}\tilde{L}_{02}.
\]

**Proposition 12.3.4.** Let \(s, \ell, \epsilon, m\) be defined as in Proposition 12.3.1. Then \((\sigma \partial_\sigma)^m \tilde{R}_{ij}\) satisfy the following properties.

1. \((\sigma \partial_\sigma)^m \tilde{R}_{00}, (\sigma \partial_\sigma)^m \tilde{R}_{01}, (\sigma \partial_\sigma)^m \tilde{R}_{02}, (\sigma \partial_\sigma)^m \tilde{R}_{10}, (\sigma \partial_\sigma)^m \tilde{R}_{12}, (\sigma \partial_\sigma)^m \tilde{R}_{20}\) are \(\epsilon\)-regular at \(\sigma = 0\).

2. \((\sigma \partial_\sigma)^m \tilde{R}_{11}, (\sigma \partial_\sigma)^m \tilde{R}_{21}, (\sigma \partial_\sigma)^m \tilde{R}_{22}\) have an \(\epsilon\)-regular expansion up to order one, that is, \((\sigma \partial_\sigma)^m \tilde{R}_{11}, (\sigma \partial_\sigma)^m \tilde{R}_{21}, (\sigma \partial_\sigma)^m \tilde{R}_{22}\) are \(\epsilon\)-regular at \(\sigma = 0\).

**Proof.** Applying Proposition 12.3.2 and Lemma 12.3.3, we conclude that for \(0 \leq k \leq m\), \((\sigma \partial_\sigma)^k \tilde{L}_{00}^{-1}\) is \(\epsilon\)-regular. Then by Proposition 12.3.2, we find that \((\sigma \partial_\sigma)^k \tilde{L}_{11}, (\sigma \partial_\sigma)^k \tilde{L}_{21}, (\sigma \partial_\sigma)^k \tilde{L}_{22}\) (and thus
$(\sigma \partial_\sigma)^k (\tilde{L}^e_{22})^{-1}$ by Lemma 12.3.3) have an $\epsilon$-regular expansion up to order one, while $(\sigma \partial_\sigma)^k \tilde{L}^e_{12}$ is $\epsilon$-regular. Therefore, we see that

$$(\sigma \partial_\sigma)^k \left( \tilde{L}^e_{11} - \sigma \tilde{L}^e_{12} (\tilde{L}^e_{22})^{-1} \tilde{L}^e_{21} \right)$$

has an $\epsilon$-regular expansion up to order one whose coefficient of $\sigma^0$ is $(\sigma \partial_\sigma)^k \tilde{L}^e_{11}(b)$. Then the $\epsilon$-regular expansion property of $(\sigma \partial_\sigma)^m \tilde{R}_{11}$ follows from Lemma 12.3.3. Similarly, the $\epsilon$-regular expansion property of $(\sigma \partial_\sigma)^m \tilde{R}_{21}, (\sigma \partial_\sigma)^m \tilde{R}_{22}$ follows from that of $(\sigma \partial_\sigma)^k \tilde{R}_{11}, (\sigma \partial_\sigma)^k (\tilde{L}^e_{22})^{-1}, (\sigma \partial_\sigma)^m \tilde{L}^e_{21}$ and the above expressions of $\tilde{R}_{ij}$. Finally, the $\epsilon$-regularity of the remaining components can be obtained by using the above expressions of $\tilde{R}_{ij}$ and Proposition 12.3.2.

\[\square\]

**Proposition 12.3.5.** Let $L^e_b(\sigma)$ be the regular part of $\tilde{L}^e_b(\sigma)^{-1}$ defined in Corollary 11.2.2 and define

$$L^{(m)}_b(\sigma) := (\sigma \partial_\sigma)^m L^e_b(\sigma).$$

Let $-\frac{3}{2} < \ell < -\frac{1}{2}, 0 < \epsilon < 1, -\frac{1}{2} < \ell + \epsilon < \frac{1}{2}$ and $s - \epsilon > 4 + m$ where $m \in \mathbb{N}_0$. For $\text{Im} \sigma \geq 0$ and $0 < |\sigma| \leq c_0$ where $c_0 > 0$ is a small constant, $L^{(m)}_b(\sigma)$ satisfies

$$L^{(m)}_b(\sigma) : \hat{H}^{s-\ell-2,2}(\hat{X}) \to \hat{H}^{s-m,\ell+\epsilon-1}(\hat{X})$$

and

$$\partial^j L^{(m)}_b(\sigma) : \hat{H}^{s-\ell-2,2}(\hat{X}) \to |\sigma|^{-\ell-j+1} \hat{H}^{s-m-\epsilon-j+1,\ell+\epsilon-1}(\hat{X}), \quad j = 1, 2. \quad (12.3.7)$$

**Proof.** Recall that

$$L^e_b(\sigma) = \tilde{L}^e_b(\sigma)^{-1} R_{\text{reg}}(b, \sigma) - \tilde{L}^e_b(\sigma)^{-1} \left( (\partial_\sigma \tilde{L}^e_b(0) + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}^e_b(0))(P^1(b) + P^e(b, \sigma)) + \frac{1}{2} \partial^2_\sigma \tilde{L}^e_b(0) P^2(b) \right)$$

where $P^2(b), P^1(b) : \hat{H}^{s-\ell-2,2}(\hat{X}) \to \rho C^\infty(\hat{X}) + \hat{H}^{s-\ell-2,2}(\hat{X})$,

$$(\sigma \partial_\sigma)^k P^e(b, \sigma) : \hat{H}^{s-\ell-2,2}(\hat{X}) \to \mathcal{K}_{b,1}$$

is $\epsilon$-regular for $0 \leq k \leq m$, and

$$R_{\text{reg}}(b, \sigma) = \begin{pmatrix} \tilde{R}_{00}(b, \sigma) & \tilde{R}_{01}(b, \sigma) & \tilde{R}_{02}(b, \sigma) \\ 0 & 0 & 0 \\ \tilde{R}_{20}(b, \sigma) & \tilde{R}_{21}(b, \sigma) & \tilde{R}_{22}(b, \sigma) \end{pmatrix}.$$
Then a direct calculation implies \((\sigma \partial_{\sigma})^m L_b^e(\sigma)\) is a linear combination of the operators of the forms

\[
\hat{L}^{(m_1)}(\sigma) \circ (\sigma \partial_{\sigma})^{m_2} R_{\text{reg}}(b, \sigma), \quad \hat{L}^{(m_1)}(\sigma) \circ \partial^2_{\sigma} \hat{L}_b(0) \circ P^2(b),
\]

\[
\hat{L}^{(m_1)}(\sigma) \circ (\sigma \partial_{\sigma})^{m_2} \left( \partial_{\sigma} \hat{L}_b(0) + \frac{\sigma}{2} \partial^2_{\sigma} \hat{L}_b(0) \right) \circ (\sigma \partial_{\sigma})^{m_3} (P^1(b) + P^e(b, \sigma)).
\]

Applying Proposition 12.3.1 and 12.3.4, we obtain (12.3.7) and (12.3.8).
Chapter 13

Decay estimates

In this section, we continue using the notation from §12. We will study the decay of the solution $(\dot{g}, \dot{A})$ to the equations

$$L_b(\dot{g}, \dot{A}) = f, \quad f \in C_\infty C((0, \infty) t_{b,*}; \tilde{H}^{s,\ell+2}_b(\bar{X})).$$

(13.0.1)

We define spacetime Sobolev spaces

$$\tilde{H}^{s,\ell,k}_b, c, k \in \mathbb{N}_0,$$

(13.0.2)

which is equal to $L^2(t_{b,*}^{-1}([0, \infty)); |dg|)$ for $s, \ell, k = 0$. Here, the index $s$ measures the regularity with respect to the derivatives $\partial_t t_{b,*}$ and the stationary $b$-vector fields on $\bar{X}$ (which is spanned by $r\partial_r$ and rotation vector fields). The index $\ell$ is the weight in $\rho = r^{-1}$, that is, $\tilde{H}^{s,\ell,k}_b, c = \rho^\ell \tilde{H}^{s,k}_b, c$. The index $k \in \mathbb{N}_0$ measures the regularity with respect to $(t_{b,*})\partial_{t_{b,*}}$ (which is related to the conormal regularity of $\hat{L}_b(\sigma)^{-1}$ on the Fourier transform side). Therefore, $u \in \tilde{H}^{s,\ell,k}_b, c$ if and only if $(t_{b,*})^j u \in \tilde{H}^{s-j,\ell,0}_b, c := \tilde{H}^{s-j,\ell,0}_b, c$ for any $0 \leq j \leq k$.

**Theorem 13.0.1.** Let $-\frac{3}{2} < \ell < -\frac{1}{2}, 0 < \epsilon < 1, -\frac{1}{2} < \ell + \epsilon < \frac{1}{2}$ and $s - \epsilon > 4 + m$ where $m \in \mathbb{N}_0$.

Let $(\dot{g}, \dot{A})$ be the solution to the equation (13.0.1) with $f \in C_\infty C((0, \infty) t_{b,*}; \tilde{H}^{s,\ell+2}_b(\bar{X}))$. Then there exists a generalized zero mode $(\hat{g}, \hat{A}) \in \hat{K}_b$ (defined in Proposition 10.2.3) such that

$$(\dot{g}, \dot{A}) = (\hat{g}, \hat{A}) + (\check{g}, \check{A})$$

(13.0.3)

and $(\hat{g}, \hat{A}), (\check{g}, \check{A})$ and $(\check{g}, \check{A})$ satisfy the following properties.

1. The term $(\check{g}, \check{A})$ can be written as $(\check{g}, \check{A}) = (\check{g}_1, \check{A}_1) + (\check{g}_2, \check{A}_2)$ where $(\check{g}_1, \check{A}_1)$ is a pure gauge
Proof. Moreover, for \( m \geq 1 \) and \( j \geq 0 \), we have the pointwise estimates

\[
\| (t_{b,*} \partial_{t_{b,*}})^{m-1} V^j (\hat{g}_1, \hat{A}_1) \| \lesssim (t_{b,*} + r)^{-2+\epsilon} + (t_{b,*})^{-1+\epsilon} \| f \|_{t_{b,*}^{-\frac{2}{3}} \tilde{H}^{-1, \ell+2}} \tag{13.0.4}
\]

and

\[
\| (t_{b,*} \partial_{t_{b,*}})^{m-1} V^j (\hat{g}_2, \hat{A}_2) \| \lesssim (t_{b,*} + r)^{-2+\epsilon} \| f \|_{t_{b,*}^{-\frac{2}{3}} \tilde{H}^{-1, \ell+2}} \tag{13.0.5}
\]

where \( V^j \) denotes the product of \( j \) vector fields \( V \in \{ \partial_{t_{b,*}}, r \partial_r, \text{rotation fields} \} \).

2. \((\hat{g}, \hat{A})\) satisfies

\[
\| (\hat{g}, \hat{A}) \|_{t_{b,*}^{-\frac{2}{3}} \tilde{H}^{-2, \ell+1, m}} \lesssim \| f \|_{t_{b,*}^{-\frac{2}{3}} \tilde{H}^{e, m, \ell+2}}. \tag{13.0.6}
\]

For \( m \geq 1 \), we also have

\[
\| (t_{b,*} \partial_{t_{b,*}})^{m-1} (\hat{g}, \hat{A}) \|_{(t_{b,*}^{-2+\epsilon} \tilde{H}^{-2, \ell+1, m})} \lesssim \| f \|_{(t_{b,*}^{-\frac{2}{3}} \tilde{H}^{e, m, \ell+2})}. \tag{13.0.7}
\]

For \( m \geq 1 \) and \( 0 \leq j < s - 4 - m \) with \( j \in \mathbb{N}_0 \), we have the pointwise decay estimate

\[
\| (t_{b,*} \partial_{t_{b,*}})^{m-1} V^j (\hat{g}, \hat{A}) \| \lesssim (t_{b,*} + r)^{-2+\epsilon} \| f \|_{(t_{b,*}^{-\frac{2}{3}} \tilde{H}^{e, m, \ell+2})}. \tag{13.0.8}
\]

3. Recall the definition of \( \mathcal{K}_{b,1}, \mathcal{K}_{b,2} \) and \( \mathcal{K}_b^* \) at the beginning of §11. The leading term \((\hat{g}, \hat{A}) \in \mathcal{K}_b^*\) is uniquely determined by \( f \) and can be expressed as follows:

\[
(\hat{g}, \hat{A}) = -\frac{1}{2} (t_{b,*}(\hat{g}_1, \hat{A}_1) + (\hat{g}_1, \hat{A}_1)) + \frac{1}{2} (\hat{g}_1', \hat{A}_1') + (\hat{g}_2, \hat{A}_2) \tag{13.0.9}
\]

where \((\hat{g}_1, \hat{A}_1), (\hat{g}_1', \hat{A}_1'), (\hat{g}_2', \hat{A}_2') \in \mathcal{K}_{b,1}\), and \((\hat{g}_2, \hat{A}_2) \in \mathcal{K}_{b,2}\). Moreover, \((\hat{g}_1, \hat{A}_1), (\hat{g}_1', \hat{A}_1')\) and \((\hat{g}_2, \hat{A}_2)\) are determined by the conditions (11.2.20) and (11.2.21) with \( f \) there replaced by \( \int \mathbb{R} f(t_{b,*}) dt_{b,*} \), and \((\hat{g}_2', \hat{A}_2') \in \mathcal{K}_{b,1}\) is uniquely determined by the condition

\[
- \left( [L_b, t_{b,*}](\hat{g}_2', \hat{A}_2') + \frac{1}{2} [L_b, t_{b,*}](\hat{g}_2', \hat{A}_2'), (\hat{g}_2', \hat{A}_2') \right) = \left( \int \mathbb{R} f(t_{b,*}) dt_{b,*}, (\hat{g}_2', \hat{A}_2') \right) \quad \text{for all } (\hat{g}_2', \hat{A}_2') \in \mathcal{K}_{b,1}. \tag{13.0.10}
\]

for some \((\hat{g}_2', \hat{A}_2') \in \mathcal{K}_{b,2}\).

Proof. The strategy of the proof is to take Fourier transform of the inhomogeneous equation \( L_b(\hat{g}, \hat{A}) = f \) in \( t_{b,*} \). We define the Fourier transform of \((\hat{g}, \hat{A})\) as

\[
(\hat{g}(\sigma), \hat{A}(\sigma)) := \int \mathbb{R} e^{it_{b,*}\sigma} (\hat{g}, \hat{A})(t_{b,*}) dt_{b,*} \tag{13.0.11}
\]
and likewise for $f$ (here we drop the notation for the spatial variables.).

First, according to the energy estimate in Proposition 5.6.2, we see that the solution $(\dot{g}, \dot{A})$ satisfies
\[
\| (\dot{g}, \dot{A})(t_b, \cdot) \|_{\tilde{H}_{t_b}^{-1}(X)} \lesssim e^{Mt_b},
\]
for some $M > 0$. This implies that the Fourier transform $(\hat{\dot{g}}(\sigma), \hat{\dot{A}}(\sigma))$ of $(\dot{g}, \dot{A})$ is well defined for $\text{Im}\sigma > M$. Since $f(t_b, \cdot)$ has compact support in $t_b, \cdot$, $\hat{f}(\sigma)$ is holomorphic in the full plane $\sigma \in \mathbb{C}$ and decays superpolynomially as $|\text{Re}\sigma| \to \infty$ with $\text{Im}\sigma > 0$ fixed. Fourier transforming of the equation $L_b(\dot{g}, \dot{A}) = f$, we obtain
\[
\hat{L}_b(\sigma) (\hat{\dot{g}}(\sigma), \hat{\dot{A}}(\sigma)) = \hat{f}(\sigma), \quad \text{Im}\sigma > M.
\]
(13.0.12)

In view of Theorem 5.6.3, we see that $\hat{L}_b(\sigma)$ is invertible in $\text{Im}\sigma > M$ and
\[
(\hat{\dot{g}}(\sigma), \hat{\dot{A}}(\sigma)) = \hat{L}_b(\sigma)^{-1}\hat{f}(\sigma), \quad \text{Im}\sigma > M.
\]

Therefore, we have the following integral representation
\[
(\dot{g}(t_b, \cdot), \dot{A}(t_b, \cdot)) = \frac{1}{2\pi} \int_{\text{Im}\sigma = M+1} e^{-i\sigma t_b} \cdot \hat{L}_b(\sigma)^{-1}\hat{f}(\sigma) d\sigma.
\]
(13.0.13)

Owing to Theorem 12.2.1, we see that the integrand in the above integral representation is holomorphic in $\sigma$ (with values in $\tilde{H}_{t_b}^{-1/2}(X)$) in upper half plane $\text{Im}\sigma > 0$, and decay superpolynomially in $|\text{Re}\sigma|$ as with $\text{Im}\sigma$ bounded. Using Cauchy’s Theorem, we obtain
\[
(\dot{g}(t_b, \cdot), \dot{A}(t_b, \cdot)) = \frac{1}{2\pi} \int_{\text{Im}\sigma = C} e^{-i\sigma t_b} \cdot \hat{L}_b(\sigma)^{-1}\hat{f}(\sigma) d\sigma.
\]
(13.0.14)

for any $C > 0$. Now we let $C \to 0^+$.

Fixing a frequency cutoff $\chi(s) \in C_c^\infty(\mathbb{R})$ such that $\chi(s) = 1$ for $|s| \leq c_0/2$ and $\chi(s) = 0$ for $|s| \geq c_0$ where $c_0$ is defined as in Theorem 12.1.11. We now write
\[
\hat{f}(\sigma) = \chi(\text{Re}\sigma)\hat{f}(\sigma) + (1 - \chi(\text{Re}\sigma))\hat{f}(\sigma) := \hat{f}_1(\sigma) + \hat{f}_2(\sigma).
\]

Correspondingly, by Theorem 11.2.1 and Corollary 11.2.2, we split $\hat{L}_b(\sigma)^{-1}\hat{f}(\sigma)$ into two parts
\[
\hat{L}_b(\sigma)^{-1}\hat{f}(\sigma) = (\hat{\dot{g}}_{\text{reg}}(\sigma), \hat{\dot{A}}_{\text{reg}}(\sigma)) + (\hat{\dot{g}}_{\text{sing}}(\sigma), \hat{\dot{A}}_{\text{sing}}(\sigma))
\]

\[267\]
where
\[(\hat{g}_{\text{reg}}(\sigma), \hat{A}_{\text{reg}}(\sigma)) = L^{-}_{b}(\sigma)\hat{f}_{1}(\sigma) + \hat{L}_{0}(\sigma)^{-1}\hat{f}_{2}(\sigma), \quad (\hat{g}_{\text{sing}}(\sigma), \hat{A}_{\text{sing}}(\sigma)) = P(b, \sigma)\hat{f}_{1}(\sigma).\]

As discussed above, we can shift the integration contour to \(\text{Im} \sigma = C\) for any \(C > 0\). Letting \(C \to 0^{+}\), we obtain

\[(\hat{g}(t_{b,*}), \hat{A}(t_{b,*})) = (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) + (\hat{g}_{\text{sing}}(t_{b,*}), \hat{A}_{\text{sing}}(t_{b,*}))\]

where

\[(\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\sigma t_{b,*}}(\hat{g}_{\text{reg}}(\sigma), \hat{A}_{\text{reg}}(\sigma)) \, d\sigma\]

and

\[(\hat{g}_{\text{sing}}(t_{b,*}), \hat{A}_{\text{sing}}(t_{b,*})) = \lim_{C \to 0^{+}} \frac{1}{2\pi} \int_{\text{Im} \sigma = C} e^{-i\sigma t_{b,*}}(\hat{g}_{\text{sing}}(\sigma), \hat{A}_{\text{sing}}(\sigma)) \, d\sigma.\]

- Analysis of \((\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*}))\). Since \(f \in C^{\infty}_{c}((0, \infty)_{t_{b,*}}; \hat{H}^{s,\ell+2}_{b}(\hat{X}))\), we see that \(\hat{f}_{1}(\sigma), \hat{f}_{2}(\sigma) \in H^{s'}(\mathbb{R}_{\sigma}; \hat{H}^{s,\ell+2}_{b}(\hat{X}))\) for any \(s' \in \mathbb{R}\). As \(H^{3/2-\epsilon'}(\mathbb{R})\) is an algebra for any \(0 < \epsilon' < 1\), by Theorem 12.1.11, we have

\[L^{-}_{b}(\sigma)\hat{f}_{1}(\sigma) \in H^{3/2-\epsilon'\left((-c_{0}, c_{0}); \hat{H}^{s+1}_{b}+\max\{\epsilon, \frac{1}{2}\}, \ell+\epsilon-1(\hat{X})\)}, \quad 0 < \epsilon < \epsilon' < 1.\]

Using Moser estimate, we bound norm of \(L^{-}_{b}(\sigma)\hat{f}_{1}(\sigma)\) as follows

\[\|L^{-}_{b}(\sigma)\hat{f}_{1}(\sigma)\|_{H^{3/2-\epsilon'\left((-c_{0}, c_{0}); \hat{H}^{s+1}_{b}+\max\{\epsilon, \frac{1}{2}\}, \ell+\epsilon-1(\hat{X})\)} \lesssim \|\hat{f}_{1}(\sigma)\|_{H^{3/2-\epsilon'\left((\mathbb{R}_{\sigma}; \hat{H}^{s,\ell+2}_{b}(\hat{X})}}
\lesssim \|\hat{f}(\sigma)\|_{H^{3/2-\epsilon'\left((\mathbb{R}_{\sigma}; \hat{H}^{s,\ell+2}_{b}(\hat{X})}} = \|(t_{b,*})^{3/2-\epsilon'}f\|_{L^{2}(\mathbb{R}_{\sigma}; \hat{H}^{s,\ell+2}_{b}(\hat{X}))}.

By exploiting the conormal regularity of \(L^{-}_{b}(\sigma)\) proved in Proposition 12.3.1, we find that for

\[(\sigma\partial_{\sigma})^{k}(L^{-}_{b}(\sigma)\hat{f}_{1}(\sigma)) \in H^{3/2-\epsilon'\left((-c_{0}, c_{0}); \hat{H}^{s+1-k+\max\{\epsilon, \frac{1}{2}\}, \ell+\epsilon-1(\hat{X})\)}, \quad 0 < \epsilon < \epsilon' < 1.\]

In a similar manner, we arrive at

\[\|(\sigma\partial_{\sigma})^{k}(L^{-}_{b}(\sigma)\hat{f}_{1}(\sigma))\|_{H^{3/2-\epsilon'\left((\mathbb{R}_{\sigma}; \hat{H}^{s+1-k+\max\{\epsilon, \frac{1}{2}\}, \ell+\epsilon-1(\hat{X})\)}} \lesssim \sum_{j=0}^{k} \|(\sigma\partial_{\sigma})^{j}(\hat{f}_{1}(\sigma))\|_{H^{3/2-\epsilon'\left((\mathbb{R}_{\sigma}; \hat{H}^{s-j,\ell+2}_{b}(\hat{X})}} \lesssim \sum_{j=0}^{k} \|(t_{b,*})^{3/2-\epsilon'}f\|_{L^{2}(\mathbb{R}_{\sigma}; \hat{H}^{s-j,\ell+2}_{b}(\hat{X})}} \lesssim \|f\|_{(t_{b,*})^{-3/2-\epsilon'}\hat{H}^{s,\ell+2,k}_{b}}.
\]

(13.0.15)
As for the second part $\hat{L}_0(\sigma)^{-1}\hat{f}_2(\sigma)$ in $(\hat{g}_{\text{reg}}(\sigma), \hat{A}_{\text{reg}}(\sigma))$, by Theorem 12.2.1, we have

$$\hat{L}_0(\sigma)^{-1} \in W^{j,\infty} \left(\mathbb{R}_\sigma \mid \left[-\frac{c_0}{2}, \frac{c_0}{2}\right]; \mathcal{L}(\tilde{H}^{s,\ell+2}_{h_\beta}, h^{-j}\tilde{H}^{s-j,\ell}_{h_\beta}) \right), \quad j \in \mathbb{N}_0$$

(13.0.16)

where we take $h = \langle \sigma \rangle^{-1}$. Taking $j = 2$ gives

$$\hat{L}_0(\sigma)^{-1}\hat{f}_2(\sigma) \in H^{\frac{5}{2}-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+2}\tilde{H}^{s-2,\ell}_{h_\beta}(\tilde{X})).$$

whose norm is bounded by

$$\|\hat{f}_2(\sigma)\|_{H^{\frac{5}{2}-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+2+2k}\tilde{H}^{s-2-k,\ell}_{h_\beta}(\tilde{X}))} \lesssim \|f\|_{\langle t_{b,s}\rangle^{-\frac{3}{2}+\epsilon}\tilde{H}^{s,\ell}_{h_\beta}}.$$

More generally, we have

$$(\sigma \partial_\sigma)^k \left(\hat{L}_0(\sigma)^{-1}\hat{f}_2(\sigma)\right) \in H^{\frac{5}{2}-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+2+2k}\tilde{H}^{s-2-k,\ell}_{h_\beta}(\tilde{X})).$$

and

$$\| (\sigma \partial_\sigma)^k \left(\hat{L}_0(\sigma)^{-1}\hat{f}_2(\sigma)\right)\|_{H^{\frac{5}{2}-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+k+2}\tilde{H}^{s-2-k,\ell}_{h_\beta}(\tilde{X}))} \lesssim \sum_{j=0}^{k} \| (\sigma \partial_\sigma)^j \hat{f}_2(\sigma)\|_{H^{\frac{5}{2}-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s-k+2}\tilde{H}^{s-k+2,\ell}_{h_\beta}(\tilde{X}))}$$

(13.0.17)

Taking inverse Fourier transform of $(\hat{g}_{\text{reg}}(\sigma), \hat{A}_{\text{reg}}(\sigma))$ and using the estimates (13.0.15) and (13.0.17), we obtain for $0 \leq k \leq m$ and $0 < \epsilon < \epsilon' < 1$

$$\| (\hat{g}_{\text{reg}}(t_{b,s}), \hat{A}_{\text{reg}}(t_{b,s}))\|_{\langle t_{b,s}\rangle^{-\frac{3}{2}+\epsilon'}\tilde{H}^{s-2,\ell}_{h_\beta}} \sim \sum_{j=0}^{k} \| (\sigma \partial_\sigma)^j (\hat{g}_{\text{reg}}(\sigma), \hat{A}_{\text{reg}}(\sigma))\|_{H^{\frac{5}{2}-\epsilon'}(\mathbb{R}; \tilde{H}^{s-2-k,\ell}_{h_\beta}(\tilde{X}))}$$

$$\lesssim \sum_{j=0}^{k} \| (\sigma \partial_\sigma)^j (L_0(\sigma)\hat{f}_2(\sigma))\|_{H^{\frac{5}{2}-\epsilon'}(\mathbb{R}; \tilde{H}^{s-j,\ell}_{h_\beta}(\tilde{X}))}$$

(13.0.18)

$$+ \sum_{j=0}^{k} \| (\sigma \partial_\sigma)^j (\hat{f}_2(\sigma))\|_{H^{\frac{5}{2}-\epsilon'}(\mathbb{R}; \tilde{H}^{s-j,\ell}_{h_\beta}(\tilde{X}))} \lesssim \|f\|_{\langle t_{b,s}\rangle^{-\frac{3}{2}+\epsilon'}\tilde{H}^{s,\ell}_{h_\beta}}.$$
Now we integrate \( \partial_{t_{b,*}} (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) = t_{b,*}^{-1} (t_{b,*} \partial_{t_{b,*}}) (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \) and exploit the above estimate (13.0.18) for \( k = 1 \) to obtain the decay estimate of \( (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \) in \( t_{b,*} \). Concretely, for \( t_{b,*} \geq 0 \) and \( 0 < \epsilon < \epsilon' < 1 \), we have

\[
\| (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \|_{H^{3,\epsilon} (t_{b,*}^{-\epsilon} \tilde{b}^{-\epsilon -1} (\tilde{X}))} = \| \int_{t_{b,*}}^\infty \partial_s (\hat{g}_{\text{reg}}(s), \hat{A}_{\text{reg}}(s)) ds \|_{\tilde{b}^{-\epsilon -1} (\tilde{X})} \\
\lesssim \left( \int_{t_{b,*}}^\infty \langle s \rangle^{-3 + 2\epsilon'} \langle s \rangle^{-2} ds \right)^{\frac{1}{2}} \| (t_{b,*} \partial_{t_{b,*}}) (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \|_{(t_{b,*})^{-\frac{3}{2} + \epsilon' \tilde{b}^{-\epsilon -1}}} \\
\lesssim (t_{b,*})^{-\frac{2}{3} + \epsilon'} \| f \|_{(t_{b,*})^{-\frac{3}{2} + \epsilon' \tilde{b}^{-\epsilon -1}}},
\]

Since \( (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \) has support in \( t_{b,*} \geq -C \) for some \( C > 0 \), it follows that

\[
\| (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \|_{(t_{b,*})^{-2 + \epsilon} L^\infty, \tilde{h}^{2 - k, \epsilon - 1} (\tilde{X})} \lesssim \| f \|_{(t_{b,*})^{-\frac{3}{2} + \epsilon' \tilde{b}^{-\epsilon -1}}},
\]

By the same reasoning, the above decay estimate can be generalized for all \( 0 \leq k \leq m \),

\[
\| (t_{b,*} \partial_{t_{b,*}}) \|_{(t_{b,*})^{-2 + \epsilon} L^\infty, \tilde{h}^{2 - k, \epsilon - 1} (\tilde{X})} \lesssim \| f \|_{(t_{b,*})^{-\frac{3}{2} + \epsilon' \tilde{b}^{-\epsilon -1}}},
\]

The estimates (13.0.18) and (13.0.19) imply that \( (\hat{g}_{\text{reg}}(t_{b,*}), \hat{A}_{\text{reg}}(t_{b,*})) \) occurs as a part of the remainder (13.0.18).

- **Analysis of \( \hat{g}_{\text{sing}}(t_{b,*}), \hat{A}_{\text{sing}}(t_{b,*}) \).** We now turn to discussing the singular part

\[
(\hat{g}_{\text{sing}}(t_{b,*}), \hat{A}_{\text{sing}}(t_{b,*})) = \lim_{\epsilon \to 0^+} \frac{1}{2\pi i} \int_{\Im \sigma = C} e^{-i\sigma t_{b,*}} P(b, \sigma) \hat{f}_1(\sigma) d\sigma.
\]

Since \( \hat{f} \) is holomorphic in the full plane \( \sigma \in \mathbb{C} \), we write

\[
\hat{f}_1(\sigma) = \chi(\Re \sigma) \hat{f}(\sigma) = \chi(\Re \sigma) (f^{(0)} + i\sigma f^{(1)} + \sigma^2 f^{(2)}(\sigma)) = \chi(\Re \sigma) (f^{(0)} + i\sigma f^{(1)} + \sigma^2 \hat{f}_3(\sigma))
\]

where

\[
f^{(0)} = \hat{f}(0) = \int_{\mathbb{R}} f(t_{b,*}) dt_{b,*}, \quad f^{(1)} = -i \partial_{t_{b,*}} \hat{f}(0) = \int_{\mathbb{R}} t_{b,*} f(t_{b,*}) dt_{b,*},
\]

and \( f^{(2)}(\sigma) \) is holomorphic in the full plane \( \sigma \in \mathbb{C} \). Moreover, by Sobolev embedding theorem, we have for \( j = 0, 1 \)

\[
\| f^{(j)} \|_{H^{3/2 + \epsilon'} (\mathbb{R}, \tilde{h}^{-\epsilon - 1} (\tilde{X}))} \lesssim \| f(\sigma) \|_{H^{3/2 + \epsilon'} (\mathbb{R}, \tilde{h}^{-\epsilon - 1} (\tilde{X}))} \lesssim \| f \|_{(t_{b,*})^{-\frac{3}{2} + \epsilon' \tilde{b}^{-\epsilon -1}}} \quad \text{for any} \quad \epsilon' > 0.
\]
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As for \( \hat{f}_3(\sigma) \), since \( \hat{f}_3(\sigma) = \sigma^{-2}(\hat{f}_1(\sigma) - \chi(\Re \sigma)f^{(0)} - i\sigma\chi(\Re \sigma)f^{(1)}) \), it follows that \( \hat{f}_3(\sigma) \in C^\infty_c(\mathbb{R}_\sigma) \) and

\[
\|\hat{f}_3(\sigma)\|_{H^{s'}(\mathbb{R}_\sigma; \dot{H}^{\varepsilon+2}_{b}(\mathcal{X}))} \lesssim \|\hat{f}(\sigma)\|_{H^{s'\varepsilon+2}(\mathbb{R}_\sigma; \dot{H}^{\varepsilon+2}(\mathcal{X}))}, \quad s' > -\frac{1}{2}.
\]

Recall that \( P(b, \sigma) = \sigma^{-2}P^2(b) + \sigma^{-1}P^1(b) + \sigma^{-1}P^e(\sigma) \) where \( P^2(b), P^1(b) : \dot{H}^{s+\varepsilon+2}_b \to \dot{H}^{s+\varepsilon-1/2+\varepsilon-}(\mathcal{X}) \) and \( P^e(b, \sigma) : \dot{H}^{s_{\varepsilon+2}}_b \to \mathcal{K}_{b,1} \) is \( \varepsilon \)-regular. Therefore, following the arguments in the proof of (13.0.15), we find that for \( 0 \leq k \leq m, \)

\[
(\sigma \partial_\sigma)^k \left( P(b, \sigma)(\sigma^2 \hat{f}_3(\sigma)) \right) \in H^{\frac{3}{2} - \varepsilon}((-c_0, c_0); \dot{H}^{\varepsilon+\frac{1}{2}}_b(\mathcal{X})),
\]

whose norm is bounded in the following manner

\[
\| (\sigma \partial_\sigma)^k \left( P(b, \sigma)(\sigma^2 \hat{f}_3(\sigma)) \right) \|_{H^{\frac{3}{2} - \varepsilon}(\mathbb{R}; \dot{H}^{\varepsilon+\frac{1}{2}}_b(\mathcal{X}))} \lesssim \sum_{j=0}^{k} \| (\sigma \partial_\sigma)^j \hat{f}(\sigma) \|_{H^{\frac{3}{2} - \varepsilon}(\mathbb{R}; \dot{H}^{\varepsilon+2} \dot{H}^{\varepsilon+\frac{1}{2}}_b(\mathcal{X}))} \lesssim \sum_{j=0}^{k} \| (\sigma \partial_\sigma)^j \hat{f}(\sigma) \|_{H^{\frac{3}{2} - \varepsilon}(\mathbb{R}; \dot{H}^{\varepsilon+2} \dot{H}^{\varepsilon+\frac{1}{2}}_b(\mathcal{X}))} \quad (13.0.20)
\]

Similarly, we have

\[
(\sigma \partial_\sigma)^k \left( (P^1(b) + P^e(b, \sigma))(\chi(\sigma)f^{(1)}) \right) \in H^{\frac{3}{2} - \varepsilon}((-c_0, c_0); \dot{H}^{\varepsilon+\frac{1}{2}}_b(\mathcal{X})),
\]

and

\[
\| (\sigma \partial_\sigma)^k \left( (P^1(b) + P^e(b, \sigma))(\chi(\sigma)f^{(1)}) \right) \|_{H^{\frac{3}{2} - \varepsilon}(\mathbb{R}; \dot{H}^{\varepsilon+\frac{1}{2}}_b(\mathcal{X}))} \lesssim \| f \|_{(t,b_\ast)^{-\frac{3}{2}+\varepsilon} \dot{H}^{\varepsilon}_{b_{\varepsilon}+\varepsilon} m}. \quad (13.0.21)
\]

As a result, it remains to analyze \( P(b, \sigma)(\chi(\Re \sigma)f^{(0)}) \) and \( P^2(b)(i\sigma^{-1}\chi(\Re \sigma)f^{(1)}) \). We write

\[
\left( \sigma^{-2}P^2(b)f^{(0)} + \sigma^{-1}P^1(b)f^{(0)} + P^2(b)(i\sigma^{-1}f^{(1)}) \right) + \sigma^{-1}P^e(b, \sigma)(\chi(\Re \sigma)f^{(0)})
\]

\[
= \left( (\sigma^{-2} \hat{y}_1, \hat{A}_1) - i\sigma^{-1}(\hat{y}_1, \hat{A}_1) \right) + \sigma^{-1}(\hat{y}_2, \hat{A}_2) + (\hat{y}_1', \hat{A}_1') + (\hat{y}_1'', \hat{A}_1'')
\]

\[
+ i\sigma^{-1}(\hat{y}_1'''(\sigma), \hat{A}_1'''(\sigma)) := I + II
\]

where \((\hat{y}_1, \hat{A}_1), (\hat{y}_1', \hat{A}_1'), (\hat{y}_1'', \hat{A}_1''), (\hat{y}_1''', \hat{A}_1''') \in \mathcal{K}_{b,1} \) and \((\hat{y}_2, \hat{A}_2) \in \mathcal{K}_{b,2} \). Moreover, \((\hat{y}_1', \hat{A}_1')\)

is uniquely determined by the condition

\[
\left\langle [L_b, t_{b_\ast}](\hat{y}_1''', \hat{A}_1''') + \frac{1}{2}[L_b, t_{b_\ast}, t_{b_\ast}](\hat{g}^*, \hat{A}^*), (\hat{g}^*, \hat{A}^*) \right\rangle + \left\langle [L_b, t_{b_\ast}](\hat{g}^*, \hat{A}^*), (\hat{g}^*, \hat{A}^*) \right\rangle
\]

\[
= (\int_{\mathbb{R}} t_{b_\ast} f(t_{b_\ast}) \, dt_{b_\ast}, (\hat{g}^*, \hat{A}^*)) \quad \text{for all} \quad (\hat{g}^*, \hat{A}^*) \in \mathcal{K}_b
\]

(13.0.22)
for some \((\hat{g}''_2, \hat{A}''_2) \in \mathcal{K}_{b,2}\). Since \(\sigma^{-j}(1 - \chi(\sigma)) \in H^{s'}(\mathbb{R}_\sigma)\) for \(j = 1, 2\) and any \(s' \in \mathbb{R}\), we have

\[
(\sigma \partial_\sigma)^k \left( \chi(\text{Re}\,\sigma) (P(b, \sigma) f^{(0)} + P^2(b)(i\sigma^{-1} f^{(1)})) - (I + II) \right) \in H^{\frac{3}{2} - \epsilon}((-c_0, c_0); \mathcal{H}_{b}^\infty, -\frac{1}{2} - (\tilde{X})),
\]

and

\[
\|(\sigma \partial_\sigma)^k (\chi(\text{Re}\,\sigma) (P(b, \sigma) f^{(0)} + P^2(b)(i\sigma^{-1} f^{(1)})) - (I + II))\|_{H^{\frac{3}{2} - \epsilon}((-c_0, c_0); \mathcal{H}_{b}^\infty, -\frac{1}{2} - (\tilde{X}))} \lesssim \|f\|_{(t, b)_+}^{-\frac{1}{2} - \tilde{H}_{b,c}^{\epsilon + \frac{1}{2}}.}
\]

As a consequence, it suffices to discuss the inverse Fourier transform of \(I\) and \(II\).

\textbf{Analysis of the leading order term \((\hat{g}, \hat{A})\).} Since

\[
\mathcal{F}^{-1}(\sigma^{-2}) = \lim_{C \to 0^+} \frac{1}{2\pi} \int_{\text{Im}\,\sigma = C} e^{-i\sigma t_{b,*} \cdot \sigma^{-2}} d\sigma = -\frac{1}{2} t_{b,*} H(t_{b,*})
\]

and

\[
\mathcal{F}^{-1}(i\sigma^{-1}) = \lim_{C \to 0^+} \frac{1}{2\pi} \int_{\text{Im}\,\sigma = C} e^{-i\sigma t_{b,*} \cdot i\sigma^{-1}} d\sigma = \frac{1}{2} H(t_{b,*}),
\]

we obtain

\[
\mathcal{F}^{-1}(I) = \lim_{C \to 0^+} \frac{1}{2\pi} \int_{\text{Im}\,\sigma = C} e^{-i\sigma t_{b,*} \cdot I} d\sigma
\]

\[
= -\frac{1}{2} (t_{b,*}(\hat{g}_1, \hat{A}_1) + (\hat{g}_1, \hat{A}_1)) + \frac{1}{2} \left( (\hat{g}_1', \hat{A}'_1) + (\hat{g}_2', \hat{A}'_2) \right) := (\hat{g}, \hat{A}),
\]

(13.0.24)

where \((\hat{g}_1, \hat{A}_1), (\hat{g}_1', \hat{A}'_1), (\hat{g}_2', \hat{A}'_2) \in \mathcal{K}_{b,1}\), and \((\hat{g}_2, \hat{A}_2) \in \mathcal{K}_{b,2}\). Moreover, \((\hat{g}_1, \hat{A}_1), (\hat{g}_1', \hat{A}'_1)\)

and \((\hat{g}_2, \hat{A}_2)\) are determined by the conditions (11.2.20) and (11.2.21) with \(f\) there replaced by \(f^{(0)} = \int f(t_{b,*}) dt_{b,*}\), and \((\hat{g}_1''_2, \hat{A}''_2) \in \mathcal{K}_{b,1}\) is uniquely determined by the condition

(13.0.22) for some \((\hat{g}_2'', \hat{A}''_2) \in \mathcal{K}_{b,2}\).

\textbf{Analysis of the pure gauge part \((\hat{g}, \hat{A})\).} Finally, we turn to the analysis of the inverse Fourier transform of \(II = i\sigma^{-1}(\hat{g}'''(\sigma), \hat{A}'''(\sigma))\) where \(\text{supp}(\hat{g}'''(\sigma), \hat{A}'''(\sigma)) \subset (-c_0, c_0)\).

By Theorem 12.1.9,

\[
II = \sigma^{-1}(\hat{g}'''(\sigma), \hat{A}'''(\sigma)) = \sum_{\pm} \psi^{\pm}(\sigma) \text{ where } \psi^{\pm} \in \mathcal{A}^{-\epsilon}(\pm [0, c_0); \mathcal{K}_{b,1}).
\]

We write

\[
\int_{-c_0}^{c_0} e^{-it_{b,*} \cdot \sigma} II d\sigma = \int_{0}^{c_0} e^{-it_{b,*} \cdot \chi(t_{b,*})} \psi^{+}(\sigma) d\sigma + \int_{0}^{c_0} e^{-it_{b,*} \cdot (1 - \chi(t_{b,*}))} \psi^{-}(\sigma) d\sigma
\]

\[
+ \int_{-c_0}^{0} e^{-it_{b,*} \cdot \chi(t_{b,*})} \psi^{-}(\sigma) d\sigma + \int_{-c_0}^{0} e^{-it_{b,*} \cdot (1 - \chi(t_{b,*}))} \psi^{-}(\sigma) d\sigma
\]

\[
:= II^+_1 + II^+_2 + II^-_1 + II^-_2.
\]
First, we have
\[
|II_1^+| \leq \int_0^{c_0 t_{b,*}^{-1}} |\psi_+(\sigma)| \, d\sigma \lesssim \int_0^{c_0 t_{b,*}^{-1}} \sigma^{-\epsilon} \, d\sigma \lesssim t_{b,*}^{-1+\epsilon}.
\]
Next, we compute for \( k \in \mathbb{N} \)
\[
II_2^+ = \int_0^{c_0} e^{-it_{b,*} \sigma} (1 - \chi(t_{b,*} \sigma)) \psi_+(\sigma) \, d\sigma = (it_{b,*})^{-k} \int_0^{c_0} e^{-it_{b,*} \sigma} \partial^k_{\sigma} \left( (1 - \chi(t_{b,*} \sigma)) \psi_+(\sigma) \right) \, d\sigma.
\]
Then we have
\[
|II_2^+| \lesssim t_{b,*}^{-k} \int_0^{c_0 t_{b,*}^{-1/2}} \sigma^{-k-\epsilon} \, d\sigma \lesssim t_{b,*}^{-1+\epsilon}.
\]
The estimates for \( II_1^+ , II_2^+ \) also hold after applying any number of derivatives \( t_{b,\partial_{b,*}} \).

We note that \( II_1^- , II_2^- \) can be handled in a similar manner. Since
\[
II = \sigma^{-1}(\tilde{g}_{\mu}''(\sigma), \tilde{A}_{\mu}''(\sigma)) = (2\delta_{\theta}^s \omega_{b,s_1}(\sigma), \tilde{L}_{\theta}_{A}(\omega_{b,s_1}(\sigma))^2 + d\phi_{b,s_1}(\sigma) )
\]
we can write
\[
(\tilde{g}, \tilde{A}) = \int_{-c_0}^{c_0} e^{-it_{b,*} \sigma} II \, d\sigma = (\tilde{g}_1, \tilde{A}_1) + (\tilde{g}_2, \tilde{A}_2)
\]
where
\[
(\tilde{g}_1, \tilde{A}_1) = \left( 2\delta_{\theta}^s \chi \left( \frac{r}{t_{b,*}} \right) \omega_{b,s_1}(t_{b,*}) \right), \quad \tilde{L}_{\theta}_{A}(\chi \left( \frac{r}{t_{b,*}} \right) \omega_{b,s_1}(t_{b,*}))^2 + d\chi \left( \frac{r}{t_{b,*}} \right) \phi_{b,s_1}(t_{b,*}) ;
\]
\[
(\tilde{g}_2, \tilde{A}_2) = \left( 2\chi \left( \frac{r}{t_{b,*}} \right) ^2 \delta_{\theta}^s |\omega_{b,s_1}(t_{b,*})| ^2 + \chi \left( \frac{r}{t_{b,*}} \right) \tilde{L}_{\theta}_{A} |\omega_{b,s_1}(t_{b,*})| ^2 \right) - \chi \left( \frac{r}{t_{b,*}} \right) \left( 2\partial_{t_{b,*}} \omega_{b,s_1} \sigma_{b,*} dt_{b,*} + \partial_{t_{b,*}} (A \sigma \omega_{b,s_1}) \sigma_{b,*} dt_{b,*} + (1 - \chi \left( \frac{r}{t_{b,*}} \right)) \right) \right).
\]
where \( \chi \) is a smooth nonnegative cutoff such that \( \chi(s) = 1 \) for \( s \leq 1/2 \) and \( \chi(s) = 0 \) for \( s \geq 1 \). Then the estimates (13.0.4) and (13.0.5) for \( (\tilde{g}_1, \tilde{A}_1) \) and \( (\tilde{g}_2, \tilde{A}_2) \) follow from the following estimates
\[
\left\| (\langle t_{b,*} \rangle \partial_{t_{b,*}})^{m-1} V^j \omega_{b,s_1}(t_{b,*}) \right\| \lesssim \langle t_{b,*} \rangle^{-1+\epsilon} \left\| f \right\| \langle t_{b,*} \rangle^{-\frac{3}{2}} - R_{b,c}^{s+t+2};
\]
\[
\left\| (\langle t_{b,*} \rangle \partial_{t_{b,*}})^{m-1} V^j \phi_{b,s_1}(t_{b,*}) \right\| \lesssim \langle t_{b,*} \rangle^{-1+\epsilon} \left\| r \right\| \langle t_{b,*} \rangle^{-\frac{3}{2}} - R_{b,c}^{s+t+2};
\]
\[
\left\| (\langle t_{b,*} \rangle \partial_{t_{b,*}})^{m-1} V^j (\tilde{g}, \tilde{A}) \right\| \lesssim \langle t_{b,*} \rangle^{-1+\epsilon} \left\| r \right\| ^2 \langle t_{b,*} \rangle^{-\frac{3}{2}} - R_{b,c}^{s+t+2}.\]
Chapter 14

Proof of the main theorem

In the initial value problem for Einstein-Maxwell system as formulated in §3, we impose the initial data at the Cauchy hypersurface which terminates at spatial infinity (i.e., it coincides with the hypersurface $t = 0$ when $r$ is large enough). In this section, we will discuss how to reduce this initial value problem to the inhomogeneous problem studied in the previous section §13.

We recall the time function $t$ (corresponding to $g_{b_0}$) defined in (4.2.3), which satisfies that $t = t$ for $r \geq 4m_0$, and $dt$ is timelike everywhere on $M$ with respect to $g_{b_0}$ with $b_0 = (m_0, 0, Q_0)$, $|Q_0| \ll m_0$, hence for $g_b$ when $b = (m, a, Q)$ is close to $b_0$. We define

$$\Sigma_0 := t^{-1}(0),$$

which is a spacelike (with respect to $g_b$) Cauchy hypersurface. Identifying the region $r \geq 4m_0$ in $\Sigma_0$ with a subset of $\mathbb{R}^3$, we can compactify $\Sigma_0$ at infinity to the manifold $\bar{\Sigma}_0$ (with two boundary components: one is inside the black hole and the other is the spatial infinity). We note that for large $r$, the spacetime scattering cotangent bundle $\overline{scT^*\Sigma_0} = scT^*\Sigma_0 \oplus \mathbb{R} dt$ is spanned over $C^\infty(\Sigma_0)$ by $dt$ and $dx^1, dx^2, dx^3$, where $(x^1, x^2, x^3)$ are the standard coordinates on $\mathbb{R}^3$.

We first study the initial value problem for linearized gauge-fixed Einstein-Maxwell system $L_b(\dot{g}, \dot{A}) = 0$.

**Theorem 14.0.1.** Let $0 < \alpha < 1$ and $s > 8 + m$, $m \in \mathbb{N}$. Suppose

$$(\dot{g}_0, \dot{g}_1, \dot{A}_0, \dot{A}_1) \in \tilde{H}_b^{s,-1/2+\alpha}(\Sigma_0; S^2scT^*\Sigma_0) \oplus \tilde{H}_b^{s-1,1/2+\alpha}(\Sigma_0; S^2scT^*\Sigma_0) \oplus \tilde{H}_b^{s-1,-1/2+\alpha}(\tilde{\Sigma}_0; scT^*\Sigma_0) \oplus \bar{H}_b^{s-2,1/2+\alpha}(\tilde{\Sigma}_0; \overline{scT^*\Sigma_0}).$$
Then the solution \((\dot{g}, \dot{A})\) of the initial value problem
\[
L_b(\dot{g}, \dot{A}) = 0, \quad (\dot{g}, \dot{A})|_{\Sigma_0} = (\dot{g}_0, \dot{A}_0), \quad (\mathcal{L}_b \dot{g}, \mathcal{L}_b \dot{A})|_{\Sigma_0} = (\dot{g}_1, \dot{A}_1)
\]
satisfies the following properties. Let
\[
N^{s, \alpha} := \|\dot{g}_0\|_{H^{s+1/2}_{\beta}} + \|\dot{g}_1\|_{H^{s+1/2}_{\beta}} + \|\dot{A}_0\|_{H^{s-1/2}_{\beta}} + \|\dot{A}_1\|_{H^{s-1/2}_{\beta}}.
\]

1. For \(t_{b,s} \geq 0\), the solution \((\dot{g}, \dot{A})\) can be written as
\[
(\dot{g}, \dot{A}) = (\dot{g}, \dot{A}) + (\bar{g}, \bar{A}) + (\ddot{g}, \ddot{A}) \tag{14.0.1}
\]
where \((\bar{g}, \bar{A}) \in \mathcal{K}_b\) is a generalized zero mode (defined in Proposition 10.2.3), and \((\ddot{g}, \ddot{A})\) satisfy the following estimates.

(i) The term \((\ddot{g}, \ddot{A})\) can be written as \((\ddot{g}, \ddot{A}) = (\ddot{g}_1, \ddot{A}_1) + (\ddot{g}_2, \ddot{A}_2)\) where \((\ddot{g}_1, \ddot{A}_1)\) is a pure gauge solution. Moreover, for \(m \geq 1\) and \(j \geq 0\), we have the pointwise estimates
\[
|\langle (t_{b,s})\partial_{t_{b,s}} \rangle^{m-1} V^j (\ddot{g}_1, \ddot{A}_1) | \lesssim \langle t_{b,s} + r \rangle^{-2 + \epsilon + \alpha} + \langle t_{b,s} \rangle^{-1 + \epsilon} \langle r \rangle^{-2} N^{s, \alpha} \tag{14.0.2}
\]
and
\[
|\langle (t_{b,s})\partial_{t_{b,s}} \rangle^{m-1} V^j (\ddot{g}_2, \ddot{A}_2) | \lesssim \langle t_{b,s} + r \rangle^{-2 + \epsilon} N^{s, \alpha} \tag{14.0.3}
\]
where \(V^j\) denotes the product of \(j\) vector fields \(V \in \{\partial_{t_{b,s}}, r \partial_r, \text{rotation fields}\}\).

(ii) \((\ddot{g}, \ddot{A})\) satisfies: for \(0 < \epsilon < 1\) with \(\alpha + \epsilon > 1\) and \(0 \leq m \leq \frac{s-6}{2}\), we have
\[
\|\langle \ddot{g}, \ddot{A} \rangle \|_{(t_{b,s})^{-\frac{1}{2}+\frac{\epsilon}{2}}} H^{s-6-\frac{\epsilon}{2}+\frac{m}{2}} \lesssim N^{s, \alpha} \tag{14.0.4}
\]
For \(1 \leq m \leq \frac{s-6}{2}\), we also have
\[
\|\langle (t_{b,s})\partial_{t_{b,s}} \rangle^{m-1} (\ddot{g}, \ddot{A}) \|_{(t_{b,s})^{-\frac{1}{2}+\frac{\epsilon}{2}} H^{s-6-\frac{\epsilon}{2}+\frac{m}{2}}} \lesssim N^{s, \alpha}. \tag{14.0.5}
\]
For \(m \geq 1\) and \(0 \leq j < s - 8 - m\) with \(j \in \mathbb{N}_0\), we have the pointwise decay estimate
\[
|\langle (t_{b,s})\partial_{t_{b,s}} \rangle^{m-1} V^j (\ddot{g}, \ddot{A}) | \lesssim \langle t_{b,s} \rangle^{-2 + \epsilon} \langle r \rangle^{-\alpha + \epsilon + 1} N^{s, \alpha}. \tag{14.0.6}
\]

2. In \(t \geq 0\), \(t_{b,s} \leq 0\), we have \((\dot{g}, \dot{A}) = r^{-1} H^{s-3}(\mathbb{R}^{t_{b,s}} \times \mathbb{S}^2) + (\ddot{g}, \ddot{A})\) with \(|(\ddot{g}, \ddot{A})| \lesssim r^{-1}(1 + |t_{b,s}|)^{-\alpha}.\)
Proof. Let $T_1 < T_2$ and let $\chi(t_{b,*})$ be a nonnegative smooth cutoff such that $\chi = 1$ for $t_{b,*} \geq T_2$ and $\chi(t_{b,*}) = 0$ for $t_{b,*} \leq T_1$. Then we obtain the following equation

$$L_b\left(\chi(t_{b,*})(\dot{y}, \dot{A})\right) = [L_b, \chi(t_{b,*})](\dot{y}, \dot{A}),$$

of which the right-hand side is supported in $t_{b,*} \in (T_1, T_2)$. In view of Theorem 13.0.1, it suffices to prove that

$$L_b\left(\chi(t_{b,*})(\dot{y}, \dot{A})\right) \in \tilde{H}^{s-4-k, 1/2+\alpha-k}_{b,c} \quad k \in \mathbb{N}. \quad (14.0.7)$$

Since the regularity with respect to $(t_{b,*})D_{t_{b,*}}$ and $D_{t_{b,*}}$ is equivalent in the support of $L_b\left(\chi(t_{b,*})(\dot{y}, \dot{A})\right)$, it suffices to prove (14.0.7) for $k = 0$. First, the global wellposedness theory of linear wave equations implies that $(\dot{y}, \dot{A}) \in H^{s-1}$ for $t \geq 0$, $t_* \leq C$, $r \leq C$ for any $C$; this implies that $[L_b, \chi] \in H^{s-2}$ in such compact sets. Therefore, it suffices to work in an arbitrarily small neighborhood $r > R_0 \gg 1$ of infinity, which we shall do from now on.

The proof closely follows the argument in [64, §§4–5]. Let $b = (m, a, Q)$. Then we define $b_1 = (m, 0, Q)$ and introduce the incoming and outgoing null coordinates

$$x^0 = t + r_{b_1,*}, \quad x^1 = t - r_{b_1,*},$$

with respect to which we have

$$g_{b_1} = -\mu_{b_1} dx^0 dx^1 + r^2 \dot{g}$$

and

$$2\partial_0 \equiv 2\partial_{x^0} = \partial_t + (1 - \frac{2m}{r} + \frac{Q^2}{r^2})\partial_r, \quad 2\partial_1 \equiv 2\partial_{x^1} = \partial_t - (1 - \frac{2m}{r} + \frac{Q^2}{r^2})\partial_r.$$ 

Let $x^2, x^3$ denote local coordinates on $S^2$, and denote spherical indices by $c, d = 2, 3$; let $\partial_c \equiv \partial_{x^c}$; let $\tilde{X}$ be the compactification of $t_{b,*}^{-1}(0)$. Since $g_b - g_{b_1} \in \rho^2C^\infty(\tilde{X}; S^{2+T+\tilde{X}})$, we have

$$g_b(\partial_0, \partial_0), \quad (g_b - g_{b_1})(\partial_0, \partial_1), \quad g_b(\partial_0, r^{-1}\partial_c),$$

$$g_b(\partial_1, \partial_1), \quad g_b(\partial_1, r^{-1}\partial_c), \quad (g_b - g_{b_1})(r^{-1}\partial_0, r^{-1}\partial_c) \in \rho^2C^\infty.$$

We let

$$\rho_I = \left(r_{b_1,*} - t\right)/r, \quad \rho_0 = \left(r_{b_1,*} - t\right)^{-1}, \quad \rho = \rho_I \rho_0 = \frac{1}{r}.$$ 
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Then we have
\[ \rho^{-3} L_b \rho = -\Box_{\rho^2 \gamma_0} \otimes \text{Id}_{14 \times 14} + R \]
with \( R \in \text{Diff}_b^k \) acting on sections of \( S^{3sc} T^* X \oplus \text{sc} T^* X \), where \( \text{Diff}_b^k \) consists of up to \( k \)-fold products of the vector fields \( \{ \rho I \partial_{\rho I}, \rho_0 \partial_{\rho_0}, \text{rotation vector fields} \} \). We note that switching from \( L_b \) to \( \rho^{-3} L_b \rho \) is related to the Friedlander rescaling for the scalar wave equation [45].

Then one can use the multiplier \( W := \rho_0^{-2a_0} \rho I^{-2a_I} V \) with \( V := -(1 + c \nu) \rho I \partial_{\rho I} + \rho_0 \partial_{\rho_0} \) and \( a_0 = \alpha, a_I < 0 \) as introduced in [64, Lemma 4.4] to derive an energy estimate, which allows us to conclude that near \( \mathcal{S}^+, (\hat{g}, \hat{A}) \) lies in \( \tilde{H}_b^{s-1, 1/2} \) (see [64, Proposition 4.8] for detail. Actually, the present setting is much simpler than that in the reference as we do not need to get sharp decay rate for a certain component as did in [64, Proposition 4.8]). To further determine the leading behavior of \( (\hat{g}, \hat{A}) \) near \( \mathcal{S} \), one rewrite the equations \( \rho^{-3} L_b \rho (\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) = 0 \) as \( 2 \rho^{-2} \partial_0 \partial_1 (\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) = (\Delta + \tilde{R})(\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) \) where \( \tilde{R} \in \rho \text{Diff}_b^k + \text{Diff}_b^k \). Since \( -2 \rho^{-2} \partial_0 \partial_1 = \rho I^{-1} (\rho_0 \partial_{\rho_0} - \rho I \partial_{\rho_I}) \rho I \partial_{\rho_I} + \text{Diff}_b^k \), it follows that

\[ (\rho_0 \partial_{\rho_0} - \rho I \partial_{\rho_I}) \rho I \partial_{\rho_I} (\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) \in \rho I \text{Diff}_b^k (\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) \sim \rho_0^a \rho I^{2+1}. \]

We choose \( a_I < 0 \) such that \( 0 < 1 + a_I < \alpha \) (see [64, Lemma 7.7]). Integrating first along the vector field \( \rho_0 \partial_{\rho_0} - \rho I \partial_{\rho_I} \) from \( \rho I \geq \epsilon \), where \( (\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) \sim \rho_0^a \), yields

\[ \rho I \partial_{\rho_I} (\rho^{-1} \hat{g}, \rho^{-1} \hat{A}) \sim \rho_0^a \rho I^{1+a_I}. \]

Then integrating out the vector field \( \rho I \partial_{\rho_I} \) gives

\[ (\hat{g}, \hat{A}) - \rho H^{s-3}(\mathbb{R}_{t_b^+, \epsilon} \times \mathbb{S}^2) \sim \rho_0^a \rho I^{1+a_I}. \]

This proves statement 2. Moreover, in view of Lemma 4.3.6, we see that

\[ [L_b, \chi(t_b, \ast)] = 2 \rho \chi'(t_b)(\rho \partial_{\rho} - 1) + \rho^2 \text{Diff}_{sc}^1 + \rho^2 C^\infty \partial_t \ast. \quad (14.0.8) \]

Since \( (\rho \partial_{\rho} - 1) \) annihilates the leading order term \( \rho H^{s-3}(\mathbb{R}_{t_b^+, \epsilon} \times \mathbb{S}^2) \) in \( (\hat{g}, \hat{A}) \), it follows that

\[ L_b (\chi(\hat{g}, \hat{A})) = [L_b, \chi](\hat{g}, \hat{A}) \in \tilde{H}_{b,c}^{s-4,1/2+a_-}. \]

Since \( s - 4 > 4 + m \), the estimates (14.0.2)-(14.0.6) now follow from Theorem 13.0.1, with \( \ell + 2 = \frac{1}{2} + \alpha_- \), so \( \ell = -\frac{3}{2} + \alpha_- \) and \( -1/2 < \ell + \epsilon < 1/2 \) with \( \alpha + \epsilon > 1, 0 < \epsilon < 1. \)
Proof. In view of Corollary 4.4.2, there exist sections

$$(\hat{g}_0, \hat{g}_1, \hat{A}_0, \hat{A}_1) \in \tilde{H}^{s,-1/2+\alpha}(\Sigma_0; S^2 \sigma^T \Sigma_0) \oplus \tilde{H}^{s,1/2-\alpha}(\Sigma_0; S^2 \sigma^T \Sigma_0)$$

such that they induce the data $(\hat{h},\hat{k},\hat{E},\hat{H})$ on $\Sigma_0 = \{t = 0\}$, and satisfy the linearized gauge conditions $D_{\hat{g}_0} \tilde{\nabla}^E(\hat{g}) = 0$ and $D_{(g_0,A_0)} \tilde{\nabla}^M(\hat{g},\hat{A}) = -\delta_{g_0} \hat{A} = 0$ at $\Sigma_0$.

Then we solve the initial value problem $L_{\hat{g}}(\hat{g},\hat{A}) = 0$ with initial data $(\hat{g}_0, \hat{g}_1, \hat{A}_0, \hat{A}_1)$. Since $(\hat{h},\hat{k},\hat{E},\hat{H})$ satisfies the linearized constraint equations, it follows from Lemma 3.3.3 that

$$D_{\hat{g}_0} \tilde{\nabla}^E(\hat{g}; g_0) = 0, \quad \delta_{\hat{g}_0} \hat{A} = 0$$

and thus $(\hat{g},\hat{A})$ solves the linearized Einstein-Maxwell equations.

We now state our main theorem.

**Theorem 14.0.2.** Let $0 < \alpha < 1$ and $s > 8 + m$, $m \in \mathbb{N}$. Let

$$(h, k, E, H) \in \tilde{H}^{s,-1/2+\alpha}(\Sigma_0; S^2 \sigma^T \Sigma_0) \oplus \tilde{H}^{s,1/2-\alpha}(\Sigma_0; S^2 \sigma^T \Sigma_0)$$

be the initial data for the linearized Einstein-Maxwell equations linearized around the KN solution $(g_b, A_b)$. Suppose that the initial data satisfy the linearized constraint equations, which is the linearization of the constraint equations around the KN initial data $(h_b, k_b, E_b, H_b) = \tau(g_b, dA_b)$. Assume that the linearized magnetic charge vanishes, see the discussion in §3.2–3.3.

Then there exists a solution $(\hat{g}, \hat{A})$ of the initial value problem

$$D_{g_b} \text{Ric}(\hat{g}) - 2D_{(g_b,dA_b)} T(\hat{g}, \hat{A}) = 0, \quad D_{g_b} A_b(\delta(\cdot))(\hat{g}, \hat{A}) = 0, \quad D_{(g_b,A_b)} \tau(\hat{g}, \hat{A}) = (h_b, k_b, E_b, H_b)$$

satisfying the linearized generalized wave map gauge and Lorenz gauge conditions

$$D_{g_b} \tilde{\nabla}^E(\hat{g}; g_b) = 0, \quad \delta_{g_b} \hat{A} = 0.$$

Moreover, $(\hat{g}, \hat{A})$ has the asymptotic behavior stated in Theorem 14.0.1.
Appendix A

The linearized Einstein-Maxwell operator around Reissner-Nordström spacetime

A.1 Detailed calculation of the linearized Einstein-Maxwell system

We now calculate the linearized Einstein-Maxwell system

\[
\mathcal{L}(\dot{g}, \dot{A}) := (D_{\dot{g}} \text{Ric}(\dot{g}, d\dot{A}) - 2D_{(\dot{g}, d\dot{A})} T(\dot{g}, d\dot{A}), \ D_{(\dot{g}, F)} (\delta \dot{F})(\dot{g}, \dot{F})) = 0
\]

in more detail.

First, following [117, §7.5], [54, §3] we see that

\[
D_{\dot{g}} \text{Ric}(\dot{g}) = -\frac{1}{2} \square_{\dot{g}} \dot{g} - \delta_{\dot{g}}^* \delta_{\dot{g}} G_{\dot{g}} \dot{g} + \mathcal{R}_{\dot{g}} \dot{g}
\]

where

\[
(\mathcal{R}_{\dot{g}} \dot{g})_{\mu\nu} = R_{\mu\nu}^{\alpha\beta} \dot{g}_{\alpha\beta} + \frac{1}{2} (\text{Ric}^* \dot{g}_{\nu\kappa} + \text{Ric}^* \dot{g}_{\mu\kappa})
\]

Since \( T(g, F) = F_{\mu\alpha} F_{\nu}^{\alpha} - \frac{1}{4} g_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta} \), we find

\[
D_{(\dot{g}, F)} T(\dot{g}, \dot{F}) = -\dot{g}^{\alpha\beta} F_{\mu\alpha} F_{\nu}^{\beta} - \frac{1}{4} (\dot{g}_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta} - g_{\mu\nu} \dot{g}^{\kappa\alpha} \dot{g}^{\lambda\beta} F_{\alpha\beta} F_{\kappa\lambda} - g_{\mu\nu} g^{\kappa\alpha} \dot{g}^{\lambda\beta} F_{\alpha\beta} F_{\kappa\lambda})
\]

\[
+ \left( g^{\alpha\beta} \dot{F}_{\mu\alpha} F_{\nu}^{\beta} + g^{\alpha\beta} \dot{F}_{\mu}^{\alpha} F_{\nu}^{\beta} \right) - \frac{1}{4} \left( g_{\mu\nu} \dot{F}_{\alpha\beta} F^{\alpha\beta} + g_{\mu\nu} F_{\alpha\beta} \dot{F}^{\alpha\beta} \right)
\]

\[
= -\dot{g}^{\alpha\beta} F_{\mu\alpha} F_{\nu}^{\beta} - \frac{1}{4} (\dot{g}_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta} - 2g_{\mu\nu} \dot{g}^{\kappa\alpha} F_{\alpha\beta} F_{\kappa\beta}) + (g^{\alpha\beta} \dot{F}_{\mu\alpha} F_{\nu}^{\beta} + g^{\alpha\beta} \dot{F}_{\mu}^{\alpha} F_{\nu}^{\beta})
\]

\[
- \frac{1}{2} g_{\mu\nu} \dot{F}_{\alpha\beta} F^{\alpha\beta}
\]

(A.1.1)

and thus the Einstein part \( \mathcal{L}_1 \) of the linearized Einstein-Maxwell system is given by

\[
\mathcal{L}_1(\dot{g}, d\dot{A}) = D_{\dot{g}} \text{Ric}(\dot{g}, d\dot{A}) - 2D_{(\dot{g}, d\dot{A})} T(\dot{g}, d\dot{A}) = -\frac{1}{2} \square_{\dot{g}} \dot{g} - \delta_{\dot{g}}^* \delta_{\dot{g}} G_{\dot{g}} \dot{g} + \mathcal{R}_{\dot{g}} \dot{g} - 2D_{(\dot{g}, d\dot{A})} T(\dot{g}, d\dot{A}) = 0.
\]

(A.1.2)
Next we analyze the Maxwell part $\mathcal{L}_2$ of the linearized Einstein-Maxwell system. Since

$$(\delta_g F)_\mu = -\nabla^\nu F_{\nu\mu} = -g^{\nu\alpha} \nabla_\alpha F_{\nu\mu} = -g^{\nu\alpha} \left( \partial_\alpha F_{\nu\mu} - \Gamma^\nu_{\alpha\mu} F_{\kappa\mu} - \Gamma^\nu_{\alpha\mu} F_{\nu\kappa} \right),$$

and

$$\Gamma^\kappa_{\alpha\nu}(\dot{g}) = \frac{1}{2} g^{\kappa\lambda} \left( \nabla_\nu g_{\alpha\lambda} + \nabla_\alpha g_{\nu\lambda} - \nabla_\lambda g_{\alpha\nu} \right),$$

we obtain

$$D_{(g,F)} (\delta_g F)(\dot{g},\dot{F}) = \delta_g F + \dot{g}^{\nu\alpha} \nabla_\alpha F_{\nu\mu} + g^{\nu\alpha} \left( \Gamma^\kappa_{\alpha\nu}(\dot{g})F_{\kappa\mu} + \dot{\Gamma}^\kappa_{\alpha\mu}(\dot{g})F_{\nu\kappa} \right)$$

$$= \delta_g \dot{F} + \dot{g}^{\nu\alpha} \nabla_\alpha F_{\nu\mu} - (\delta_g G_g \dot{g})^\nu_{\kappa\mu} + \frac{1}{2} (\nabla^\nu \dot{g}^\kappa - \nabla^\kappa \dot{g}^\nu) F_{\nu\kappa}$$

(A.1.3)

where we use $(\nabla_\nu \dot{g}^\kappa)F_{\nu\kappa} = 0$ in the second equality. Therefore, the Maxwell part $\mathcal{L}_2$ of the linearized Einstein-Maxwell system is given by

$$\mathcal{L}_2(\dot{g},d\dot{A}) = \delta_g d\dot{A} + \dot{g}^{\nu\alpha} \nabla_\alpha (dA)_{\nu\mu} - (\delta_g G_g \dot{g})^\nu_{\kappa\mu} + \frac{1}{2} (\nabla^\nu \dot{g}^\kappa - \nabla^\kappa \dot{g}^\nu) (dA)_{\nu\kappa} = 0.$$  (A.1.4)

We then proceed to calculate the linearized Einstein-Maxwell system $\mathcal{L}(\dot{g},\dot{A}) = 0$ around a Reissner-Nordström spacetime $g = \dot{g} + r^2\dot{g}$ under the splitting (6.0.9) and (6.0.10).

### A.2 Calculation of $\dot{R}_g\dot{g}$

Here and in what follows the components we do not list are 0. Christoffel symbols of Reissner-Nordström metric $g$ are,

$$\Gamma^k_{ij} = \dot{\Gamma}^k_{ij}, \quad \Gamma^a_{ij} = 0, \quad \Gamma^i_{ja} = 0, \quad \Gamma^k_{ab} = -r \partial^k r g_{ab},$$

$$\Gamma^b_{ak} = r^{-1} \partial_k r \delta^b_a, \quad \Gamma^c_{ab} = \dot{\Gamma}^c_{ab}.$$

The components of Riemann curvature tensor are given by

$$R_{ijkm} = \dot{R}_{ijkm} = \frac{1}{2} \dot{R}(\dot{g}) \left( \dot{g}_{im} \dot{g}_{jk} - \dot{g}_{jm} \dot{g}_{ik} \right) = -\frac{1}{2} \mu_{bo} \left( \dot{g}_{ik} \dot{g}_{jm} - \dot{g}_{jm} \dot{g}_{ik} \right),$$

$$R_{arjk} = 0, \quad R_{abij} = 0, \quad R_{abci} = 0, \quad R_{aihj} = -r \nabla_i \nabla_j r g_{ab} = -\frac{1}{2} r \mu_{ba} g_{ab},$$

$$R_{abcd} = \dot{R}_{abcd} - r^2 \mu_{ba} \left( g_{ac} \dot{g}_{bd} - \dot{g}_{ad} g_{bc} \right) = r^2 (1 - \mu_{ba}) \left( g_{ac} \dot{g}_{bd} - \dot{g}_{ad} g_{bc} \right).$$
Correspondingly, the Ricci curvature tensor takes the form
\[
\text{Ric}_{ij} = \dot{\text{Ric}}_{ij} - r^{-1} \mu'_{0b} \hat{g}_{ij} = -\frac{1}{2} \mu''_{0b} \hat{g}_{ij} - r^{-1} \mu'_{0b} \hat{g}_{ij}, \quad \text{Ric}_{ia} = 0,
\]
\[
\text{Ric}_{ab} = (1 - \mu_{0a} - r \mu'_{0b}) \mathcal{g}_{ab}.
\]
Now we are ready to calculate \(\mathcal{R}_g \dot{g}\) in detail. Since \((\mathcal{R}_g \dot{g})_{\mu \nu} = R^\alpha_{\mu \nu} \beta \dot{g}_{\alpha \beta} + \frac{1}{2} (\text{Ric}_{\mu} \dot{g}_{\nu \kappa} + \text{Ric}_{\nu} \dot{g}_{\mu \kappa})\), we have
\[
(\mathcal{R}_g \dot{g})_{ij} = -\mu''_{0b} (\hat{g}_{ij} - \frac{1}{2} \hat{g}^{km} \hat{g}_{km} \hat{g}_{ij}) - r^{-1} \mu'_{0b} \hat{g}_{ij} + \frac{1}{2} r^{-3} \mu'_{0b} \hat{g}_{ab} \hat{g}_{ij},
\]
\[
(\mathcal{R}_g \dot{g})_{ia} = -\frac{3}{2} r^{-1} \mu'_{0b} \hat{g}_{ia} - \frac{1}{4} \mu''_{0b} \hat{g}_{ia} + \frac{1}{2} r^{-2} (1 - \mu_{0b}) \hat{g}_{ia},
\]
\[
(\mathcal{R}_g \dot{g})_{ab} = 2 r^{-2} (1 - \mu_{0b}) \left( \hat{g}_{ab} - \frac{1}{2} \hat{g}^{cd} \hat{g}_{cd} \hat{g}_{ab} \right) - r^{-1} \mu'_{0b} \hat{g}_{ab} + \frac{1}{2} r \mu'_{0b} \hat{g}_{ij} \hat{g}_{ab}.
\]

Therefore, with respect to the splitting of \(S^2 T^* M (6.0.10)\), we can express \(\mathcal{R}_g : S^2 T^* M \rightarrow S^2 T^* M\) as follows
\[
\mathcal{R}_g = \begin{pmatrix}
-\mu''_{0b} G_{ij} - r^{-1} \mu'_{0b} & 0 & \frac{1}{2} r^{-3} \mu'_{0b} \hat{g}_{kk} \\
0 & -\frac{3}{2} r^{-1} \mu'_{0b} - \frac{1}{4} \mu''_{0b} + \frac{1}{2} r^{-2} (1 - \mu_{0b}) & 0 \\
\frac{1}{2} r \mu'_{0b} \hat{g}_{tr} & 0 & 2 r^{-2} (1 - \mu_{0b}) G_{ij} - r^{-1} \mu'_{0b}
\end{pmatrix}
\]
(A.2.1)
where \((G_{ij} \dot{h})_{ij} = h_{ij} - \frac{1}{2} \hat{g}_{ij} \hat{r} h\) and \((G_{ij} \dot{h})_{ab} = h_{ab} = -\frac{1}{2} \mathcal{g}_{ab} \hat{r} h\).

### A.3 Calculation of \(\delta^* \delta_g G_g \dot{g}\)

We now calculate the first covariant derivatives on 1-forms and symmetric 2-tensors. For \(\eta \in T^* M\), we compute
\[
\nabla_i \eta_j = \tilde{\nabla}_i \eta_j, \quad \nabla_i \eta_a = \partial_i \eta_a - (r^{-1} \partial_i r) \eta_a, \quad \nabla_a \eta_i = \partial_a \eta_i - (r^{-1} \partial_i r) \eta_a, \quad \nabla_a \eta_b = \nabla_a \eta_b + r (\partial^k r) \eta_k \mathcal{g}_{ab},
\]

With respect to the splitting of \(T^* M (6.0.9)\), we write the symmetric gradient \(\delta^*_g : T^* M \rightarrow S^2 T^* M\) with \((\delta^*_g \eta)_{\mu \nu} = \frac{1}{2} (\nabla_{\mu} \eta_{\nu} + \nabla_{\nu} \eta_{\mu})\) as follows
\[
\delta^*_g = \begin{pmatrix}
\hat{g} & 0 \\
\frac{1}{2} \mathcal{g}_{dr} & \frac{1}{2} r^2 (1 - \mu_{0b} - r \mu'_{0b})
\end{pmatrix}.
\]
(A.3.1)
where \(\iota_{dr} : T^*\mathcal{X} \to \mathbb{R}\) is the contraction with the aspherical vector field \(dr^2\), i.e. \(\iota_{dr}(\cdot) = \hat{g}^{-1}(dr, \cdot)\).

We then calculate the first covariant derivatives on symmetric 2-tensor \(h \in S^2T^*M\)

\[
\nabla_i h_{jk} = \nabla_i h_{jk}, \quad \nabla_i h_{ja} = \nabla_i h_{ja} - r^{-1}(\partial_r) h_{ja}, \quad \nabla_i h_{ab} = \partial_i h_{ab} - 2r^{-1}(\partial_r) h_{ab}
\]

\[
\nabla_a h_{ij} = \partial_a h_{ij} - r^{-1}(\partial_r) h_{aj} - r^{-1}(\partial_r) h_{ia}, \quad \nabla_a h_{ib} = \nabla_a h_{ib} + r(\partial^k r) h_{ik} g_{ab} - r^{-1}(\partial_r) h_{ab},
\]

\[
\nabla_a h_{bc} = \nabla_a h_{bc} + r(\partial^k r)(h_{kb} g_{ac} + h_{kb} g_{ac}).
\]

Therefore the negative divergence \((\delta_g h)_\mu = -\nabla^\nu h_{\nu\mu}\) which maps symmetric 2-tensors to 1-form takes the following form (under the splitting (6.0.10) and (6.0.9))

\[
\delta_g = \begin{pmatrix} r^{-2}\hat{\delta} r^2 & 0 & -\frac{1}{2}r^{-2}\hat{\delta} r^2 \\ 0 & r^{-2}\hat{\delta} r^2 & 0 \\ -\frac{1}{2}r^{-2}\hat{\delta} r^2 & 0 & G_g \end{pmatrix}
\]

(A.3.2)

where \((\hat{\delta} h)_i = -\nabla^a h_{ai}\) and \((\hat{\delta} h)_a = -\nabla^i h_{ia}\). We can also express \((G_g h)_{\mu\nu} = h_{\mu\nu} - \frac{1}{2}g_{\mu\nu} tr_g h\) as

\[
\begin{pmatrix} G_g & 0 & -\frac{1}{2}r^{-2}\hat{\delta} g_{\mu\nu} \\ 0 & 1 & 0 \\ -\frac{1}{2}r^{-2}\hat{\delta} g_{\mu\nu} & 0 & G_g \end{pmatrix}.
\]

(A.3.3)

Putting (A.3.1), (A.3.2) and (A.3.3) together and using \(G_g = \hat{\delta} + \frac{1}{2}\hat{d} \hat{r}\), \(\tilde{\delta} G_g = \tilde{\delta} + \frac{1}{2}\tilde{d} \tilde{r}\) yield

\[
\delta_g^* \delta_g G_g = \begin{pmatrix} 0 & \frac{1}{2}r^{-2}\hat{\delta} r^2 + \frac{1}{2}\hat{\delta} \hat{r} \hat{d} & \frac{1}{2}r^{-2}\hat{\delta} r^2 + \frac{1}{2}\hat{\delta} \hat{r} \hat{d} \\ -\frac{1}{2}r^{-2}\hat{\delta} r^2 + \frac{1}{2}\hat{\delta} \hat{r} \hat{d} & 0 & 0 \\ -\frac{1}{2}r^{-2}\hat{\delta} r^2 + \frac{1}{2}\hat{\delta} \hat{r} \hat{d} & 0 & 0 \end{pmatrix}.
\]

(A.3.4)

**A.4 Calculation of \(\Box_g\)**

Next we compute the second covariant derivatives on symmetric 2-tensor \(h \in S^2T^*M\). Since our goal is to find the form of \(\Box_g = g^{\mu\nu} \nabla_\mu \nabla_\nu\) applied to \(h\), it suffices to compute the following second
covariant derivatives
\[ \nabla_i \nabla_j h_{km} = \nabla_i \nabla_j h_{km}, \]

\[ \nabla_a \nabla_b h_{km} = \nabla_a \nabla_b h_{km} - r^{-1} \partial_k r \left( \nabla_a h_{bm} + \nabla_b h_{am} \right) - r^{-1} \partial_m r \left( \nabla_a h_{kb} + \nabla_b h_{ka} \right) + r \delta r \nabla_i h_{km} \delta_{ab} + 2r^{-2} \partial_k r \partial_m r h_{ab} - \delta_{ab} \left( \partial_k r \delta^r r h_{im} + \partial_m r \delta^r r h_{ik} \right) \]

\[ \nabla_i \nabla_j h_{kc} = \nabla_i \nabla_j h_{kc} - r^{-1} \partial_k r \partial_j r h_{kc} - r^{-1} \partial_j r \nabla_i h_{kc} + 2r^{-2} \partial_i r \partial_j r h_{kc} - \frac{1}{2} r^{-1} \mu_{bc} \delta_{ij} h_{kc}, \]

\[ \nabla_a \nabla_b h_{kc} = \nabla_a \nabla_b h_{kc} - r^{-1} \partial_k r \left( \nabla_a h_{bc} + \nabla_b h_{ac} \right) + r g_{ac} \delta^r r \nabla_b h_{ik} + r g_{bc} \delta^r r \nabla_a h_{ik} + r g_{ab} \delta^r r \nabla_i h_{kc} - \partial_k r \delta^r r \left( g_{ab} h_{ic} + \delta^r r g_{ib} + \delta^r r g_{ib} \right) - \mu_{bc} \left( g_{ab} h_{kc} + \delta^r r g_{ic} \right) \]

\[ \nabla_i \nabla_j h_{cd} = \hat{\nabla}_i \hat{\nabla}_j h_{cd} - 2r^{-1} \left( \partial_i r \hat{\nabla}_j h_{cd} + \partial_j r \hat{\nabla}_i h_{cd} \right) + 6r^{-2} \partial_i r \partial_j r h_{cd} - r^{-1} \mu_{bc} \delta_{ij} h_{cd}, \]

\[ \nabla_a \nabla_b h_{cd} = \nabla_a \nabla_b h_{cd} + r \delta^r r \left( g_{bc} \nabla_a h_{di} + \delta^r r g_{bd} \nabla_a h_{ci} + \delta^r r g_{bc} \nabla_d h_{ci} + \delta^r r \nabla_a h_{ci} \right) - \mu_{bc} \left( 2 g_{ab} h_{cd} + \delta^r r g_{bd} + \delta^r r g_{bc} \right) + r^2 \delta^i r \delta^j r h_{ij} \left( g_{ac} g_{bd} + \delta^r r g_{ab} \right) \]

where \( \hat{\Box} \) acting on aspherical symmetric 2-tensors is the tensor wave operator, on mixed symmetric tensors is the 1-form wave operator acting on the aspherical part, and on spherical symmetric tensors is the scalar wave operator acting on the aspherical variables; the operator \( \hat{\Delta} \) is defined in a similar manner. Then we find

\[
\frac{1}{2} \hat{\Box} = \left( \begin{array}{cccc}
\frac{1}{2} \hat{\Delta} + \frac{1}{2} r^{-2} \hat{\Delta} & 2 r^{-3} (dr \otimes s) \otimes \delta s & -4 (dr \otimes dr) \otimes \delta t & 0 \\
0 & \frac{1}{2} \hat{\Delta} + \frac{1}{2} r^{-2} \hat{\Delta} & 2 r^{-3} (dr \otimes \delta s) & 0 \\
r^{-1} \partial_t \partial_s \hat{\Delta} & 0 & \frac{1}{2} \hat{\Delta} + \frac{1}{2} r^{-2} \hat{\Delta} & 0 \\
0 & 0 & 0 & 0
\end{array} \right).
\]

On the aspherical part \( \hat{X} \), we further calculate the relevant operators on the static region where \( \mu_{bc} > 0 \) by working in \( (t, r) \) coordinates. On the static region, the metric \( \hat{g} \) reads

\[
\hat{g} = -\mu_{bc} dt^2 + \mu^{-1}_{bc} dr^2.
\]

We further split

\[ T^* \hat{X} = \langle \hat{dt} \rangle + \langle \hat{dr} \rangle, \quad S^2 T^* \hat{X} = \langle \hat{dt}^2 \rangle + \langle 2 dt \hat{dr} \rangle + \langle \hat{dr}^2 \rangle. \]

Since \( \hat{\Gamma}^t_{tr} = \hat{\Gamma}^t_{rt} = \frac{1}{2} \mu_{bc} \mu_{bc}^{-1}, \hat{\Gamma}^t_{tt} = \frac{1}{2} \mu_{bc} \mu_{bc}^{-1}, \hat{\Gamma}^r_{rr} = \frac{1}{2} \mu_{bc} \mu_{bc}^{-1} \), with respect to the above split (A.4.3),
we see that acting on scalar functions, \( \partial^i r \hat{\nabla}_i = \mu_{\text{bo}} \partial_r \),
\[
\hat{d} = \left( \frac{\partial_t}{\partial_r} \right) , \quad \Box = -\mu_{\text{bo}}^{-1} \partial_t^2 + \mu_{\text{bo}} \partial_r^2 + \mu'_{\text{bo}} \partial_r = -\mu_{\text{bo}}^{-1} \partial_t^2 + \partial_r \mu_{\text{bo}} \partial_r
\]  
(A.4.4)

On 1-forms, we have \( \iota_{dr} = (0, \mu_{\text{bo}}) \),
\[
\hat{d} = (\mu_{\text{bo}}^{-1} \partial_t, -\mu_{\text{bo}} \partial_r - \mu'_{\text{bo}}) = (\mu_{\text{bo}}^{-1} \partial_t, -\partial_r \mu_{\text{bo}}), \quad \hat{d}^* = \left( \frac{\partial_t}{2 \mu_{\text{bo}}} \mu_{\text{bo}}^{-1}, 0 \right) = \left( \frac{\partial_{r}^{-1} \mu_{\text{bo}}^2}{2 \mu_{\text{bo}}}, 0 \right) \left( \mu_{\text{bo}}^{-1/2} \partial_r^{1/2} \right),
\]  
(A.4.5)

\[
\partial^r \hat{\nabla}_i = \left( \mu_{\text{bo}} \partial_r - \frac{1}{2} \mu'_{\text{bo}}, 0 \right) \mu_{\text{bo}} \partial_r + \frac{1}{2} \mu'_{\text{bo}} = \left( \mu_{\text{bo}}^{-1} \partial_t^2 - \frac{1}{2} \mu''_{\text{bo}} \partial_t^2 + \frac{1}{2} \mu'_{\text{bo}} \partial_t \right), \quad \Box = \left( \frac{\mu''_{\text{bo}}}{\partial_r \mu_{\text{bo}}} - \frac{\mu''_{\text{bo}}}{\partial_r \mu_{\text{bo}}} \right) \left( \mu_{\text{bo}}^{-1} \partial_t^2 + \mu_{\text{bo}} \partial_r^2 - \frac{1}{2} \mu'_{\text{bo}} \partial_r \right).
\]  
(A.4.6)

On symmetric 2-tensors, we find that
\[
\hat{d} = \left( \mu_{\text{bo}}^{-1} \partial_t, -\partial_r \mu_{\text{bo}}, \frac{1}{2} \mu'_{\text{bo}}, -\mu_{\text{bo}}^{-1/2} \partial_r \mu_{\text{bo}}^{3/2} \right), \quad \iota_{dr} = \left( \frac{\mu_{\text{bo}}}{0}, 0 \right),
\]  
(A.4.7)

\[
\Box = -\mu_{\text{bo}}^{-1} \partial_t^2 + \mu_{\text{bo}} \partial_r^2 + \frac{1}{2} \mu'_{\text{bo}} \partial_r \left( \mu_{\text{bo}}^{-1} \partial_t^2 - \frac{1}{2} \mu''_{\text{bo}} \partial_t^2 + \frac{1}{2} \mu'_{\text{bo}} \partial_t \right), \quad \Box = \left( \frac{\mu''_{\text{bo}}}{\partial_r \mu_{\text{bo}}} - \frac{\mu''_{\text{bo}}}{\partial_r \mu_{\text{bo}}} \right) \left( \mu_{\text{bo}}^{-1} \partial_t^2 + \mu_{\text{bo}} \partial_r^2 - \frac{1}{2} \mu'_{\text{bo}} \partial_r \right).
\]  
(A.4.7)

### A.5 Calculation of \( D_{(g, dA)} T(\hat{g}, d\hat{A}) \)

Recall that the Reissner-Nordström electromagnetic 4-potential is given by
\[
A = Q r^{-1} dt, \quad F = Q r^{-2} dt \wedge dr = Q r^{-2} \text{vol}
\]  
(A.5.1)

Since \( \text{vol}_{ij} = \epsilon_{ij}, \text{vol}_{ia} = \text{vol}_{ab} = 0 \) where \( \epsilon \) is the Levi-Civita symbol, i.e., \( \epsilon_{12} = -\epsilon_{21} = 1 \), it is clear that \( \text{vol}^{\alpha \beta} = -\text{vol}_{\alpha \beta} \). A direct computation implies
\[
F^{\alpha \beta} F_{\mu \alpha} F_{\nu \beta} = \begin{cases} 
\frac{Q^2}{r^4} (\hat{g}_{\mu \nu} - \hat{g}_{\mu \nu} \hat{t} \hat{r}) & \text{if } \mu, \nu \in \{ i, j \}, \\
0 & \text{otherwise} 
\end{cases}
\]

Then according to (A.1.1), we find
\[
(D_{(g, dA)} T(\hat{g}, 0))_{ij} = -\frac{Q^2}{r^4} \left( g_{ij} - \hat{g}_{ij} \hat{t} \hat{r} + \frac{1}{2} \hat{g}_{ij} \hat{t} \hat{r} \right) = -\frac{Q^2}{r^4} \left( \hat{g}_{ij} - \hat{g}_{ij} \hat{t} \hat{r} \right),
\]
\[
(D_{(g, dA)} T(\hat{g}, 0))_{ia} = \frac{Q^2}{2 r^4} \hat{g}_{ia}, \quad (D_{(g, dA)} T(\hat{g}, 0))_{ab} = \frac{Q^2}{2 r^4} \left( \hat{g}_{ab} - r^2 \hat{g}_{ij} \hat{t} \hat{r} \right)
\]  
(A.5.2)
which means
\[ D_{(g,dA)} T(\cdot, 0) = \frac{Q^2}{2r^4} \begin{pmatrix} \dot{g} + r & 0 \\ 0 & 1 \\ -r^2 \dot{g} + r & 0 \end{pmatrix} . \]  \hspace{1cm} (A.5.3) 

Since
\[
F^{\alpha\beta} \dot{F}_{\alpha\beta} = Q r^{-2} \dot{\ast} \ast F_{ij},
\]
\[
g^{\alpha\beta} \dot{F}_{\alpha\beta} + g^{\alpha\beta} F_{\alpha\beta} = -2Q r^{-2} \dot{F}_{t,r} \dot{\ast} \dot{g}_{ij} = 2Q r^{-2} \dot{F}_{t,r} (\dot{\ast} \ast \dot{\ast} \ast g_{ij}),
\]
\[
g^{\alpha\beta} \dot{F}_{\alpha\beta} = \dot{\ast} \ast \dot{F}_{ij} = \dot{g}^k j \dot{F}_{ik} = -Q r^{-2} \dot{g}^k j \epsilon_{ij} \dot{F}_{ka} = Q r^{-2} \dot{\ast} \ast \dot{F}_{\ast a},
\]
where we use the fact \( \dot{\ast} \ast \dot{\ast} \ast = -1 \) and the Hodge star operator \( \dot{\ast} \ast \) only acts on the aspherical part, we have
\[
D_{(g,dA)} T(0, d(\cdot)) = -Q r^{-2} \begin{pmatrix} \frac{\dot{g} \dot{\ast} d}{\ast \ast d} & 0 \\ 0 & -\dot{\ast} \ast d \\ r^2 \frac{\dot{\ast} \ast d}{\ast \ast d} & 0 \end{pmatrix} . \]  \hspace{1cm} (A.5.4) 

This finishes the calculation of \( L^1(\dot{g}, d\dot{A}) \).

### A.6 Calculation of \( D_{(g,dA)} (\delta g dA)(\dot{g}, d\dot{A}) \)

It remains to consider \( L^2(\dot{g}, d\dot{A}) \) which is the linearization of \( \delta g dA \). We again use the following splitting
\[
T^\ast M = T^\ast_{AS} \oplus T^\ast_S, \hspace{1cm} \wedge^2 T^\ast M = \wedge^2 T^\ast_{AS} \oplus (T^\ast_{AS} \wedge T^\ast_S) \oplus \wedge^2 T^\ast_S. \]  \hspace{1cm} (A.6.1)

With respect to the above splitting (A.6.1), \( d : T^\ast M \to \wedge^2 T^\ast M \) and \( \delta g : \wedge^2 T^\ast M \to T^\ast M \) take the form
\[
d = \begin{pmatrix} \dot{d} & 0 \\ -\dot{d} & \dot{d} \\ 0 & \dot{d} \end{pmatrix}, \hspace{1cm} \delta g = \begin{pmatrix} r^{-2} \hat{d} r^2 & -r^{-2} \hat{\delta} \\ 0 & \hat{\delta} \\ r^{-2} \hat{\delta} \end{pmatrix},
\]
and thus by (A.1.4)
\[
D_{(g,dA)} (\delta g dA)(0, d(\cdot)) = \begin{pmatrix} r^{-2} \hat{d} r^2 + r^{-2} \hat{\delta} \dot{d} & -r^{-2} \hat{\delta} \dot{d} \\ -\hat{\delta} \dot{d} & \dot{\delta} + r^{-2} \hat{\delta} \dot{d} \end{pmatrix} . \]  \hspace{1cm} (A.6.2) 

Finally we are left with dealing with \( D_{(g,dA)} (\delta g dA)(\dot{g}, 0) \). We first calculate the first covariant derivative on the 2-form \( F \). A direct calculation implies \( \nabla_k \dot{\ast} \ast \dot{g}_{ij} = 0 \), and then
\[
\nabla_k F_{ij} = -2r^{-1} (\partial_k r) F_{ij}, \hspace{1cm} \nabla_i F_{ja} = 0, \hspace{1cm} \nabla_i F_{ab} = 0, \hspace{1cm} \nabla_a F_{ij} = 0, \hspace{1cm} \nabla_a F_{ab} = r (\partial_k r) g_{ab} F_{ik}, \hspace{1cm} \nabla_a F_{bc} = 0.
\]
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Therefore we have

\[ \dot{g}^{\nu\alpha} \nabla_{\alpha} F_{\nu i} = -2r^{-1}(\partial_{\nu} r) F_{\nu i} \dot{g}^{\nu j} + r^{-3} g^{ab} g_{ab}(\partial^{j} r) F_{j i} = -2Q r^{-3} ((\partial^{j} r) \dot{g}_{j k}) + Q r^{-5} (\dot{\delta} r) \dot{g}^{ab} g_{ab} \]

\[ \dot{g}^{\nu\alpha} \nabla_{\alpha} F_{\nu a} = \dot{g}^{hl} \nabla_{h} F_{i a} = \frac{Q}{r^3} (\partial^{j} r)(\dot{\delta} g_{a k}) \]

We also find \((\delta g G \dot{g})^k F_{i a} = 0\) and \(- (\delta g G \dot{g})^k F_{ki} = -Q r^{-2} (\delta g G \dot{g})\), thus

\[ - (\delta g G (\cdot))^k F_{ki} = -\frac{Q}{r^2} \begin{pmatrix} r^{-2} \dot{\delta} r^2 + \frac{1}{2} \dot{\delta} r^2 & -r^{-2} \dot{\delta} \Phi & \frac{1}{2} r^{-2} \dot{\delta} \Phi \\ 0 & 0 & 0 \end{pmatrix} \]

Since \(\dot{g}^{ij} \epsilon_{i k} \epsilon_{k l} = \dot{g}_{k l} - \dot{g}_{k l} \dot{\delta} g = -\dot{g}_{k l}\) and \(\dot{\nabla}_{k} \text{vol}_{ij} = 0\), we find

\[ \frac{1}{2} (\nabla^{\nu} \dot{g}^k i - \nabla^k \dot{g}^{i} \nu) F_{\nu k} = -\frac{Q}{2r^2} (\nabla^{k} \dot{g}^{i j} - \nabla^{i} \dot{g}^{k j}) \dot{g}^{m n} \epsilon_{j m} \epsilon_{k l} \]

\[ = -\frac{Q}{2r^2} \left( \dot{\nabla}^{k} (\dot{g}^{i j} \epsilon_{j m} \epsilon_{k l}) - \dot{\nabla}^{i} (\dot{g}^{k j} \epsilon_{j m} \epsilon_{k l}) \right) \dot{g}^{m n} \epsilon_{j m} \epsilon_{k l} \]

\[ = \frac{Q}{2r^2} \left( \dot{\nabla}^{k} (\dot{g}_{k m} - \dot{g}_{k l} \dot{\delta} g) + \dot{\nabla}^{i} (\dot{g}_{i m} - \dot{g}_{i l} \dot{\delta} g) \right) \dot{g}^{m n} \epsilon_{i m} \epsilon_{k l} \]

\[ = -\frac{Q}{r^2} \left( \dot{\nabla}^{k} \dot{g}_{k m} - \dot{\delta} \dot{g}_{m} \right) \]

and using \(\dot{\delta} = \dot{d} \dot{\delta}\) on \(\wedge^k T^* \tilde{X}\) for \(1 \leq k \leq 2\), we see that

\[ \frac{1}{2} (\nabla^{\nu} \dot{g}^k a - \nabla^k \dot{g}^{a} \nu) F_{\nu k} = \frac{Q}{2r^2} \dot{g}^{i k} \dot{g}^{j l} (\partial_{\nu} \dot{g}_{i a} - \partial_{\nu} \dot{g}_{k a} - r^{-1} (\partial_{\nu} r) \dot{g}_{i a} + r^{-1} (\partial_{\nu} r) \dot{g}_{k a}) \epsilon_{i j} \]

\[ = -\frac{Q}{r^3} (\partial^{k} r)(\dot{\delta} g_{a k}) + \frac{Q}{r^2} \begin{pmatrix} 2r^{-1} (\partial^{k} r) (\dot{\delta} g_{a k}) & + \dot{\delta} \dot{\delta} g_{a k} \\ 0 & 0 \end{pmatrix} \]

\[ = -\frac{Q}{r^3} (\partial^{k} r)(\dot{\delta} g_{a k}) + \frac{Q}{r^2} \begin{pmatrix} 2r^{-1} (\partial^{k} r - 2)(\dot{\delta} g_{a k}) & + \dot{\delta} \dot{\delta} g_{a k} \\ 0 & 0 \end{pmatrix} \]

\[ = -\frac{Q}{r^3} (\partial^{k} r)(\dot{\delta} g_{a k}) + Q r^{-2} \dot{\delta} g_{a k}. \]

Combining the above calculation and (A.1.4) yields

\[ D_{(g,dA)\delta_{a}dA}(\dot{g},0) = \frac{Q}{r^2} \begin{pmatrix} \dot{d} r & -r^{-2} \dot{\delta} \Phi & r^{-2} \dot{\delta} \Phi \\ 0 & 0 & 0 \end{pmatrix} \]

\[ \quad (A.6.3) \]

Lastly, we discuss the calculation of the gauge terms for the electromagnetic field. Since \(A = -Q r^{-1} d\Phi\), we have

\[ (\mathcal{L}_{\omega A})_i = \omega^a \partial_a A_i + A_a \partial_i \omega^a, \quad (\mathcal{L}_{\omega A})_a = \omega^a \partial_a A_a + A_a \partial_a \omega^a = \partial_a (A_a \omega^a) \]

and as a consequence

\[ \mathcal{L}_{(\cdot)^\perp} A = \begin{pmatrix} \dot{d} A + \mu (\cdot)^\perp d A & 0 \\ \dot{d} A & 0 \end{pmatrix} \]

\[ \quad(A.6.4) \]
Appendix B

Calculation of the subprincipal operator at trapping

In this section, we include the discussion of the subprincipal operator of $P_{b_0,\gamma}, W_{b_0,\gamma}$ and $L_{b_0,\gamma}$ at the trapped sets $K$ for the sake of completeness. The arguments are based on [59], [60] and [61]. In the subsequent discussion, we will list (without proof) the relevant results for the invariant formalism of the subprincipal operator with references (mostly from [59]), and then carry out all the relevant computations.

According to [39, Theorem 1.1] and [61, Theorem 4.5] (the microlocalized version) (see also the discussion in [59, §2]), a sufficient condition for high energy estimates at the trapped set for a semiclassical operator $P_h(z)$ acting on the covariant rank $k$ tensor bundle $T^k$ to hold is

$$\sigma_{1,h}(\frac{1}{2i\hbar}(P_h(z) - P_h(z)^*)) < \nu_{\min}/2 \quad (B.0.1)$$

at the trapped set $K$, where $\nu_{\min} > 0$ is the minimal normal expansion rate of the Hamilton flow at the trapping, see Proposition 5.4.11. Here, the adjoint is taken with respect to a positive definite inner product on $T^k$. We note that the natural inner product induced by $g$, with respect to which $\Box_g$ is symmetric, is not positive definite, except when $k = 0$, i.e. for the scalar wave equation. One can introduce a pseudodifferential inner product such that (B.0.1) can be arranged, with the adjoint taken with respect to this pseudodifferential inner product. We work with classical, i.e. one-step polyhomogeneous, symbols and operators, and denote by $S^m_{\text{hom}}(T^\ast X \setminus 0)$ symbols which are homogeneous of degree $m$ with respect to dilations in the fibers of $T^\ast X \setminus 0$. 
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Definition B.0.1 ([59, Definition 3.1]). A \textit{pseudodifferential inner product} (or \(\Psi\)-inner product) on the vector bundle \(\mathcal{E} \to X\) is a pseudodifferential operator \(B \in \Psi^0(X; \mathcal{E} \otimes \Omega^{1/2}, \mathcal{E}^* \otimes \Omega^{1/2})\) satisfying \(B = B^*\), and such that moreover the principal symbol \(\sigma^0(B) = b \in S^0_{\text{hom}}(T^*X \setminus 0; \pi^*\text{Hom}(\mathcal{E}, \mathcal{E}^*))\) of \(B\) satisfies
\[
\langle b(x, \xi)u, \iota(u) \rangle > 0 \tag{B.0.2}
\]
for all non-zero \(u \in \mathcal{E}_x\), where \(x \in X, \xi \in T^*_x X \setminus 0\). If the context is clear, we will also call the sesquilinear pairing
\[
C^\infty(X, \mathcal{E} \otimes \Omega^{1/2}) \times C^\infty(X, \mathcal{E} \otimes \Omega^{1/2}) \ni (u, v) \mapsto \int_X \langle B(x, D)u, \iota(v) \rangle
\]
the pseudodifferential inner product associated with \(B\).

The use of a pseudodifferential inner product is equivalent to considering a conjugated operator \(QP_h(z)Q^-\), where \(Q \in \Psi^0(X, T_k)\) is a carefully chosen elliptic operator with parametrix \(Q^-\). For any \(\epsilon > 0\), we can arrange \(\sigma_{1,h}(\frac{1}{i\hbar}(QP_h(z)Q^- - (QP_h(z)Q^-)^*) < \epsilon\) (with the adjoint taken relative to an ordinary positive definite inner product on \(T_k\)), thus (B.0.1) holds for \(P_h(z)\) replaced by \(QP_h(z)Q^-\).

Let \(\pi : T^*X \setminus 0 \to X\) be the projection. We will work in standard pseudodifferential operator setting. We specialize to the case that \(P \in \Psi^m(X, \mathcal{E} \otimes \Omega^{1/2})\) has a real, scalar principal symbol, which is the case of interest in our application. Fix a coordinate system of \(X\) and a local trivialization of \(\mathcal{E}\), then the full symbol of \(P\) is a sum of homogeneous symbols \(p \sim p_m + p_{m-1} + \ldots, \) with \(p_j\) homogeneous of degree \(j\) and valued in complex \(N \times N\) matrices. According to [68, Theorem 18.1.33], the subprincipal symbol
\[
\sigma_{\text{sub}}(P) = p_{m-1}(x, \xi) - \frac{1}{i\hbar} \sum_j \partial_{x_j \xi_j} p_m(x, \xi) \in S^{m-1}_{\text{hom}}(T^*X \setminus 0, \mathbb{C}^{N \times N}) \tag{B.0.3}
\]
is well-defined under changes of coordinates; however, it does depend on the choice of local trivialization of \(\mathcal{E}\). We would like a frame-independent notion of the subprincipal symbol since this provides us with the freedom to choose particularly convenient local frames in concrete computations.
B.1 Invariant formalism for the subprincipal symbols of operators acting on bundles

Definition B.1.1 ([59, Definition 3.8]). For $P \in \Psi^m(X, \mathcal{E} \otimes \Omega^{\frac{1}{2}})$ with scalar principal symbol $p$, there is a well-defined subprincipal operator $S_{\text{sub}}(P) \in \text{Diff}^1(T^*X \setminus 0, \pi^*\mathcal{E})$, homogeneous of degree $m - 1$ with respect to dilations in the fibers of $T^*X \setminus 0$, defined as follows: if $\{e_1(x), \ldots, e_N(x)\}$ is a local frame of $\mathcal{E}$, define the operators $P_{jk} \in \Psi^m(X, \Omega^{\frac{1}{2}})$ by

$$P(\sum_k u_k(x)e_k(x)) = \sum_j P_{jk}(u_k)e_j(x),$$

$u_k \in C^\infty(X, \Omega^{\frac{1}{2}})$. Then

$$S_{\text{sub}}(P)\left(\sum_k q_k(x, \xi)e_k(x)\right) := \sum_j (\sigma_{\text{sub}}(P_{jk})q_k)e_j - i \sum_k (H_p q_k)e_k.$$

The symbols of commutators and imaginary parts can be expressed in a completely invariant fashion.

Proposition B.1.2 ([60, Proposition 3.11]). Let $P \in \Psi^m(X, \mathcal{E} \otimes \Omega^{\frac{1}{2}})$ be a pseudodifferential operator with scalar principal symbol $p$.

1. Suppose $Q \in \Psi^{m'}(X, \mathcal{E} \otimes \Omega^{\frac{1}{2}})$ is an operator acting on $\mathcal{E}$-valued half-densities, with principal symbol $q$. Then

$$\sigma_{m+m'-1}([P, Q]) = [S_{\text{sub}}(P), q].$$

If $Q$ is elliptic with parametrix $Q^{-}$, then

$$S_{\text{sub}}(QPQ^{-}) = qS_{\text{sub}}(P)q^{-1}.$$  \hfill (B.1.2)

2. Suppose in addition that $p$ is real. Let $B$ be a $\Psi$-inner product (pseudodifferential inner product) on $\mathcal{E}$ with principal symbol $b$, then

$$\sigma_{m-1}(\text{Im}^{B}P) = \text{Im}^{b}S_{\text{sub}}(P),$$

where $\text{Im}^{B}P = \frac{1}{2i}(P - P^*)$ and $\text{Im}^{b}S_{\text{sub}}(P) = \frac{1}{2i}(S_{\text{sub}}(P) - S_{\text{sub}}(P)^{sb})$; we take the adjoint of $P$ with respect to the $\Psi$-inner product $B$ and the adjoint of the differential operator $S_{\text{sub}}(P)$ with respect to the inner product $b$ on $\pi^*\mathcal{E}$ and the symplectic volume density on $T^*X$.
The imaginary part $\text{Im}^B P$ of an operator $P$ with respect to a $\Psi$-inner product $B$ can be interpreted in terms of the imaginary part of a conjugated version of $P$ with respect to a standard inner product.

**Proposition B.1.3** ([59, Proposition 3.12]). Let $B$ be a $\Psi$-inner product on $E$. Then for any positive definite Hermitian inner product $B_0 \in C^\infty(X, \text{Hom}(E \otimes \Omega^\frac{1}{2}, \overline{E}^* \otimes \Omega^\frac{1}{2}))$ on $E$, there exists an elliptic operator $Q \in \Psi^0(X, \text{End}(E \otimes \Omega^\frac{1}{2}))$ such that $B - Q^* B_0 Q \in \Psi^{-\infty}(X, \text{Hom}(E \otimes \Omega^\frac{1}{2}, \overline{E}^* \otimes \Omega^\frac{1}{2}))$.

In particular, denoting by $Q^- \in \Psi^0(X, \text{End}(E \otimes \Omega^\frac{1}{2}))$ a parametrix of $Q$, we have for any $P \in \Psi^m(X, E \otimes \Omega^\frac{1}{2})$ with real and scalar principal symbol,

$$Q(\text{Im}^B P)Q^- = \text{Im}^{B_0}(QPQ^-), \quad (B.1.4)$$

and $\sigma_{m-1}(\text{Im}^B P)$ and $\sigma_{m-1}(\text{Im}^{B_0}(QPQ^-))$ (which are self-adjoint with respect to $\sigma^0(B)$ and $B_0$, respectively, hence diagonalizable) have the same eigenvalues.

Therefore, the analysis of $\sigma_{m-1}(\text{Im}^{B_0}(QPQ^-)))$ is reduced to finding an inner product $b$ such that $(S_{\text{sub}}(L) - S_{\text{sub}}(L)^b)$ has a desired form. (In our applications, the choice of $b$ will be clear from an inspection of the form of $S_{\text{sub}}(L)$).

Let $(M, g)$ be a smooth manifold equipped with a metric tensor $g$ of arbitrary signature. Denote by $\mathcal{T}_k M = \bigotimes^k T^* M$, $k \geq 1$, the bundle of (covariant) tensors of rank $k$ on $M$. The metric $g$ induces a metric (which we also call $g$) on $\mathcal{T}_k M$. The subprincipal operator of $\Delta_k = \text{tr} \nabla^2 \in \text{Diff}^2(M, \mathcal{T}_k M)$ acting on the bundle $\mathcal{T}_k M$ has a nice form.

**Proposition B.1.4** ([59, Proposition 4.1]). The subprincipal operator of $\Delta_k$ is

$$S_{\text{sub}}(\Delta_k)(x, \xi) = i\nabla^\pi^* H^{-1}_{\mathcal{T}_k M} \in \text{Diff}^1(T^* M \setminus 0, \pi^* \mathcal{T}_k M), \quad (B.1.5)$$

where $\nabla^\pi^* \mathcal{T}_k M$ is the pullback connection, with $\pi: T^* M \setminus 0 \to M$ being the projection, and $G = ||\xi||^2 F^{-1}(x)$.
B.2 Calculation of subprincipal operators

We notice that modulo terms of order 0, which are sub-subprincipal and thus irrelevant in the calculation of $S_{\text{sub}}(P_{b_0,\gamma}), S_{\text{sub}}(W_{b_0,\gamma})$ and $S_{\text{sub}}(L_{b_0,\gamma})$ (for simplicity of notation, from now on, we drop the notations $b_0, \gamma$, i.e., $g = g_{b_0}$), we have

$$-2P \equiv \square_{g,1} - 2\delta_g G_g(\tilde{\delta}^*_g - \delta^*_g), \quad -2W \equiv \square_{g,1} - 2(\tilde{\delta}_g - \delta_g)G_g \delta^*_g$$  \hspace{1cm} (B.2.1)

and

$$-L(\dot{g}, \dot{A}) \equiv \left( \square_{g} \dot{g} - 2(\tilde{\delta}_g - \delta_g)G_g \dot{g} - 2\delta^*_g(\tilde{\delta}_g - \delta_g)G_g \dot{g} + L_{12}(\dot{A}, \square_g \dot{A} + L_{21}(\dot{g}), \right)$$  \hspace{1cm} (B.2.2)

where

$$L_{12}(\dot{A}) = 8\text{tr}^{24}_g(F \otimes s \dot{d} \dot{A}) - 2g^{-1}(F, \dot{d} \dot{A})_g, \quad F = dA = d\left(\frac{Q_0}{r}dt\right) = \frac{Q_0}{r^2}dt \wedge dr,$$

$$L_{21}(\dot{g}) = \text{tr}^{12}_g(\delta_g G_g \dot{g} \otimes F) - \frac{1}{2}\text{tr}^{24}_g \text{tr}^{35}_g(\tilde{\delta}_g \dot{g} \otimes F), \quad (d^\nabla \dot{g})_\mu^\nu = \nabla^\mu \dot{g}_\nu - \nabla^\nu \dot{g}_\mu.$$

Since $\tilde{\delta}^*_g - \delta^*_g$ and $\tilde{\delta}_g - \delta_g$ are compactly supported away from the trapping for Reissner-Nordström metric, we further have that modulo terms of order 0

$$-2P \equiv -2W \equiv \square_{g,1}$$

and

$$-L(\dot{g}, \dot{A}) \equiv \left( \square_{g} \dot{g} + L_{12}(\dot{A}, \square_g \dot{A} + L_{21}(\dot{g}), \right)$$ \hspace{1cm} (B.2.3)

at the trapping $K$.

Let $g = g_{b_0}$ be the Reissner-Nördström metric with parameter $b_0 = (m_0, 0, Q_0)$

$$g = -\alpha^2 dt^2 + \alpha^{-2} dr^2 + r^2 d\Omega, \quad \alpha = \sqrt{\mu b_0} = \sqrt{1 - \frac{2m_0}{r} + \frac{Q_0^2}{r^2}}.$$  \hspace{1cm} (B.2.4)

That is, we work in the coordinates $(t, r, \omega), \omega \in S^2$ at the trapping $K$. Let $(\sigma, \xi, \eta)$ be the dual variables to $(t, r, \omega)$. We define

$$e^0 := \alpha dt, \quad e^1 := \alpha^{-1} dr$$  \hspace{1cm} (B.2.5)

and use the following splittings of $T^*M$ and $S^2T^*M$

$$T^*M = \langle e^0 \rangle \oplus \langle e^1 \rangle \oplus T^*S^2,$$

$$S^2T^*M = \langle e^0 e^0 \rangle \oplus \langle 2e^0 \otimes_s e^1 \rangle \oplus \langle 2 e^0 \otimes_s T^*S^2 \rangle \oplus \langle e^1 e^1 \rangle \oplus \langle 2 e^1 \otimes_s T^*S^2 \rangle \oplus S^2 T^*S^2.$$  \hspace{1cm} (B.2.6)
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In this section, we are interested in the subprincipal operators of \( \Box_{g,1} \) and \( L \) at the trapped set

\[
K = \{ r = r_p, \xi = 0, \sigma^2 = \mu_0 r^{-2}|\eta|^2 \}, \quad \text{where} \quad \partial_r (r\alpha^{-1})(r_p) = 0, \quad |\eta|^2 = |\eta|_{g^{-1}}^2.
\]  

(B.2.7)

Therefore, at the trapping \( K \), we have

\[
H_{\alpha^{-2}\xi^2 + r^{-2}|\eta|^2} = 2r^{-3}|\eta|^2\partial_\xi + r^{-2}H|\eta|^2
\]

and

\[
\sigma^2H_{\alpha^{-2}} - H_{\alpha^{-2}\xi^2 + r^{-2}|\eta|^2} = -r^{-2}H|\eta|^2.
\]

Let \( x^0 = t \), and \( x' = (r, \omega) \) be coordinates on \( X \) (independent of \( t \)). We let Greek indices \( \mu, \nu, \lambda, \ldots \) run from 0 to 3. Moreover, the canonical dual variables \( \xi_0 = : \sigma \) and \( \xi' = (\xi, \eta) \) on the fibers of \( T^*M \) are indexed by decorated Greek indices \( \tilde{\mu} \) running from 0 to 3. For a section \( u \) of \( \pi^*T^*M \), we have

\[
\nabla_{\mu}^\pi T^*M u_\nu = \nabla_\mu^M u_\nu, \quad \nabla_{\tilde{\mu}}^\pi T^*M u_\nu = \partial_{\tilde{\mu}} u_\nu.
\]

**B.2.1 Calculation of the subprincipal operator of \( \Box_{g,1} \)**

According to Proposition B.1.4 and using the fact that \( G = -\alpha^{-2}\sigma^2 + \alpha^2\xi^2 + r^{-2}|\eta|^2 \), a direct calculation implies that at trapping \( K = \{ r = r_p, \xi = 0, \sigma^2 = \mu_0 r^{-2}|\eta|^2 \} \)

\[
iS_{\text{sub}}(\Box_{g,1}) = \begin{pmatrix}
2\alpha^{-2}\sigma \partial_t - r^{-2}H|\eta|^2 & 0 & 0 & 0 \\
0 & 2\alpha^{-2}\sigma \partial_t - r^{-2}H|\eta|^2 & 0 & 0 \\
0 & 0 & 2\alpha^{-2}\sigma \partial_t - r^{-2}\nabla_{\eta}^\pi T^*S^2 & 0 \\
0 & -2r^{-1}\sigma & 0 & -2\alpha^{-1}\eta \\
-2r^{-1}\sigma & 0 & 2\alpha^{-3}\eta & 0
\end{pmatrix} + S_{(1)}
\]

(B.2.8)

where

\[
S_{(1)} = \begin{pmatrix}
0 & -2r^{-1}\sigma & 0 & 0 \\
-2r^{-1}\sigma & 0 & 0 & 2\alpha^{-3}\eta \\
0 & -2\alpha^{-1}\eta & 0 & 0
\end{pmatrix}.
\]

(B.2.9)

For simplicity of calculation, we further decompose \( \pi^*T^*M \to T^*M \) over the trapping \( K \). For \( \eta \in T^*S^2 \setminus o \), we define \( \eta^\perp := \not\eta \) and

\[
\hat{\eta} := \alpha \sigma^{-1}\eta, \quad \hat{\eta}^\perp := \alpha \sigma^{-1}\eta^\perp.
\]

Then we write

\[
\pi^*_{\Box_{g,1}} T^*S^2 = (\hat{\eta}) \oplus (\hat{\eta}^\perp)
\]

and

\[
\pi^*_{\Box_{g,1}} S^2 T^*S^2 = (\hat{\eta}\hat{\eta}^\perp) \oplus (2\hat{\eta}\hat{\eta}^\perp) \oplus (\hat{\eta}^\perp\hat{\eta}^\perp),
\]

(B.2.10)
and this induces the following decompositions

\[
\pi^* T^* M = \langle e^0 \rangle \oplus \left( \langle e^1 \rangle \oplus \langle \hat{\eta} \rangle \oplus \langle \hat{\eta}^\perp \rangle \right),
\]

\[
\pi^* S^2 T^* M = \left( \langle e^0 e^0 \rangle \oplus \left( \langle 2e^0 e^1 \rangle \oplus \left( \langle 2e^0 \hat{\eta} \rangle \oplus \langle 2e^0 \hat{\eta}^\perp \rangle \right) \right) \right) \oplus \left( \langle e^1 e^1 \rangle \oplus \left( \langle 2e^1 \hat{\eta} \rangle \oplus \langle 2e^1 \hat{\eta}^\perp \rangle \right) \right),
\]

(B.2.11)

In terms of (B.2.10), we have

\[
\eta = \left( \alpha^{-1} \sigma , \ r^{-2} \iota \eta = (\alpha^{-1} \sigma , \ 0) \right) \text{ at } K.
\]

Therefore, in terms of the splitting (B.2.11), the operator \( S_{(1)} \) in (B.2.9) at trapping \( K \) is given as

\[
S_{(1)} = r^{-1} \sigma \begin{pmatrix}
0 & -2 & 0 & 0 \\
-2 & 0 & 2 & 0 \\
0 & -2 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

(B.2.12)

Now, for any fixed \( \epsilon > 0 \), we define the change of basis matrix

\[
q_1 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & \frac{1}{\epsilon} & 0 \\
0 & -\frac{2}{\epsilon^2} & 0 & 0 \\
-\frac{4}{\epsilon^3} & 0 & -\frac{4}{\epsilon^3} & 0
\end{pmatrix},
\]

and then we have

\[
q_1 S_{(1)} q_1^{-1} = r^{-1} \sigma \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & \epsilon & 0 \\
0 & 0 & 0 & \epsilon \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

Since \( q_1 \) is a constant coefficient operator in the region where the splitting (B.2.11) is well defined, in particular, in a neighborhood of the trapping \( K \), it commutes with the diagonal part \( i S_{\text{sub}}(\Box_g, 1) - S \) of \( S_{\text{sub}}(\Box_g, 1) \). Equipping the 1-form bundle over \( M \) with the Hermitian inner product \( B_0 \) which is given by an identity matrix in the splitting (B.2.11), \( q_1 S_{\text{sub}}(\Box_g, 1) q_1^{-1} \) has imaginary part (with respect to \( B_0 \)) of size \( O(\epsilon) \). Put differently, \( S_{\text{sub}}(\Box_g, 1) \) has imaginary part of size \( (\epsilon) \) relative to the Hermitian inner product \( b := B_0^2(q,q) \), which is the symbol of a pseudodifferential inner product on \( \pi^* T^* M \). To summarize,

**Theorem B.2.1.** For any \( \epsilon > 0 \), there exists a (positive definite) \( t \)-independent pseudodifferential inner product \( B = b(x,D) \) on \( T^* M \) (thus, \( b \) is an inner product on \( \pi^* T^* M \), homogeneous of degree 0 with respect to dilations in the base \( T^* M \setminus 0 \)), such that

\[
\sup_K |\sigma|^{-1} \left\| \frac{1}{2t} (S_{\text{sub}}(\Box_g, 1) - S_{\text{sub}}(\Box_g, 1)^b) \right\|_b \leq \epsilon,
\]
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where $K$ is the trapped set. Put differently, there is an elliptic pseudodifferential operator $Q$, invariant under $t$-translations, acting on sections of $T^{*}M$, with parametrix $Q^{-}$, such that relative to the ordinary positive definite inner product $B^{1}_{0}$ we have

$$\sup_{t} |\sigma|^{-1} \left\| \sigma_{1} \left( \frac{1}{2i}(Q \Box_{g,1} Q^{-} - (Q \Box_{g,1} Q^{-})^{B^{1}_{0}} \right) \right\|_{B^{1}_{0}} \leq \epsilon.$$

### B.2.2 Calculation of the subprincipal operator of $L$

Using Proposition B.1.4 again, we see that $S_{\text{sub}}(\Box_{g,2}) = i \nabla_{H_{g}}^{\pi^{*}S^{2}T^{*}M}$. Since $\pi^{*}S^{2}T^{*}M$ is simply the restriction of the product connection $\nabla^{\pi^{*}T^{*}M} \otimes \nabla^{\pi^{*}T^{*}M}$ to $\pi^{*}S^{2}T^{*}M$, it follows that

$$S_{\text{sub}}(\Box_{g,2})(w_{1}w_{2}) = S_{\text{sub}}(\Box_{g,1})w_{1} \cdot w_{2} + w_{1} \cdot S_{\text{sub}}(\Box_{g,1})w_{2}$$

for $w_{1}, w_{2} \in C^{\infty}(T^{*}M, \pi^{*}T^{*}M)$, under the splitting (B.2.6), $S_{\text{sub}}(\Box_{g,2})$ has a canonical first order part, induced by the canonical first order part of $S_{\text{sub}}(\Box_{g,1})$ which is given in (B.2.8). The 0-order part $S(2)$ of $S_{\text{sub}}(\Box_{g,2})$ is equal to the second symmetric tensor power of the 0-th order part of $S_{\text{sub}}(\Box_{g,1})$ in (B.2.9). To summarize,$$
i S_{\text{sub}}(\Box_{g,2}) = 2\alpha^{-2}\sigma \partial_{t} - r^{-2} \left( \begin{array}{cccccc} H_{[\eta]^{2}} & 0 & 0 & 0 & 0 & 0 \\ 0 & H_{[\eta]^{2}} & 0 & 0 & 0 & 0 \\ 0 & 0 & H_{[\eta]^{2}}^{\pi_{[\eta]}^{*}S^{2}T^{*}S^{2}} & 0 & 0 & 0 \\ 0 & 0 & 0 & H_{[\eta]^{2}}^{\pi_{[\eta]}^{*}S^{2}T^{*}S^{2}} & 0 & 0 \\ 0 & 0 & 0 & 0 & H_{[\eta]^{2}}^{\pi_{[\eta]}^{*}S^{2}T^{*}S^{2}} & 0 \\ 0 & 0 & 0 & 0 & 0 & H_{[\eta]^{2}}^{\pi_{[\eta]}^{*}S^{2}T^{*}S^{2}} \end{array} \right) + S(2)$$

(B.2.13)

where

$$S(2) = \left( \begin{array}{cccccc} 0 & -4r^{-1}\sigma & 2\sigma^{-1} i \eta & -2r^{-1}\sigma & 0 & 0 \\ -2r^{-1}\sigma & 0 & 2\sigma^{-1} i \eta & -2r^{-1}\sigma & 0 & 0 \\ 0 & -2\sigma^{-1} i \eta & 0 & 0 & -2r^{-1}\sigma & 0 \\ 0 & -4r^{-1}\sigma & 0 & 0 & 4\sigma^{-1} i \eta & 0 \\ 0 & 0 & -2r^{-1}\sigma & -2\sigma^{-1} i \eta & 0 & 2\sigma^{-1} i \eta \\ 0 & 0 & 0 & 0 & -4\sigma^{-1} i \eta & 0 \end{array} \right)$$

(B.2.14)

Again, we turn to the ‘microlocal splitting’ (B.2.10), under which we write

$$\eta = \left( \begin{array}{cc} \alpha^{-1}\sigma & 0 \\ 0 & \frac{1}{2} \alpha^{-1}\sigma \end{array} \right) : T^{*}S^{2} \to S^{2}T^{*}S^{2},$$

$$r^{-2} i \eta = \left( \begin{array}{cc} \alpha^{-1}\sigma & 0 \\ 0 & \alpha^{-1}\sigma \end{array} \right) : S^{2}T^{*}S^{2} \to T^{*}S^{2}$$
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Therefore, in terms of (B.2.11), we see that

\[
S_{(2)} = r^{-1} \sigma \begin{pmatrix}
0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 0 & 2 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 & 0 & -2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 \\
0 & -4 & 0 & 0 & 0 & 4 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -4 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]  

(B.2.15)

Let \( S_L \) be the 0-th order part of \( iS_{\sub(-L)} \) at \( K \), with \( L \) given in (B.2.2). Acting on the bundle \( S^2 T^* M \oplus T^* M \), we can write \( S_L \) as a \( 2 \times 2 \) block matrix,

\[
S_L = \begin{pmatrix}
S^1_{11} & S^1_{12} \\
S^2_{11} & S^2_{12}
\end{pmatrix}
\]

where \( S^1_{11} = S_{(2)}, S^2_{12} = S_{(1)}, S^1_{12} = i\sigma_1(L_{12}), S^2_{11} = i\sigma_1(L_{21}) \)

with

\[
L_{12}(\dot{A}) = 8\text{tr}_g^{24}(F \otimes_s d\dot{A}) - 2g^{-1}(F, d\dot{A}) g, \quad F = dA = d(\frac{Q_0}{r} dt) = \frac{Q_0}{r^2} dt \wedge dr,
\]

\[
L_{21}(\dot{g}) = \text{tr}_g^{12}(\delta_g G_g \dot{g} \wedge F) - \frac{1}{2} \text{tr}_g^{24} \text{tr}_g^{35} (d\nabla \chi \dot{g} \otimes F), \quad (d\nabla \chi\chi)_{\mu} = \nabla_{\mu} \dot{g} - \nabla_{\mu} \dot{g} \chi.
\]

In the splitting (B.2.6) and

\[
\Lambda^2 T^* M = \langle e^0 \wedge e^1 \rangle \oplus \langle e^0 \wedge T^* S^2 \rangle \oplus \langle e^1 \wedge T^* S^2 \rangle \oplus \Lambda^2 T^* S^2,
\]

\(d : T^* M \to \Lambda^2 T^* M\) and \(\text{tr}_g^{24}(F \otimes_s (\cdot)) : \Lambda^2 T^* M \to S^2 T^* M\) are given by

\[
d = \begin{pmatrix}
-\alpha \partial_r - \alpha' & \alpha^{-1} \partial_t \\
-\dot{d} & 0 & \alpha^{-1} \partial_t \\
0 & -\dot{d} & \alpha \partial_r \\
0 & 0 & \dot{d}
\end{pmatrix}, \quad 2\text{tr}_g^{24}(F \otimes_s (\cdot)) = \frac{Q_0}{r^2} \begin{pmatrix}
2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

and we also have

\[
g^{-1}(F, (\cdot)) g = \begin{pmatrix}
\frac{2Q_0}{r^2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-\frac{2Q_0}{r^2} & 0 & 0 & 0
\end{pmatrix} : \Lambda^2 T^* M \to S^2 T^* M.
\]

Therefore, we obtain

\[
\sigma_1(L_{12}) = i \frac{4Q_0}{r^2} \begin{pmatrix}
-\alpha \xi & \alpha^{-1} \sigma & 0 \\
0 & \eta & -\alpha \xi \\
0 & -\alpha^{-1} \sigma & 0 \\
\eta & 0 & -\alpha^{-1} \sigma \\
-\alpha \xi r^2 \dot{g} & \alpha^{-1} \sigma r^2 \dot{g} & 0
\end{pmatrix}.
\]

(B.2.16)
Turning to the ‘microlocal splitting’ (B.2.10), we write \( g = |\eta|^{-2}\eta \eta + |\eta|^{-2}\eta^\perp \eta^\perp \) and then we have
\[
g = \begin{pmatrix} r^{-2} \\ 0 \\ r^{-2} \end{pmatrix} \quad \text{at} \quad K.
\]
Therefore, in terms of the splitting (B.2.10),
\[
i \sigma_1(L_{12}) = r^{-1} \sigma_1 \left( \frac{4Q_0}{r\alpha} \right) \quad \text{at} \quad K.
\]
(B.2.17)

So it remains to analyze \( L_{21}(\dot{g}) \). We first compute
\[
G_\dot{g} = \begin{pmatrix} \frac{1}{2} & 0 & 0 & 0 & \frac{1}{2r^2}t_\dot{g} \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ \frac{1}{2r^2}t_\dot{g} & 0 & 0 & -\frac{1}{2r^2}t_\dot{g} & 0 \end{pmatrix}
\]
and
\[
G_\dot{g} = \begin{pmatrix} 0 & -Q_0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]
(B.2.18)

and
\[
\sigma_1(\delta_\dot{g}) = i \begin{pmatrix} \alpha^{-1}\sigma & -\alpha \xi & -r^{-2}\eta & 0 & 0 \\ 0 & \alpha^{-1}\sigma & 0 & -\alpha \xi & -r^{-2}\eta \\ 0 & 0 & \alpha^{-1}\sigma & 0 & -\alpha \xi \end{pmatrix}.
\]
(B.2.19)

Therefore, we find that
\[
\sigma_1(\text{tr}_{\dot{g}}^{12}(\delta_\dot{g}G_\dot{g}(\cdot) \otimes F)) = i \frac{Q_0}{r^2} \begin{pmatrix} \frac{1}{2}\alpha \xi & -\alpha^{-1}\sigma & 0 & 0 & 0 \\ 0 & \alpha \xi & 0 & -\alpha^{-1}\sigma & 0 \\ 0 & 0 & \alpha \xi & 0 & -\alpha^{-1}\sigma \end{pmatrix}.
\]
(B.2.20)

Next, we calculate
\[
\sigma_1(\tilde{d}^{\nabla}(\cdot) \otimes F) = i \frac{2Q_0}{r^2} \begin{pmatrix} \alpha \xi & -\alpha^{-1}\sigma & 0 & 0 & 0 \\ 0 & \alpha \xi & 0 & -\alpha^{-1}\sigma & 0 \\ 0 & 0 & \alpha \xi & 0 & -\alpha^{-1}\sigma \end{pmatrix}.
\]
(B.2.21)

In the ‘microlocal splitting’ (B.2.10), we have
\[
t_\dot{g} = \begin{pmatrix} r^2 & 0 & r^2 \end{pmatrix} \quad \text{at} \quad K.
\]
and thus we have
\[
i \sigma_1(L_{21}) = r^{-1} \sigma_1 \left( \frac{Q_0}{2r\alpha} \right) \quad \text{at} \quad K.
\]
(B.2.22)
Putting (B.2.12), (B.2.15), (B.2.17) and (B.2.22) together yields

\[
S_L = r^{-1}\sigma
\]

where \(Q' = \frac{Q}{2\rho} \). Since \(S_L\) has the following Jordan form

\[
\begin{pmatrix}
0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & -8Q' & 0 & 0 \\
-2 & 0 & 2 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & -8Q' & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & -4 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 8Q' & 0 \\
0 & 0 & -2 & 0 & -2 & 0 & 0 & 2 & 0 & -8Q' & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -8Q' & 0 \\
0 & 0 & 0 & 0 & 0 & -2Q' & 0 & 0 & 0 & 0 & 0 \\
Q' & 0 & -2Q' & 0 & -Q' & 0 & 0 & Q' & 0 & Q' & -2 \\
0 & 0 & 0 & 0 & 0 & 0 & -2Q' & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2Q' & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(B.2.23)

one can choose a suitable matrix \(q_L\) which has constant coefficients at \(K\) such that

\[
q_L S_L q_L^{-1} = \\
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(B.2.24)

Again, equipping \(S^2T^*M \oplus T^*M\) over \(M\) with the Hermitian inner product \(B^L_0\) which is given as an identity matrix in the splitting (B.2.6), \(q_L S_{\text{sub}}(-L)q_L^{-1}\) has imaginary part (with respect to \(B^L_0\))
of size $O(\epsilon)$. Put differently, $S_{\text{sub}}(-L)$ has imaginary part of size ($\epsilon$) relative to the Hermitian inner product $b := B_0^T(q_L',q_L')$, which is the symbol of a pseudodifferential inner product on $\pi^*T^*M$. To summarize,

**Theorem B.2.2.** For any $\epsilon > 0$, there exists a (positive definite) $t$-independent pseudodifferential inner product $B = b(x,D)$ on $S^2T^*M \oplus T^*M$ (thus, $b$ is an inner product on $\pi^*(S^2T^*M \oplus T^*M)$, homogeneous of degree 0 with respect to dilations in the base $T^*M \setminus 0$), such that

$$\sup_K |\sigma|^{-1} \left| \frac{1}{2i} (S_{\text{sub}}(-L) - S_{\text{sub}}(-L)^{\ast b}) \right|_b \leq \epsilon,$$

where $K$ is the trapped set. Put differently, there is an elliptic pseudodifferential operator $Q$, invariant under $t$-translations, acting on sections of $S^2T^*M \oplus T^*M$, with parametrix $Q^-$, such that relative to the ordinary positive definite inner product $B_0^L$ we have

$$\sup_t |\sigma|^{-1} \left| \sigma_1 \left( \frac{1}{2i} (Q(-L)Q^- - (Q(-L)Q^-)^{\ast B_0^L}) \right) \right|_{B_0^L} \leq \epsilon.$$

Finally, we point out the relation between the operators $P, W, L$ and their Fourier transform (semiclassically rescaled) $h^2\hat{P}(h^{-1}z)$, $h^2\hat{W}(h^{-1}z)$ and $h^2\hat{L}(h^{-1}z)$.

**Remark B.2.3.** Given an operator $P \in \{\Box_g, -L\}$, we define $\hat{P}(\sigma) := e^{i\sigma t \cdot \cdot}Pe^{-i\sigma t \cdot \cdot}$ and its semiclassical rescaling $h^2\hat{P}(h^{-1}z)$ with $h = |\sigma|^{-1}$. Let $p_2 = \sigma_2(P)$ and $p_{2,h}(z) = \sigma_{2,h}(h^2\hat{P}(h^{-1}z))$. Here we also use $\xi' = (\xi, \eta)$ as the semiclassical dual variables of $x' = (r, \omega)$. Then using the correspondence $\text{Re } z \longleftrightarrow -\sigma$, we have

$$S_{\text{sub}}(h^2\hat{P}(h^{-1}z)) = S_{\text{sub}}(P) + i\alpha^{-2}\sigma \partial_z + i\text{Im } (hz) \partial_z p_2$$

and thus

$$\sigma_{1,h} \left( \frac{1}{2ih} (h^2\hat{P}(h^{-1}z) - (h^2\hat{P}(h^{-1}z))^\ast B) \right) = \sigma_1 \left( \frac{1}{2i} (P - P^{\ast B}) \right) + \text{Im } (hz) \partial_z p_2.$$

Finally, we note that $\text{Im } (hz) \partial_z p_2 = \text{Im } (hz) \partial_z p_{2,h}(\text{Re } z) = \sigma_{1,h} \left( \frac{1}{2i\alpha} (h^2\hat{\Box}_{g,0}(h^{-1}z) - (h^2\hat{\Box}_{g,0}(h^{-1}z))^\ast) \right)$. 
Appendix C

Calculation of the subprincipal operator at radial points at event horizon

In this section, we calculate the threshold regularity at the radial points at event horizon. To this end, we discuss the subprincipal operator of $\mathcal{P}_{b_0,\gamma}, W_{b_0,\gamma}$ and $L_{b_0,\gamma}$ at radial points at event horizon. Here we again drop the notations $b_0, \gamma$.

We recall that modulo terms of order 0, we have

$$-2\mathcal{P} \equiv \Box_{g,1} - 2\delta_g G_g(\delta^*_g - \delta^*_g), \quad -2W \equiv \Box_{g,1} - 2(\delta^*_g - \delta_g)G_g\delta^*_g \quad (C.0.1)$$

and

$$-L(\dot{g}, \dot{A}) \equiv \left(\Box_g \dot{g} - 2(\delta^*_g - \delta_g)\delta_g G_g \dot{g} - 2\delta^*_g(\delta^*_g - \delta_g)G_g \dot{g} + L_{12}(\dot{A}), \Box_g \dot{A} + L_{21}(\dot{g})\right). \quad (C.0.2)$$

Near the radial points at the event horizon, we use the coordinates $(t_0, r, \omega)$ in (??), in which the Reissner-Nordström metric $g = g_{b_0}, b_0 = (m_0, 0, Q_0)$ takes the form

$$g = -\mu_{b_0}dt_0^2 + 2dt_0dr + r^2\tilde{g}.$$  

Writing the covectors as

$$\sigma dt_0 + \xi dr + \eta, \quad \eta \in T^*S^2,$$

we have $G = g^{-1}(\sigma dt_0 + \xi dr + \eta, \sigma dt_0 + \xi dr + \eta) = 2\sigma \xi + \mu_{b_0}\xi^2 + r^{-2}|\eta|$ and

$$H_G = 2\xi \partial_{t_0} + (2\sigma + 2\mu_{b_0}\xi)\partial_r - \mu'_{b_0}\xi^2\partial_\xi + 2r^{-3}|\eta|^2\partial_\xi + r^{-2}H_{|\eta|^2}.$$
The radial points at event horizon is given as

\[ L_\pm = \{(t_0, r_{b_0}, \omega; 0, \xi, 0) \mid \pm \xi > 0\}. \tag{C.0.3} \]

Then at \( L_\pm \), we have

\[ H_G = 2\xi \partial_{t_0} - 2\kappa \xi^2 \partial_{\xi} + 2\mu_{b_0} \xi \partial_r \tag{C.0.4} \]

with

\[ \kappa = \frac{1}{2} \mu'_b(r_{b_0}). \tag{C.0.5} \]

being the surface gravity. We keep the term \( 2\mu_{b_0} \xi \partial_r \) here as it is needed in the computation of the skew adjoint part.

The basis \( e^0 = \alpha dt, e^1 = \alpha^{-1} dr \) are not defined at \( r = r_{b_0} \). To deal with this issue, we follow the method in [63, §6.3]. Concretely, we relate the basis \( e^0 = \alpha dt, e^1 = \alpha^{-1} dr \) to a smooth trivialization of \( T^*M \) and \( S^2 T^*M \) as follows: writing a 1-form \( u \) in the static region \( M \) as

\[ u = u_N e^0 + u_T^r e^1 + u_T^T = \tilde{u}_N dt_0 + \tilde{u}_T^r dr + \tilde{u}_T^T, \]

where \( u_T^r \) and \( \tilde{u}_T^r \) are 1-forms on \( S^2 \), we see that

\[ \begin{pmatrix} u_N \\ u_T^r \\ u_T^T \end{pmatrix} = \mathcal{G}(1) \begin{pmatrix} \tilde{u}_N \\ \tilde{u}_T^r \\ \tilde{u}_T^T \end{pmatrix}, \quad \mathcal{G}(1) = \begin{pmatrix} \alpha^{-1} & 0 & 0 \\ \alpha^{-1} & \alpha & 0 \\ 0 & 0 & 1 \end{pmatrix}. \tag{C.0.6} \]

The following smooth (at \( r = r_{b_0} \)) bundle splitting

\[ T^*M = \langle dt_0 \rangle \oplus \langle dr \rangle \oplus T^*S^2 \tag{C.0.7} \]

induces

\[ S^2 T^*M = \langle dt_0^2 \rangle \oplus \langle 2dt_0 dr \rangle \oplus (2dt_0 \cdot T^*S^2) \oplus \langle dr^2 \rangle \oplus (2dr \cdot T^*S^2) \oplus S^2 T^*S^2. \tag{C.0.8} \]

Then one can write a section \( u \) of \( S^2 T^*M \) as

\[ u = u_{NN} e^0 e^0 + 2u_{NTN} e^0 e^1 + 2e^0 \cdot u_{NTT} + u_{NN}^T e^1 e^1 + 2e^1 \cdot u_{NT}^T + u_{TT}^T \]

\[ = \tilde{u}_N dt_0^2 + 2\tilde{u}_NTN dt_0 dr + 2dt_0 \cdot \tilde{u}_{NTT} + \tilde{u}_{NN}^T dr^2 + 2dr \cdot \tilde{u}_{NT}^T + \tilde{u}_{TT}^T, \]
and the transition matrix is defined by

\[
\begin{pmatrix}
-u_{NN} & -u_{NTN} & -u_{NTT} & u_T \\
u_{NN} & u_{NTN} & u_{NTT} & u_{TT}
\end{pmatrix}
= \mathcal{C}^{(2)}
\begin{pmatrix}
\tilde{u}_{NN} & \tilde{u}_{NTN} & \tilde{u}_{NTT} & \tilde{u}_{T} \\
\tilde{u}_{NN} & \tilde{u}_{NTN} & \tilde{u}_{NTT} & \tilde{u}_{TT}
\end{pmatrix},
\]

\[\mathcal{C}^{(2)} = \begin{pmatrix}
\alpha^{-2} & 0 & 0 & 0 & 0 & 0 \\
\alpha^{-2} & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha^{-1} & 0 & 0 & 0 \\
\alpha^{-2} & 2 & 0 & \alpha^{2} & 0 & 0 \\
0 & 0 & \alpha^{-1} & \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\] (C.0.9)

Then using the coordinates \((t_0, r, \omega)\) and splitting (C.0.7), we again use Proposition B.1.4 to compute

\[
iS_{\text{sub}}(\Box_{g,1}) = -2\xi \partial t_0 + 2\kappa\xi^2 \partial \xi + 2\mu_0 \xi \partial r - 2\kappa \xi \begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix} \text{ at } L_\pm \tag{C.0.10}
\]

and

\[
iS_{\text{sub}}(\Box_{g,2}) = -2\xi \partial t_0 + 2\kappa\xi^2 \partial \xi + 2\mu_0 \xi \partial r - 2\kappa \xi \begin{pmatrix}
-2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \text{ at } L_\pm. \tag{C.0.11}
\]

Next, we turn to the calculation of \(S_{\text{sub}}(L_{12})\) and \(S_{\text{sub}}(L_{21})\) at \(L_\pm\). We first calculate the symbols at \(N^*\{r = r_0\} = \{t, r_0, \omega, \xi, 0\}\); for \(r_0 \in (r_{b_0}, \infty)\) close to \(r_{b_0}\), in the static coordinates \((t, r, \omega)\) and bundle splittings (B.2.6). Then we conjugate by \(\mathcal{C}^{(1)}\) or \(\mathcal{C}^{(2)}\) and evaluate at \(\mu_{b_0} = 0\). Concretely, according to (B.2.16), in terms of the splitting (B.2.6), we have at \(N^*\{r = r_0\}\)

\[
i\sigma_1(L_{12}) = \frac{4Q_0}{r^2} \begin{pmatrix}
\alpha\xi & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \alpha\xi \\
-\alpha\xi & 0 & 0 \\
0 & 0 & 0 \\
\alpha\xi r^2 \frac{g}{t} & 0 & 0
\end{pmatrix}.
\]

So in the smooth splittings (C.0.7) and (C.0.8) (multiplying from the left by \((\mathcal{C}^{(2)})^{-1}\) and from the right by \(\mathcal{C}^{(1)}\) and evaluating at \(\mu = 0\)),

\[
i\sigma_1(L_{12}) = \frac{4Q_0}{r^2} \begin{pmatrix}
0 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & -1 & 0 \\
r^2 \frac{g}{t} & 0 & 0
\end{pmatrix} \text{ at } L_\pm. \tag{C.0.12}
\]

Using (B.2.20) and (B.2.21), in terms of the splitting (B.2.6), we have at \(N^*\{r = r_0\}\)

\[
i\sigma(L_{21}) = \frac{Q_0}{r^2} \begin{pmatrix}
\frac{1}{2}\alpha\xi & 0 & 0 & -\frac{1}{2}\alpha\xi & 0 & \frac{1}{2}\alpha\xi \frac{g}{t} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha\xi & 0 & 0 & 0
\end{pmatrix}.
\]
Again multiplying this from the left by \((\mathcal{C}^{(1)})^{-1}\) and from the right by \(\mathcal{C}^{(2)}\) and evaluating at \(\mu = 0\) give rise to \(i\sigma(L_{21})\) in the smooth splittings (C.0.7) and (C.0.8)

\[
i\sigma(L_{21}) = \frac{Q_0}{2\nu^2}\xi \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & -\frac{1}{\nu^2}\nu \xi \\
0 & 0 & 2 & 0 & 0 & 0
\end{pmatrix} \quad \text{at} \quad L_{\pm}.
\]

(C.0.13)

Finally, it remains to calculate the subprincipal operators of \((\tilde{\delta}^* - \delta^*)\delta g G\dot{g}\) and \(\delta^* (\tilde{\delta} - \delta^*) G\dot{g}\). First, according to (B.2.18) and (B.2.19), we see that in the static splitting (B.2.6)

\[
i\sigma_1(\delta g G) = \begin{pmatrix}
0 & \alpha \xi & 0 & 0 & 0 & 0 \\
\frac{1}{2}\alpha \xi & 0 & 0 & \frac{1}{2}\alpha \xi & 0 & -\frac{\alpha \xi}{\nu^2}\nu \xi \\
0 & 0 & 0 & 0 & \alpha \xi & 0
\end{pmatrix}
\]

at \(N^*\{r = r_0\}\), and thus

\[
i\sigma_1(\delta g G) = \frac{1}{2}\xi \begin{pmatrix}
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{\nu^2}\nu \xi \\
0 & 2 & 0 & 0 & 0 & 0
\end{pmatrix} \quad \text{at} \quad L_{\pm}.
\]

Also, in the smooth splitting, we have at \(L_{\pm}\)

\[
i\sigma_1(\delta^* g) = \begin{pmatrix}
0 & 0 & 0 \\
-\xi & 0 & 0 \\
0 & 0 & 0 \\
0 & -\xi & 0 \\
0 & 0 & -\xi \\
0 & 0 & 0
\end{pmatrix}.
\]

Since \(\tilde{\delta}^* - \delta^* = 2\gamma c \otimes_s (\cdot) - \frac{1}{2}\gamma g^{-1}(\cdot, \cdot) g\) and \(\delta^* - \delta^* = 2\gamma \xi (\cdot) - \frac{1}{2}\gamma \text{tr}_g (\cdot)\) where \(\epsilon = \tilde{\chi}(r)(dt_0 - bdr)\) with \(\tilde{\chi}(r) = 1\) near event horizon and \(b > 2\), it follows that in terms of the smooth splitting (C.0.7) and (C.0.8)

\[
\begin{align*}
\tilde{\delta}^* - \delta^* &= \begin{pmatrix}
2\gamma & 0 & 0 \\
-\frac{1}{2}b\gamma & \frac{1}{2}\gamma & 0 \\
0 & 0 & \gamma \\
0 & -2b\gamma & 0 \\
0 & 0 & -b\gamma \\
\frac{1}{2}b\gamma r^2 \delta & -\frac{1}{2}\gamma r^2 \delta & 0
\end{pmatrix}, \\
\delta^* - \delta^* &= \begin{pmatrix}
-2b\gamma & \gamma & 0 & 0 & 0 & -\frac{1}{2}\gamma r^2 \delta \\
0 & -b\gamma & 0 & 2\gamma & 0 & -\frac{1}{2}b\gamma r^2 \delta \\
0 & 0 & -2b\gamma & 0 & 2\gamma & 0
\end{pmatrix}
\end{align*}
\]
at \(L_\pm\). Therefore, in terms of the smooth splitting, we have at \(L_\pm\)

\[
i\sigma_1((\delta_g - \delta_g')\delta_g G_g) = \frac{1}{2}\gamma \xi \begin{pmatrix}
4 & 0 & 0 & 0 & 0 & 0 \\
-b & 0 & 0 & 0 & 0 & -\frac{1}{2}\gamma \xi t \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{2\gamma}{2\xi} t \\
0 & 0 & -2b & 0 & 0 & 0 \\
br^2 \psi & 0 & 0 & 0 & \frac{1}{2} g \psi k
\end{pmatrix},
\]
(C.0.14)

\[
i\sigma_1(\delta_g G_g(\delta_g^* - \delta_g')) = \frac{1}{2}\gamma \xi \begin{pmatrix}
4 & 0 & 0 \\
-b & 1 & 0 \\
0 & 0 & 2
\end{pmatrix},
\]
(C.0.15)

\[
i\sigma_1(\delta_g^* (\delta_g - \delta_g) G_g) = \frac{1}{2}\gamma \xi \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
2b & -2 & 0 & 0 & 0 & \frac{1}{2\gamma} \psi \\
0 & 0 & 2b & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2b & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]
(C.0.16)

\[
i\sigma_1((\delta_g - \delta_g') G_g \delta_g^*) = \frac{1}{2}\gamma \xi \begin{pmatrix}
-1 & 0 & 0 \\
b & -4 & 0 \\
0 & 0 & -2
\end{pmatrix}.
\]
(C.0.17)

In the splitting (C.0.7), combining (C.0.10) with (C.0.15) and (C.0.17) yields

\[
S_{\text{sub}}(-2P) = -2\xi \partial_{t_0} - 2\kappa \xi^2 \partial_\xi + 2\mu_0 \xi \partial_r + S_P, \quad S_{\text{sub}}(-2W) = -2\xi \partial_{t_0} - 2\kappa \xi^2 \partial_\xi + 2\mu_r \xi \partial_r + S_W
\]

where

\[
S_P = \xi \begin{pmatrix}
2\kappa - 4\gamma & 0 & 0 \\
b \gamma & -\gamma - 2\kappa & 0 \\
0 & 0 & -2\gamma
\end{pmatrix}, \quad S_W = \xi \begin{pmatrix}
2\kappa + \gamma & 0 & 0 \\
-b \gamma & 4\gamma - 2\kappa & 0 \\
0 & 0 & 2\gamma
\end{pmatrix}.
\]

In the splitting (C.0.7), equipping \(T^*M\) with the Hermitian inner product \(1 \oplus 1 \oplus g^{-1}\), the first three terms of \(S_{\text{sub}}(-2P), S_{\text{sub}}(-2W)\) are formally self adjoint with respect to the symplectic volume form on \(T^*M\), and the last term \(S_P\) resp. \(S_W\) of \(iS_{\text{sub}}(-2P)\) resp. \(iS_{\text{sub}}(-2W)\), multiplied by \(\xi^{-1}\), has eigenvalues

\[
2(\kappa - 2\gamma), -2\kappa - \gamma, -2\gamma, \quad \text{resp.} \quad -2(\kappa - 2\gamma), 2\gamma, 2\kappa + \gamma.
\]
(C.0.18)

Now we turn to the calculation \(L\). Using the following decomposition

\[
S^2 T^*S^2 = \langle r^2 g \rangle \oplus g^1,
\]

we have

\[
r^2 g = \begin{pmatrix}
1 \\
0
\end{pmatrix}, \quad r^{-2} \psi = \begin{pmatrix}
2 & 0
\end{pmatrix}.
\]

This further induces the splitting

\[
\langle dt^2 \rangle \oplus \langle 2 dt_0 \cdot dr \rangle \oplus \langle 2 dt_0 \cdot T^*S^2 \rangle \oplus \langle dr^2 \rangle \oplus \langle 2 dr \cdot T^*S^2 \rangle \oplus \langle r^2 g \rangle \oplus g^1
\]

\[
\oplus \langle dt_0 \rangle \oplus \langle dr \rangle \oplus T^*S^2.
\]
(C.0.19)
In the above splitting (C.0.19), putting (C.0.10), (C.0.11), (C.0.12), (C.0.13), (C.0.14) and (C.0.16) together yields

\[ iS_{\text{sub}}(-L) = -2\xi \partial_{\nu_0} - 2\kappa\xi^2 \partial_\xi + 2\mu_\nu_0\xi \partial_\tau + S_L \]

where

\[
S_L = \xi \begin{pmatrix}
4\kappa - 4\gamma & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-b\gamma & 2\gamma & 0 & 0 & 0 & 0 & -4Q'' & 0 & 0 \\
0 & 0 & 2\kappa - 2\gamma & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2b\gamma & 0 & 4\gamma - 4\kappa & 0 & -2b\gamma & 0 & 0 & 0 \\
0 & -2b\gamma & 0 & 2\gamma & -2\kappa & 0 & 0 & 0 & 0 \\
-b\gamma & 0 & 0 & 0 & 0 & -\gamma & 0 & 4Q'' & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2\kappa & 0 & 0 \\
0 & Q' & 0 & 0 & 0 & -Q' & 0 & 0 & -2\kappa \\
0 & 0 & Q'' & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

with \( Q' = Q_{\alpha}e^{-2} \). In the splitting (C.0.19), equipping \( S^2T^*M \oplus T^*M \) with the Hermitian inner product \( 1 \oplus 1 \oplus \mathfrak{g}^{-1} \oplus 1 \oplus \mathfrak{g}^{-1} \oplus 1 \oplus 1 \oplus 1 \oplus \mathfrak{g}^{-1} \), the first three terms of \( S_{\text{sub}}(-L) \) are formally self adjoint with respect to the symplectic volume form on \( S^2T^*M \oplus T^*M \), and the last term \( S_L \) of \( iS_{\text{sub}}(-L) \), multiplied by \( \xi^{-1} \) has eigenvalues

\[ 0, \, 0, \, -2\kappa, \, -2\kappa, \, 2\kappa, \, -4(\kappa - \gamma), \, 2(\kappa - \gamma), \, 4(\kappa - \gamma), \, -\gamma, \, 2\gamma. \]  

\[(C.0.20)\]

Let \( P \in \{-2P, -2W, -L\} \). Then the quantity \( \tilde{\beta} \) for \( P \) is defined as

\[ |\xi|^{-1} \frac{1}{2i} \left( S_{\text{sub}}(P) - (S_{\text{sub}}(P))^* \right) = \mp \tilde{\beta}_0 \quad \text{at} \quad L_\pm \]

where \( \beta_0 = 2\kappa \). Recall that \( \beta_{\text{sup}} = \sup \tilde{\beta} \) and \( \beta_{\text{inf}} = \inf \tilde{\beta} \). Then for sufficiently small \( \gamma > 0 \), we have

\[ -2P : \beta_{\text{sup}} = 1 - \frac{2\gamma}{\kappa}, \quad \beta_{\text{inf}} = -1 - \frac{\gamma}{2\kappa}; \]

\[ -2W : \beta_{\text{sup}} = 1 + \frac{\gamma}{2\kappa}, \quad \beta_{\text{inf}} = -1 + \frac{2\gamma}{\kappa}; \]  

\[ -L : \beta_{\text{sup}} = 2 - \frac{2\gamma}{\kappa}, \quad \beta_{\text{inf}} = -2 + \frac{2\gamma}{\kappa}. \]  

\[(C.0.21)\]

We again point out the relation between the operators \( P, W, L \) and their Fourier transform \( \hat{P}(\sigma), \hat{W}(\sigma) \) and \( \hat{L}(\sigma) \).

Remark C.0.1. Given a operator \( P \in \{-2P, -2W, -L\} \), we define \( \hat{P}(\sigma) := e^{i\sigma \tau} P e^{-i\sigma \tau} \) with \( \sigma \in \mathbb{C} \). The radial points set of \( \hat{P} \) (which we still denote by \( L_\pm \)) is given by \( L_\pm = \{(r_0, \omega; \xi, 0) \mid \pm \xi > 0\} \).
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Then we have

\[
\frac{1}{2i} \left( S_{\text{sub}}(\hat{P}) - (S_{\text{sub}}(\hat{P}))^* \right) = \frac{1}{2i} \left( S_{\text{sub}}(P) - (S_{\text{sub}}(P))^* \right) + \sigma_1 \left( \frac{\widehat{\Delta_g,0}(\sigma) - (\widehat{\Delta_g,0}(\sigma))^*}{2i} \right) \quad \text{at } L_\pm.
\]

Finally, according to the discussion around (5.4.15), the calculation of the threshold regularity at radial points at event horizon for the semiclassical operator \( h^2 \hat{P}(h^{-1}z) \) is equal to that of \( \hat{P}(\sigma) \).
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